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ABSTRACT
The first phase of each structural monitoring project is the operational evaluation. Its purpose is to
define relevant damage mechanisms and environmental conditions, to consider the data acquisition limi-
tations on site, and to justify the investment. Subsequently, relevant measurement quantities and damage-
sensitive features are selected, but very few systematic approaches exist in the literature on how to select
the most appropriate features. The presented paper fills this gap and develops an approach to select
damage-sensitive features based on probability of detection (POD) curves. The POD curves are gener-
ated based on a novel method for statistical damage detection tests that requires a finite element model
and vibration data from the undamaged structure. However, no data is required from the damaged state,
making it particularly suited for unique or large and complex engineering structures. The approach ex-
plicitly considers the uncertainties in the features due to unknown loads, measurement noise, and short
measurement durations. Although global damage-sensitive features are considered, such as modal pa-
rameters and subspace-based residuals, the detectability is evaluated for local structural components. The
paper includes a proof of concept study on a laboratory structure. The results demonstrate that the devel-
oped method successfully finds the feature with the highest damage detectability for a chosen damage
scenario, and that the detectability varies depending on the monitored local component.

Keywords: Structural health monitoring, ambient vibrations, Fisher information, probability of detection

1. INTRODUCTION

National building standards require visual inspections and non-destructive testing for critical engineering
structures in periodic intervals. Increasingly, structural health monitoring (SHM) system are installed,
meaning sensors are permanently installed on the structure and online damage diagnosis algorithms are



trained to automatically diagnose damages in-between the scheduled inspections. The four main stages
of each SHM project are the operational evaluation, the data acquisition, the extraction of damage-
sensitive features (such as natural frequencies or mode shapes), and their statistical evaluation [1]. Each
phase exhibits distinct challenges, for example, the correct parametrization of damage, the selection
of appropriate measurement quantities and sensor locations, and the selection of appropriate damage-
sensitive features, and algorithms.

Feature selection is a critical topic. Some machine learning experts prefer a ’blind’ feature selection,
for example, based on neuronal networks whose training process can involve the automated selection of
features. Others prefer a ’manual’ selection based on engineering judgement, experiences with similar
structures, or analytical and structure-specific approaches. Such analytical approaches include sensitiv-
ity analyses using finite element models [1], where the effect of individual parameter changes on the
data-driven features is studied, or approaches based on confidence intervals, where the changes in the
features is put into relation to the statistical uncertainties that are inherent to the features’ estimation
process. However, few method-specific approaches exist to select the feature with the highest damage
detectability. A novel idea is to select features based on probability of detection (POD) curves for critical
damage scenarios, as they quantify the reliability of a SHM system. POD curves are standard approaches
to verify the effectiveness of non-destructive testing [2], but they are rarely used in SHM. The reason for
this is that most methods (e.g., the 29-29 method, the â vs. a method, the hit/miss method, the delta
method, Bayesian approaches) require empirical data from the damaged state, and this data is typically
not available for large and unique structures, such as bridges, highrises, and dams. The main idea of this
article is to propose a new method for the creation of POD curves that does not require empirical data
from damaged structures. The second objective is to apply this approach to various features and to select
the feature that exhibits the highest damage detectability.

The paper is organized as follows: Section 2. recaps state-of-the-art vibration models. Section 3. ex-
plains how damage-sensitive features can be formed based on the dynamic system properties, how they
can be evaluated statistically, and how POD curves can be predicted based on measurement data from
undamaged structures. Section 4. showcases a proof of concept study based on a laboratory beam with
extra masses, and Section 5. summarizes the main findings.

2. BACKGROUND

The presented approach is applied to vibration-based features and requires in-depth knowledge on oper-
ational modal analysis. This section recaps how modal parameters can be obtained from measurement
data using subspace-based system identification. All following considerations are based on linear and
time-invariant dynamic systems with m degrees of freedom (DOF)

Mü + Du̇ + Ku = f, (1)

where M,D and K are the mass, damping, and stiffness matrices Rm×m, u ∈ Rm is the displacement
vector, and f ∈ Rm is the force vector. Sampling the displacement vector at ∆t and substituting the
state vector xk =

[
u(k∆t)T u̇(k∆t)T

]T ∈ Rn , the model is transformed to a discrete-time state space
model, with n = 2m,{

xk+1 = Axk + wk

yk = Cxk + vk
(2)

where A ∈ Rn×n is the state transition matrix, C ∈ RNch×n is the output matrix and Nch is the number
of measurement channels. The term yk is the output vector, and wk and vk state noise and measurement
noise. [3]



2.1. Subspace Decomposition

The first step is to acquire output data Y = [y1 y2 . . . yN ]T ∈ RN×Nch (displacements, velocities, or
accelerations), where N is the number of data points and Nch is the number of measurement channels.
Next, output covariance functions are evaluated Ri = 1

N−i
∑N−i

k=1 yk+iyTk and arranged in a block Hankel
matrix, i.e., a matrix with identical blocks on the anti-diagonals

Hp+1,q =


R1 R2 . . . Rq

R2 R3 . . . Rq+1
...

...
. . .

...
Rp+1 Rp+2 . . . Rp+q

 =
[
U1 U0

] [S1 0
0 S0

] [
VT
1

VT
0

]
, (3)

where p and q are time lag parameters. Thirdly, singular value decomposition (SVD) is applied to the
block Hankel matrix, and the resulting quantities are truncated at the presumed model order, determined
through the m physical modes of vibration, yielding the first n = 2m singular values in S1 and the
corresponding singular vectors U1 (the column space). The remaining singular values S0 contain noise
with the corresponding left null space vectors in U0.

2.2. Modal Identification

This section revisits how modal parameters can be derived from the block Hankel matrix [3]. First, the
observability matrix Op+1 is constructed based on the first n singular values and the column space

Op+1 = U1S1/2
1 . (4)

The output matrix C can be extracted from the observability in Eq. (4) as the first block row, and the state
transition matrix can be approximated through regression, using the shift-invariance property [4]

A = (O↑p+1)
†O↓p+1, (5)

where O↑p+1 and O↓p+1 denote the observability matrix without the last and without the first block row,
respectively. Modal parameters can be estimated by solving the eigenvalue problem AΦ = ΦΛ. Eigen-
values occur in complex conjugate pairs Λ = Φ−1AΦ = diag(λ1, λ̄1 . . . , λn, λ̄n) and so do the eigen-
vectors. Ultimately, natural frequencies and mode shapes are calculated as follows

µj =
log λj

∆t
, fj =

|µj |
2π

, Ψ = CΦ =
[
Ψ1 · · · Ψn

]
. (6)

2.3. Mode Shape Normalization

Mode shapes are unique dynamic properties up to a scaling factor. To enable a comparison of mode
shapes, they have to be normalized, e.g., to unit displacement of one of its components l,

Ψ̄i =
1

max{|Ψi,l|}
·Ψi. (7)

This forces the maximum amplitude of each normalized mode shape to be equal to one (even when
damage has occurred). Consequently, the maximum mode shape component carries no damage-related
information after scaling and the mode shape dimension might as well be reduced to Ψ̄red ∈ RNch−1×m,
which is done in this paper.

3. METHODOLOGY

3.1. Data-driven Residuals

This section shows a selection of damage-sensitive residuals that can be formed based on dynamic system
properties from the previous section. In the subsequent sections, the POD curves will be constructed



for all features presented in this section. For example, the natural frequencies could be extracted and
compared to the baseline values from the training phase

r1 = f− f0, (8)

where the number of entries in the residual vector depends on the number of observed modes of vibration.
Another example is the mode shape residual. To reduce the mode shape matrix into a single vector, the
vectorization operator vec(·) is used and all matrix columns are stacked

r2 = vec(Φ̄red)− vec(Φ̄red,0), (9)

where the number of residual entries now depends on the number of modes of vibration and the number
of sensors. Since modal frequencies and mode shapes are the results from the same estimation procedure,
they can (and should) also be analyzed simultaneously, using a modal vector η with the corresponding
residual

r3 = η − η0, where η =

[
f

vec(Φ̄red)

]
. (10)

The last considered residual is the subspace-based residual. It takes advantage of the orthogonality
between the left null space singular vectors and the block Hankel matrix in the reference state [5]

r4 = vec(UT
0 Hp+1,q) (11)

and its size depends on the time lag parameters p and q.

3.2. Damage Detection

This section summarizes the specific damage diagnosis method for which the POD curves are con-
structed. In this paper, structural changes are analyzed based on a parametrized statistical test, i.e., a
statistical test on data-driven residuals that is linked to structural models through sensitivity vectors. The
test statistic is defined as [5]

t = N · rTΣ−1J
(
J TΣ−1J

)−1J TΣ−1r, (12)

where N is the sample size during testing, r is one of the damage-sensitive residual vectors from Sec-
tion 3.1., J is the first-order derivative of the residual with respect to structural design parameters θ

J =
∂Eθ[r]

∂θ

∣∣∣∣
θ=θ0

, (13)

and Σ is the sample covariance of the damage-sensitive residual which, when evaluated on nb datasets
of length N , is defined as

Σ =
N

nb − 1

nb∑
k=1

rk rTk . (14)

Structural parameters θ ∈ RH typically include material properties, cross-sectional values, prestressing
forces, or geometric properties of the structure that manifest damage. Defining the relevant damage
parameters is part of the first phase of each monitoring phase, the operational evaluation.

The Jacobian matrix J links structural parameter changes and changes in data-driven features through
r ≈ J θ. It can either be approximated using the finite difference method, or it can be calculated
analytically. For the subspace-based residual, the analytical calculation is described in [6] and for the
modal residuals, typical approaches include the modal approach [7] or Nelson’s method [8].
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Figure 1: Distribution of the test statistic in the undamaged and damaged state

The covariance matrix is calculated based on data, where the main diagonal holds the variance of each
residual entry. It can either be computed empirically based on multiple sets of features from the training
phase, or in a combined analytical/empirical approach based on a single measurement record for both
the modal residuals [9, 10] and the subspace-based residuals [5, 11].

Uncertainties due to unknown loads and measurement noise cause the test statistic in Eq. (12) to be
scattered. Since the damage-sensitive residuals can be approximated by a Gaussian distribution, the
tests can be approximated as a chi-squared distribution χ2(ν, λ) with ν = rank(J TΣ−1J ) degrees of
freedom, and non-centrality λ in the damaged state. To make a decision on whether or not the structure is
damaged, a safety threshold tcrit is introduced, for example, based on the distribution in the undamaged
state, and an alarm is issued if the test exceeds the safety threshold, see Fig. 1.

3.3. Probability of Detection Curves

A powerful aspect of the parametric hypothesis tests in Eq. (12) is that the mean test response to a well-
defined parameter change can be predicted based on quantities that are available in the undamaged state
of the structure. If damage is assumed to be restricted to a single parameter change θh − θ0h, the mean
test response (the non-centrality) λ is [12]

λ = N(θh − θ0
h)2Fhh, Fhh = J T

hΣ
−1J h, (15)

where Fhh is the Fisher information and J h is the column in the Jacobian matrix that corresponds to the
examined parameter θh. The larger the mean test response from Eq. (15), the more frequently the test
statistic yields values beyond the safety threshold, and the higher the POD. The POD can be quantified
as the area under the probability density function of the test statistics beyond the safety threshold, Fig.1,

POD =

∫ ∞
tcrit

fχ2(ν, λ)(t)dt, (16)

where the safety threshold could, for example, be defined based on the quantile value of the healthy state
distribution of the test statistic. Assuming that the test response λ is known, the formula from Eq. (15)
can also be solved for the minimum detectable parameter change

∆h =
1

θh

√
λ

NFhh
. (17)

Utlimately, the POD curves can be constructed as follows: First, the non-centrality is fixed to zero λ = 0.
Next, the non-centrality is gradually increased λ = λ+ ε in steps of ε, while evaluating the POD based
on the corresponding probability density function in Eq. (16) and Fig. 1 and the minimum detectable
damage ∆h using Eq. (17). Drawing the POD over ∆h yields the probability of detection curve for
parameter θh.



4. APPLICATION

The goal of this section is to analytically construct POD curves based on data from an undamaged
structure. Subsequently, actual damage is applied, and it is demonstrated that the empirical POD is close
to the analytical one, which was predicted based on undamaged data.

4.1. Laboratory Experiment

The specimen under consideration is a hollow structural steel beam (HSS 152x51x4.78 mm) with a
modulus of elasticity of E = 210,000 MPa and a total mass of m = 56.8 kg, Fig. 3. The beam is located at
the University of British Columbia and has already been described in the referenced literature [12, 13].
The length of the beam is 4.1 m and pin supports are installed on both ends. The instrumentation consists
of eight vertical accelerometers with a weight of 1.28 kg, placed at equal distances, and one shaker with
a mass of 3.6 kg and a moving mass of 360 g that injects white noise signals in-between sensors 2 and 3.
All other signal processing parameters are given in Table 1.
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4.11 m
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Figure 2: Schematic depiction of the laboratory beam indicating the eight beam segments

Damage is parametrized as a change in mass so the experiments can be conducted non-destructively.
A finite element model is built and split into nine beam segments, Fig. 2. Each segment is assigned a
different mass value and only mass 8 and 9 are monitored, yielding the parameter vector

θ =

[
m8

m9

]
. (18)

Figure 3: Laboratory HSS beam with eight sensors and one shaker (left) and applied extra masses (right)

4.2. Analytical Results

All studies in this section are based on measurement data from the undamaged structure, where only
data from the first four measurement channels is used, Fig. 2. In this state, one long measurement with



Data Acquisition Data Segmenting
Measured quantity acceleration No. of training segments 100

Sampling frequency 200 Hz No. of testing segments 100

Reference data length 110 min Samples/segment 2,000

Testing data length 110 min Duration/segment 10 s

Modal Parameters Subspace-based Residual
System order n 14 System order n 14

Time lags p 20 Time lags p 11

Table 1: Data acquisition and signal processing parameters

0 20 40 60 80 100
Frequency [Hz]

-140

-120

-100

-80

-60

-40

-20

0

P
ow

er
 [d

B
]

13

13.2

13.4

13.6

13.8

14

14.2

14.4

14.6

14.8

15

M
od

el
 o

rd
er

Power spectral density
Stable mode with standard deviation

1 2 3 4 5 6 7 8
Sensor location

-1

0

1

A
m

pl
itu

de

f1 = 9.07 Hz

1 2 3 4 5 6 7 8
Sensor location

-1

0

1

A
m

pl
itu

de

f2 = 35.71 Hz

1 2 3 4 5 6 7 8
Sensor location

-1

0

1

A
m

pl
itu

de

f3 = 79.38 Hz

Standard deviation

Figure 4: Uncertainty quantification for natural frequencies and mode shapes

a duration of T = 110 min is recorded to be able to estimate the Fisher information, the reference values
for the residuals in Section 3.1. (the natural frequencies, the mode shapes, and the nullspace), and the
safety thresholds.

The Fisher information F can be calculated based on the Jacobian matrix J and the covariance matrix
Σ, see Eq. (15). The covariance matrix is calculated based on [5, 10] and for visualization, the standard
deviations of the measured modal parameters (i.e., the square root of the covariance’s main diagonal val-
ues) are shown in Fig. 4 through error bars. For modal parameters, the Jacobian matrix computation can
be done based on the numerical model but for the subspace-based residual, data-driven components have
to be considered [6]. Once the Jacobian and the covariance matrix are estimated, the Fisher information
can be calculated and the main diagonal values Fhh can be extracted.

The last required quantity is the safety threshold value tcrit. It is different for each damage-sensitive
residual, because the χ2−distribution exhibits a different number of degrees of freedom. In this study,
the thresholds are set based on the 0.1% quantile value of the healthy state distribution, meaning one out
of 1,000 test statistics is beyond the safety threshold in the undamaged state. The corresponding safety
thresholds are 22 for the subspace-based residual, 16 for the frequency-based residual, 16 for the mode
shape-based residual, and 22 for the combined frequency and mode shape-based residual.

With the Fisher information and the safety threshold at hand, the POD curves can be predicted for all
damage-sensitive residuals from Eq. (8)-(11) with the results being displayed in Fig. 5. The POD curves
are drawn for each monitoring parameter, i.e., for parameter 8 and 9 from Eq. (18). The first observation
is that changes in parameter 8 lead to a much higher POD than in parameter 9, meaning the damage
detectability close to the support is small. According to the POD curves for parameter 8, the frequency-
based residual is the most sensitive to changes in the eighth mass parameter, as a parameter change of
∆θ8 = 5% already leads to a POD close to 87%. The mode shape-based residual, on the other hand,



is the least sensitive and a parameter change of 5% leads to a POD of close to 0%, and the subspace-
based residual leads to a POD of about 20%. It should be noted that the POD curves are created for
particular damage scenarios, captured through the parameter vector in Eq. (18). It appears that the mode
shapes do not change for mass changes in beam segment eight and nine, but for other scenarios, they
may significantly contribute to the damage detectability and should therefore be considered.
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Figure 5: Predicted POD curves based on data from the undamaged state for extra masses on beam segment 8
(left) and beam segment 9 (right) for different residual formulations from Section 3.1

4.3. Empirical Validation

In this section, data from the damaged structure is analyzed for the first time to validate the predictions
that were made based on data from the undamaged state. The main idea is to apply a 5% mass increase
to the eighth beam segment, simply by placing two washers on top of the beam between sensors seven
and eight (see Fig. 3, right side), and to verify whether the empirically evaluated POD is close to the
predicted ones from Fig. 5. To evaluate the POD empirically, the test statistic is applied to 100 data
sets from the damaged structure, with a measurement duration of 10 s for each segment, and the relative
number of tests beyond the safety threshold is counted.

For the frequency-based residual, the empirically evaluated POD is 81.1%, Fig. 6, which is very close
to the analytical value of 87%. Likewise, the mode shape-based residual leads to a POD of 0% and the
subspace-based residual exhibits a POD of 19.4%, as predicted in Fig. 5. This concludes the validation
study, as the analytical POD curves predict the empirical POD for all residuals with sufficient accuracy.

4.4. Discussion

Safety threshold. A peculiar observation appears to be that, in some cases, the mixed frequency and mode
shape-based residual leads to a lower POD than the frequency-based residual although more information
is available from the structure, see Fig. 5. The reason for this is that the frequency-based residual exhibits
a narrower distribution in the undamaged state and a lower safety threshold value of 16 instead of 22.
Therefore, an equivalent mean test response leads to a higher POD.

Sensor layout. The study in the previous section concluded that the frequency-based residual is more
sensitive to damage than the subspace-based residual. It is important to understand that this result is
only valid for the considered sensor layout, because both the sensitivity and the covariance of extracted
features depend on the sensor location. To emphasize this, Fig. 7 shows how the POD curves change if
the number of channels is increased from 4 to 8. Consequently, the number of mode shape coordinates
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Figure 6: Damaged state: Comparing the empirical POD for different residual formulations from Section 3.1

increases and the POD for the mode shaped-based residual increases for large parameter changes. At
the same time, the POD of the subspace-based residual increases from 20% (Fig. 5 left) to almost 100%
(Fig. 7 left), making it more sensitive to damage than the frequency-based residual. In other words, the
POD curves are powerful means for sensor placement optimization. A systematic approach to optimize
the sensor layout can be found in [13].

Measurement noise. One of the advantages of the developed approach is that the uncertainties in the
feature due to measurement noise is explicitly considered in the covariance matrix, without having to
measure the signal-to-noise ratio. To demonstrate this, vibration data is numerically generated and dif-
ferent noise levels are added to the vibrations. Fig. 7 shows the POD curves for two cases, the mode
shape-based residual with a measurement noise level that corresponds to 5% and 10% of the output sig-
nal’s variance. For the damage scenario ∆θ8 = 5%, the POD increases from about 0% to 12% due to
decreased noise level. For other residual formulations considered in this paper, the POD changed as well
but the mode shape-based residual appears to be particularly sensitive to measurement noise.

Spatial information. Since POD curves can be evaluated for different structural parameters, they carry
spatial information. However, they should not be considered probability of localization (POL) curves,
because the statistical test from Eq. (12) is not capable of localizing damage. More advanced statistical
tests can identify the parameter that has changed and an approach to determine POL curves can be found
in the referenced literature [14].

5. CONCLUSIONS

The main contribution of this paper is an approach to construct probability of detection curves, based on
statistical tests and a finite element model. Advantages over other approaches are that no data from the
damage state is required and the probability of detection can be analyzed based on data from undamaged
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Figure 7: POD curve based on measurement data for an increased number of measurement channels (left), and
based on simulated data with varying levels of measurement noise (right).

structures. Moreover, the POD curves can be drawn for different structural parameters, so they include
spatial information.

Secondly, it was shown that the developed method for POD curves is a powerful means for feature
selection, as features with the highest damage detectability can be chosen before damage occurs. In
this paper, the approach is applied to natural frequencies, mode shapes, combined frequency and mode
shapes formulations, and the subspace-based residual, but many more features could be incorporated in
the framework.

A laboratory case study demonstrates that the POD curves are accurate, even for real data and noisy
measurement environments. The main findings are that the POD depends on the structural parameter
that is monitored, the sensor layout, and the measurement noise levels. The effect of measurement noise
appears to be particularly pronounced for mode shape testing, highlighting the importance of uncertainty
quantification in structural health monitoring in general.

An interesting future research topic is the extension to additional features as well as a thorough investi-
gation of measurement noise properties. If measurement noise is modelled accurately, POD curves could
be constructed based on numerically generated data and findings can be transferred to real structures.
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