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Abstract. The class of Basic Feasible Functionals BFF is the second-
order counterpart of the class of first-order functions computable in poly-
nomial time. We present several implicit characterizations of BFF based
on a typed programming language of terms. These terms may perform
calls to imperative procedures, which are not recursive. The type disci-
pline has two layers: the terms follow a standard simply-typed discipline
and the procedures follow a standard tier-based type discipline. BFF con-
sists exactly of the second-order functionals that are computed by typable
and terminating programs. The completeness of this characterization sur-
prisingly still holds in the absence of lambda-abstraction. Moreover, the
termination requirement can be specified as a completeness-preserving
instance, which can be decided in time quadratic in the size of the pro-
gram. As typing is decidable in polynomial time, we obtain the first
tractable (i.e., decidable in polynomial time), sound, complete, and im-
plicit characterization of BFF, thus solving a problem opened for more
than 20 years.

Keywords: Basic feasible functionals · Type 2 · Second-order · Polyno-
mial time · Tiering · Safe recursion

1 Introduction

Motivations. The class of second-order functions computable in polynomial
time was introduced and studied by Mehlhorn [27], building on an earlier pro-
posal by Constable [10]. Kapron and Cook characterized this class using oracle
Turing machines, giving it the name Basic Feasible Functionals (BFF):

Definition 1 ([19]). A functional F is in BFF, if there are an oracle Turing
machine M and a second-order polynomial3 P such that M computes F in time
bounded by P (|f |, |x|), for any oracle f and any input x.4

Since then, BFF was consensually considered as the natural extension to second-
order of the well-known class of (first-order) polynomial time computable func-
tions, FP. Notions of second-order polynomial time, while of intrinsic interest,

3 Second-order polynomials are a type-2 analogue of ordinary polynomials.
4 The size of an oracle f is a first-order function defined by |f |(n) = max|y|≤n |f(y)|.
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have also been applied in a range of areas, including structural complexity the-
ory [27], resource-bounded topology [29], complexity of total search problems [5],
feasible real analysis [21], and verification [14].

Starting with Cobham’s seminal work [9], there have been several attempts to
provide machine-independent characterizations of complexity classes such as (P
and) FP, that is, characterizations based on programming languages rather than
on machines. Beyond the purely theoretical aspects, the practical interest of such
characterizations is to be able to automatically guarantee that a program can
be executed efficiently and in a secure environment. For these characterizations
to hold, some restrictions are placed on a given programming language. They
ensure that a program can be simulated by a Turing machine in polynomial time
and, therefore, corresponds to a function in FP. This property is called soundness.
Conversely, we would like any function in FP to be computable by a program
satisfying the restrictions. This property is called (extensional) completeness. For
automation to be possible, it is necessary that the characterizations studied be
tractable; that is, decidable in polynomial time. Moreover, they should preferably
not require a prior knowledge of the program complexity. One speaks then of
implicit characterization insofar as the programmer does not have to know an
explicit bound on the complexity of the analyzed programs.

In the first-order setting, different restrictions and techniques have been de-
veloped to characterize the complexity class FP. One can think, among others, of
the safe recursion and ramified recursion techniques for function algebras [6,24],
of interpretation methods for term rewrite systems [8], or of light and soft linear
logics typing-discipline for lambda-calculi [15,4,3].

In the second-order setting, a machine-independent characterization of BFF
was provided in [16]. This characterization uses the tier-based (i.e., safe/ramified
recursion-based) type discipline introduced in [26] on imperative programs for
characterizing FP and can be restated as follows:

BFF = λ(JSTK)2,

JSTK denotes the set of functions computed by typable and terminating pro-
grams; λ denotes the lambda closure, that is, for a given set of functionals X,
λ(X) is the set of functionals denoted by simply-typed lambda-terms using con-
stants inX;X2 is the restriction ofX to second-order functionals. Type inference
for JSTK is fully automatic and can be performed in time cubic in the size of the
analyzed program. However the above characterization has two main weaknesses:

– It is not complete: As JSTK ⊊ BFF, the typed language alone is not complete
for BFF and a lambda closure (i.e., λ(X)) of functionals computed by typable
and terminating programs is required to ensure completeness.

– It is not tractable: the set JSTK relies on a termination assumption and it
is unclear whether the characterization sill holds for a decidable or, for that
matter, tractable termination technique.

Thus, providing a tractable, implicit, sound, and complete programming lan-
guage for characterizing second-order polynomial time is still an open problem.
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Contributions. Our paper provides the first solution to this problem, open
for more than 20 years. To this end, we introduce a higher-order programming
language and design a suitable typing discipline that address the two weaknesses
described above. The lambda closure requirement for completeness is removed
by designing a suitable programming language that consists of a layer of simply-
typed terms that can perform calls to a layer of imperative and non-recursive
procedures following a tier-based type discipline. This language allows for some
restricted forms of procedure composition that are handled by the simply-typed
terms and also allows for some restricted forms of oracle composition that are
managed through the use of closures, syntactic elements playing the role of first-
order abstractions with free variables. The termination criterion is specified as
a completeness-preserving instance, called SCPS, of a variant of Size Change
Termination [23] introduced in [7] that can be checked in time quadratic in the
size of the analyzed program. The main contributions of this paper are:

– A programming language in which typable (SAFE) and terminating (SN)
programs capture exactly BFF (Theorem 2).

– A restriction to lambda-free programs, called rank-0 programs, such that
typable (SAFE0) and terminating (SN) programs still capture exactly BFF

(Theorem 3); hence showing that lambda-abstraction only provides a syn-
tactic relaxation, and corresponds to a conservative extension in terms of
computable functions.

– A proof that type inference for SAFE is P-complete, and a type inference
procedure running in time cubic in the program size for SAFE0 (Theorem 4).

– A simple termination criterion, called SCPS, preserving soundness and com-
pleteness of the characterizations both for SAFE and for SAFE0 (Theorem 5)
that can be checked in quadratic time.

– A complete characterization of BFF in terms of typable (SAFE) and termi-
nating (SCPS) programs (Theorem 6) that captures strictly more programs
(Example 1) than [16], and is decidable in P-time.

The contributions of the paper are a non-trivial extension of existing works:

– The critical Programming Language design decisions rely mostly on the no-
tion of continuation, that fixes a given oracle (closure) for once in the im-
perative layer. If the oracle were allowed to be updated inside a while loop,
depending on some local value, then the language would yield a class beyond
BFF, by computing exponential functions.

– It is a surprising result that the characterization of BFF still holds in the ab-
sence of lambda-abstraction as a basic construct of the proposed program-
ming language, in particular that completeness does not rely on lambda-
abstractions. This is an important improvement over [16] and [20], both of
which required external lambda-closure.

– The type system is designed so that each procedure is typed exactly once.
Types are not unique, but this does not prevent type inference from being
polytime, as exhibiting one type is sufficient. The tractability of type in-
ference is obtained by combining the tractabilities of type inference in the
tier-based layer and in the simply-typed layer [25].
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– The particular choice of the termination criterion SCPS was made to show
that termination can be specified as a tractable/feasible criterion while pre-
serving completeness. This is also a new result. SCPS may include nested
loops (as described in [7]) and can be replaced by any termination crite-
rion capturing the programs of our completeness proof. SCPS was chosen
for its tractability, but not only: the SCP criterion of [7] ensures termina-
tion by using an error state which breaks the control flow. This control-flow
break damages the non-interference property needed for tier-based typing to
guarantee time complexity bounds.

Leading example. The program ce of Example 1 will be our leading example,
as it computes a function known to be in BFF−JSTK (i.e., it computes a function
in BFF and not in JSTK, see [20]). This program will be shown to be in SAFE0

and, consequently, in SAFE and to terminate with SCPS.

Example 1 (Program ce). Let W be the set of words. Let the operator ε of arity
0 represent the empty word constant, let the operator != test whether or not
its arguments are distinct, and let the operator pred remove the first letter of a
word. The binary operator ↾ truncates and pads the size of its first operand to the
size of its second operand plus 1. When the boxed variables X and y are fed with
the inputs f ∈W→W and w ∈W, respectively, program ce calls procedure KS
in the term t. Program ce computes |w| (i.e., the size of the word w) bounded
iterations of f ◦ f through the iteration of the assignment z := X2(z ↾ w) in
procedure KS. The bound on the output size of each iteration is computed by
the first assignment w := X1(ε ↾ ε) of KS and is equal to f(1) (that is, f(Jε ↾ εK),
with Jε ↾ εK=1; JeK being the result of evaluating the expression e).

box [X,y] in

declare

KS(X1, X2, v) {

var w,z;

w := X1(ε ↾ ε);

z := ε;
while (v != ε) {

v := pred(v);
z := X2(z ↾ w)

}

return z

}

in call KS({x → X @ x}, {x → X @ (X @ x)}, y)

ce
Procedure p

Term t

Statement st’

Statement st

Related work. Several tools providing machine-independent characterizations
of distinct complexity classes have been developed in the field of Implicit Com-
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putational Complexity (ICC). Most of these tools are restricted to the study of
first-order complexity classes. Whereas light logic approaches can deal with pro-
grams at higher types, their applications are restricted to first-order complexity
classes such as FP [15,4,3]. Interpretation methods were extended to higher-order
polynomials in [2] to study FP and adapted in [13] and [17] to characterize BFF.
However, these characterizations are not decidable as they require checking of
second-order polynomial inequalities. [12] and [18] study characterizations of BFF
in terms of a simple imperative programming language that enforces an explicit
external bound on the size of oracle outputs within loops. The corresponding
restriction is not implicit by nature and is impractical from a programming per-
spective as the size of oracle outputs cannot be predicted. In this paper, the
bound is programmer friendly because it is implicit and it only constrains the
size of the oracle input.

2 A second-order language with imperative procedures

The syntax and semantics of the programming language designed to capture the
complexity class BFF are introduced in this section. Programs of this language
consist in second-order terms in which imperative procedures are declared and
called. These procedures have no global variables, are not recursive, and their
parameters can be of order 1 (oracles) or 0 (local variables). Oracles are in read-
only mode: they cannot be declared and, hence, modified inside a procedure.
Oracles can only be composed at the term level through the use of closures,
first-order abstractions that can be passed as parameters in a procedure call.

Syntax. When we refer to a type-i syntactic element e (a variable, an expression,
a statement, ...), for i ∈ N, we implicitly assume that the element e denotes some
function of order i over words as basic type. We will sometimes write ei in order
to make the order explicit. For example, e0 denotes a word. This notion will be
formally defined in Section 3. Let e denote a (possibly empty) tuple of n elements
e1, . . . , en, where n is given by the context. Let |e| denote the length of tuple e,
i.e., |e| ≜ n. Let πi, i ≤ |e|, denote the projectors on tuples, i.e., πi(e) ≜ ei.

Let V be a set of variables that can be split into three disjoint sets V =
V0 ⊎V1 ⊎V≥2. The type-0 variables in V0 will be denoted by lower case letters
x, y, . . . and the type-1 variables in V1 will be denoted by upper case letters
X, Y, . . . Variables in V of arbitrary type will be denoted by letters a, b, a1, a2, . . ..

Let O be a set of (type-1) operators op of fixed arity ar(op) that will be used
both in infix and prefix notations for notational convenience and that are always
fully applied, i.e., applied to a number ar(op) of operands.

The programs are defined by the grammar of Figure 1. A program is either a
term t0, a procedure declaration declare p in prog, or the declaration of a boxed
variable a, called box, followed by a program: box [a] in prog. Boxed variables
will represent the program inputs.

In Figure 1, there are three constructor/destructor pairs for abstraction and
application; each of them playing a distinct rôle:
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– λa.t and t1@t2 are the standard abstraction and application on terms.

– The application of a type-1 variable X within a statement is called an oracle
call, written X(e1 ↾ e2), where e1 is called the input data, e2 is called the
input bound, and e1 ↾ e2 is called the input. The corresponding abstraction
is called a closure, a type-1 map of the shape {x → t0}, where the type-0
term t may contain free variables.

– A procedure declaration P(X, x){[var y; ] st return x} is an abstraction
that computes type-2 functions mapping type-1 and type-0 inputs (X and
x, respectively) to a type-0 output (x). The procedure calls of the shape
call P(c, t0) are the corresponding applications and take closures as type-1
inputs and terms as type-0 inputs.

Type-0 var. x, y, u, v, w . . . ∈ V0

Type-1 var. X, Y, X1, X2, . . . ∈ V1

Variables a, b, a1, a2, . . . ∈ V = V0 ⊎ V1 ⊎ V≥2

Operators op, ↾ ∈ O
Expressions e, e1, e2, . . . ::= x | op(e) | X(e1 ↾ e2)
Statements st, st1, . . . ::= skip | x := e | st1; st2 | if(e){st1} else {st2}

| while(e){st}
Procedures p, p1, p2, . . . ::= P(X, x){[var y; ] st return x}
Terms t, t1, t2, . . . ::= a | λa.t | t1@t2 | call P(c, t0)
Closures c, c1, c2, . . . ::= {x→ t0}
Programs prog ::= t0 | declare p in prog | box [a] in prog

Fig. 1: Syntax of type-2 programs

For some syntactic element e of the language, let V(e) ⊆ V be the set of
all variables occurring in e. A variable is free if it is not under the scope of an
abstraction and it is not boxed. A program is closed if it has no free variable.

For a given procedure declaration p = P(X, x){[var y; ] st return x}, define
the procedure name of p by n(p) ≜ P. Define also body(P) ≜ st, local(P) ≜ {y},
and param(P) ≜ {X, x}. body(P) is called the body of procedure P. The variables
in local(P) are called local variables and the variables in param(P) are called
parameters. Finally, define Proc(t) (and Proc(prog)) to be the set of procedure
names that are called within the term t (respectively program prog).

Throughout the paper, we will restrict our study to closed programs in nor-
mal form. These consist of programs with no free variable that can be written
as follows box [X, x] in declare p in t, for some term t such that the follow-
ing well-formedness conditions hold: (i) There are no name clashes. (ii) There
are no free variables in a given procedure. (iii) Any procedure call has a corre-
sponding procedure declaration. A closed program in normal form of the shape
box [X, x] in declare p in t0, for some type-0 term t, will compute a type-2
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functional. The typing discipline presented in Section 3 will restrict the analysis
to such programs.

Operational semantics. LetW = Σ∗ be the set of words over a finite alphabet
Σ such that {0, 1} ⊆ Σ. The symbol ϵ denotes the empty word. The length
of a word w is denoted |w |. Given two words w and v in W let v .w denote
the concatenation of v and w . For a given symbol a ∈ Σ, let an be defined
inductively by a0 = ϵ and an+1 = a.an. Let ⊴ be the sub-word relation over W,
which is defined by v ⊴ w , if ∃u, u ′ ∈W, w = u.v .u ′.

For a given word w ∈ W and an integer n, let w↾n be the word obtained by
truncating w to its first min(n, |w|) symbols and then padding with a word of
the form 10k to obtain a word of size exactly n + 1. For example, 1001↾0 = 1,
1001↾1 = 11, 1001↾2 = 101, and 1001↾6 = 1001100. Define ∀v ,w ∈W, J↾K(v, w) =
v↾|w|. Padding ensures that |J↾K(v, w)| = |w |+1. The syntax of programs enforces
that oracle calls are always performed on input data padded by the input bound
and, consequently, oracle calls are always performed on input data whose size
does not exceed the size of the input bound plus one.

A total function JopK : War(op) → W is associated with each operator op of
arity ar(op). Constants may be viewed as operators of arity zero. We define two
classes of operators called neutral and positive depending on the total function
they compute. This categorization of operators will be used by our type system
as the admissible types for operators will depend on their category.

An operator op, computing the total function JopK : War(op) →W, is:

– neutral if:
1. either JopK is constant, i.e., ar(op) = 0;
2. JopK : War(op) → {0, 1} is a predicate;
3. or ∀w ∈War(op), ∃i ≤ ar(op), JopK(w)⊴ wi;

– positive if ∃cop ∈ N s.t.: ∀w ∈War(op), |JopK(w)| ≤ max1≤i≤ar(op) |wi|+ cop.

As neutral operators are always positive, in the sequel, we reserve the name
positive for those operators that are positive but not neutral.

In what follows, let f, g, . . . denote total functions in W → W. A store µ
consists of the disjoint union of a map µ0 from V0 to W and a map µ1 from
V1 to total functions in W → W. For i ∈ {0, 1}, µi is called a type-i store. Let
dom(µ) be the domain of the store µ. Let µ[x← w ] denote the store µ′ satisfying
µ′(b) = µ(b), for all b ̸= x, and µ′(x) = w . This notation is extended naturally
to type-1 variables µ[X ← f ] and to sequences of variables µ[x ← w , X ← f ].
Finally, let µ∅ denote the empty store.

Let ↓ denote the standard big-step call-by-name reduction relation on terms
defined by: if t1 ↓ λa.t and t{t2/a} ↓ v then t1@t2 ↓ v, where {t2/a} is the stan-
dard substitution and where v can be a type-0 variable x, a lambda-abstraction
λa.t, a type-1 variable application X@t, or a procedure call call P(c, t0).

A continuation is a map ϕ from V1 to Closures, i.e., ϕ(X) = {x → t0} for
some type-1 variable X, some type-0 variable x, and some type-0 term t0. Let
X 7→ c with |X| = |c|, be a notation for the continuation mapping each Xi ∈ V1

to the closure ci.
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Given a set of procedures σ, a store µ, and a continuation ϕ, we define three
distinct kinds of judgments: (σ, µ, ϕ, e)→exp w for expressions, (σ, µ, ϕ, st)→st

µ′ for statements, and (σ, µ, prog) →env w for programs. The big-step opera-
tional semantics of the language is described in Figure 2.

A program prog = box [X, x] in declare p in t0 computes the second-order

partial functional JprogK ∈ (W→W)|X| →W|x| →W, defined by:

JprogK(f,w) = w iff (∅, µ∅[x← w , X← f ], prog)→env w .

In the special case where JprogK is a total function, the program prog is
said to be terminating (strongly normalizing). We will denote by SN the set of
terminating programs. For a given set of programs S, let JSK denote the set of
functions computed by programs in S. Formally, JSK = {JprogK | prog ∈ S}.

Example 2. Consider the program ce provided in Example 1, where:

JεK() = ϵ ∈W, J!=K(w , v) =

{
1 if v = w

0 otherwise,
JpredK(v) =

{
ϵ if v = ϵ

u if v = a.u

Program ce is in normal form and computes the second-order functional
F : (W → W) → W → W defined by: ∀f ∈ W → W,∀w ∈ W, F (f)(w) =
F|w |(f), where Fn is defined recursively as F0(f) = ϵ and Fn+1(f) = (f ◦
f)(J↾K(Fn(f), f(1)) = (f ◦ f)(Fn(f)↾|f(1)|). That is a function that composes
the input function 2|w | times f while restricting its input to a fixed size |f(1)|
every other iteration. Indeed, JεK() = ϵ and J↾K(ϵ, ϵ) = ϵ↾|ϵ| = 1. Consequently,
the oracle bound w in the oracle call X2(z ↾ w) is bound to value f(1) in the store
by the statement w := X1(ε ↾ ε).

Observe that the operators ε, != and pred are all neutral. An example of
positive operator can be given by the successor operators defined by JsuciK(v) =
i.v , for i ∈ {0, 1}. These operators are positive since |JsuciK(v)| = |i.v | = |v |+1.

3 Type system

Tiers and typing environments. Let W be the type of words in W. Simple
types over W are defined inductively by T, T′, . . . ::= W | T→ T. Let TW be the set
of simple types over W. The order of a simple type in TW is defined inductively by:
ord(T) = 0, if T = W, and ord(T) = max(1 + ord(T1), ord(T2)), if T = T1 → T2.

Tiers are elements of the totally ordered set (N,⪯,0,∨,∧), where N =
{0,1,2, . . .} is the set of natural numbers, ⪯ is the standard ordering on integers,
and ∨ and ∧ are the max and min operators over integers. Let ≺ be defined by
≺ := ⪯ ∩ ≠. We use the symbols k,k′, . . . ,k1,k2, . . . to denote tier variables.
For a finite set of tiers, {k1, . . . ,kn}, let ∨ni=1ki (∧ni=1ki, respectively) denote
k1 ∨ . . . ∨ kn (k1 ∧ . . . ∧ kn, respectively). A first-order tier is of the shape
k1 → . . .→ kn → k′, with ki,k

′ ∈ N.
A simple typing environment ΓW is a finite partial map from V to TW, which

assigns simple types to variables.
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(Var)
(σ, µ, ϕ, x)→exp µ(x)

(σ, µ, ϕ, e)→exp w
(Op)

(σ, µ, ϕ, op(e))→exp JopK(w)

(σ, µ, ϕ, e1)→exp v (σ, µ, ϕ, e2)→exp u ϕ(X) = {x→ t0} (σ, µ[x← J↾K(v , u)], t0)→env w
(Orc)

(σ, µ, ϕ, X(e1 ↾ e2))→exp w

(a) Expressions

(Skip)
(σ, µ, ϕ, skip)→st µ

(σ, µ, ϕ, st1)→st µ
′ (σ, µ′, ϕ, st2)→st µ

′′

(Seq)
(σ, µ, ϕ, st1; st2)→st µ

′′

(σ, µ, ϕ, e)→exp w
(Asg)

(σ, µ, ϕ, x := e)→st µ[x← w ]

(σ, µ, ϕ, e)→exp w (σ, µ, ϕ, stw )→st µ
′ w ∈ {0, 1}

(Cond)
(σ, µ, ϕ, if(e){st1} else {st0})→st µ

′

(σ, µ, ϕ, e)→exp 0
(Wh0)

(σ, µ, ϕ, while(e){st})→st µ

(σ, µ, ϕ, e)→exp 1 (σ, µ, ϕ, st; while(e){st})→st µ
′

(Wh1)
(σ, µ, ϕ, while(e){st})→st µ

′

(b) Statements

t0 ↓ x
(TVar)

(σ, µ, t0)→env µ(x)

t0 ↓ X@t01 (σ, µ, t01)→env w
(OA)

(σ, µ, t0)→env µ(X)(w)

t0 ↓ call P(c, t0) (σ, µ, t0)→env w (σ, µ[x← w , y← ϵ], X 7→ c, st)→st µ
′

(Call)
(σ ∪ {P(X, x){var y; st return z}}, µ, t0)→env µ

′(z)

(c) Type-0 terms

(σ ∪ {p}, µ, prog)→env w
(Dec)

(σ, µ, declare p in prog)→env w

(σ, µ, prog)→env w a ∈ dom(µ)
(Box)

(σ, µ, box [a] in prog)→env w

(d) Programs

Fig. 2: Big step operational semantics
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A variable typing environment Γ is a finite partial map from V0 to N, which
assigns single tiers to type-0 variables.

An operator typing environment ∆ is a mapping that associates to some
operator op and some tier k ∈ N a set of admissible first-order tiers ∆(op)(k)
of the shape k1 → . . .→ kar(op) → k′.

A procedure typing environment Ω is a mapping that associates to each pro-
cedure name P a pair ⟨Γ,k⟩ consisting of a variable typing environment Γ and
a triplet of tiers k. Let Ωi ≜ πi(Ω), i ∈ {1, 2}.

Let dom(Γ ), dom(ΓW), dom(∆), and dom(Ω) denote the sets of variables
typed by Γ and ΓW, the set of operators typed by ∆, and the set of procedures
typed by Ω, respectively.

For a procedure typing environment Ω, it will be assumed that for every
P ∈ dom(Ω), param(P) ∪ local(P) ⊆ dom(Ω1(P)).

While operator and procedure typing environments are global, i.e., defined
for the whole program, variable typing environments are local, i.e., relative to
the procedure under analysis. In a program typing judgment, the simple typing
environment can be viewed as the typing environment for the main program.

Typing judgments and type system. The typing discipline includes two
distinct kinds of typing judgments: Procedure typing judgments Γ,∆ ⊢ o :
(k,kin,kout) and Term typing judgments ΓW, Ω,∆ ⊢ prog : T, with k,kin,kout ∈
N, o ∈ Expressions ∪ Statements, and T ∈ TW.

The meaning of the procedure typing judgment is that the expression tier
(or statement tier) is k, the innermost tier is kin, and the outermost tier is
kout. The innermost (resp. outermost) tier is the tier of the innermost (resp.
outermost) while loop guard where the expression or statement is located. The
meaning of term typing judgments is that the program prog is of simple type T
under the operator typing environment ∆, the procedure typing environment Ω
and the simple typing environment ΓW.

A program prog (or term t) is of type-i, if ΓW, Ω,∆ ⊢ prog : T (ΓW, Ω,∆ ⊢
t : T) can be derived for some typing environments and type T s.t. ord(T) = i.

The type system for the considered programming language is provided in Fig-
ure 3. A well-typed program is a program that can be given the type (W→ W)→
W → W, i.e., the judgment ΓW, Ω,∆ ⊢ prog : (W→ W) → W → W can be derived
for the environments ΓW, Ω,∆. Consequently, a well-typed program is a type-i
program, for some i ≤ 2, computing a functional.

For a given typing judgment j, a typing derivation π3 j is a tree whose root
is the (procedure or term) typing judgment j and whose children are obtained
by applications of the typing rules of Figure 3. The name π will be used alone
whenever mentioning the root of a typing derivation is not explicitly needed. A
typing sub-derivation of a typing derivation π is a subtree of π.

Intuitions. We now give some brief intuition to the reader on the type discipline
in the particular case where exactly two tiers, 0 and 1, are involved. The type
system splits program variables, expressions, and statements between the two
disjoint tiers:
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Γ (x) = k
(E-VAR)

Γ,∆ ⊢ x : (k,kin,kout)

k1 → · · · → k|e| → k ∈ ∆(op)(kin) ∀i ≤ |e|, Γ,∆ ⊢ ei : (ki,kin,kout)
(E-OP)

Γ,∆ ⊢ op(e) : (k,kin,kout)

Γ,∆ ⊢ e1 : (k,kin,kout) Γ,∆ ⊢ e2 : (kout,kin,kout) k ≺ kin ∧ k ⪯ kout
(E-OR)

Γ,∆ ⊢ X(e1 ↾ e2) : (k,kin,kout)

(S-SK)
Γ,∆ ⊢ skip : (0,kin,kout)

Γ,∆ ⊢ st : (k,kin,kout)
(S-SUB)

Γ,∆ ⊢ st : (k+1,kin,kout)

Γ,∆ ⊢ st1 : (k,kin,kout) Γ,∆ ⊢ st2 : (k,kin,kout)
(S-SEQ)

Γ,∆ ⊢ st1; st2 : (k,kin,kout)

Γ,∆ ⊢ x : (k1,kin,kout) Γ,∆ ⊢ e : (k2,kin,kout) k1 ⪯ k2
(S-ASG)

Γ,∆ ⊢ x := e : (k1,kin,kout)

Γ,∆ ⊢ e : (k,kin,kout) Γ,∆ ⊢ st1 : (k,kin,kout) Γ,∆ ⊢ st0 : (k,kin,kout)
(S-CND)

Γ,∆ ⊢ if(e){st1} else {st0} : (k,kin,kout)

Γ,∆ ⊢ e : (k,kin,k) Γ,∆ ⊢ st : (k,k,k) 1 ⪯ k
(S-WINIT)

Γ,∆ ⊢ while(e){st} : (k,kin,0)

Γ,∆ ⊢ e : (k,kin,kout) Γ,∆ ⊢ st : (k,k,kout) 1 ⪯ k ⪯ kout
(S-WH)

Γ,∆ ⊢ while(e){st} : (k,kin,kout)

(a) Tier-based typing rules for expressions and statements

ΓW, Ω,∆ ⊢ X : W→ W ΓW, Ω,∆ ⊢ x, y, x : W
(PR-DEC)

ΓW, Ω,∆ ⊢ P(X, x){[var y; ] st return x} : (W→ W)→ W→ W

ΓW, Ω,∆ ⊢ P(X, x){. . .} : (W→ W)→ W→ W ΓW, Ω,∆ ⊢ c : W→ W ΓW, Ω,∆ ⊢ t : W
(P-CALL)

ΓW, Ω,∆ ⊢ call P(c, t) : W

ΓW(a) = T
(P-VAR)

ΓW, Ω,∆ ⊢ a : T

ΓW ⊎ {a : T}, Ω,∆ ⊢ t : T′

(P-ABS)
ΓW, Ω,∆ ⊢ λa.t : T→ T′

ΓW, Ω,∆ ⊢ t1 : T→ T′ ΓW, Ω,∆ ⊢ t2 : T
(P-APP)

ΓW, Ω,∆ ⊢ t1@t2 : T′

ΓW, Ω,∆ ⊢ prog : T Γ,∆ ⊢ body(n(p)) : (k,kin,kout) Ω(n(p)) = ⟨Γ, (k,kin,kout)⟩
(P-DEC)

ΓW, Ω,∆ ⊢ declare p in prog : T

ΓW ⊎ {x : W}, Ω,∆ ⊢ t : W
(P-CLOS)

ΓW, Ω,∆ ⊢ {x→ t} : W→ W

ΓW ⊎ {a : T}, Ω,∆ ⊢ prog : T′

(P-BOX)
ΓW, Ω,∆ ⊢ box [a] in prog : T→ T′

(b) Simple typing rules for procedures, terms, closures and programs

Fig. 3: Tier-based type system
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– 0 corresponds to a program component whose execution may result in a
memory increase (in size) and that cannot control the program flow.

– 1 corresponds to a program component whose execution cannot result in a
memory increase and that may control the program flow.

The type system of Figure 3 is composed of two sub-systems. The typing rules
provided in Figure 3b enforce that terms follow a standard simply-typed disci-
pline. The typing rules of Figure 3a will implement a standard non-interference
type discipline à la Volpano et al. [30] on the expression (and statement) tier,
preventing data flows from tier 0 to tier 1. The transition between the two sub-
type-systems is performed in the rule (P-DEC) of Figure 3b that checks that
the procedure body follows the tier-based type discipline once and for all in a
procedure declaration.

In Figure 3a, as tier 1 data cannot grow (but can decrease) and are the only
data driving the program flow, the number of distinct memory configurations on
such data for a terminating procedure is polynomial in the size of the program
input (i.e., number of symbols). Hence a typable and terminating procedure has
a polynomial step count (in the sense of [11]), i.e., on any input, the execution
time of a procedure is bounded by a first-order polynomial in the size of their
input and the maximal size of any answer returned by an oracle call.

The innermost tier is used to implement a declassification mechanism on
operators improving the type-system’s expressive power: an operator may be
typed differently depending on its calling context (the statement where it is
applied). This is the reason why more than 2 tiers can be used in general.

The outermost tier is used to ensure that oracles are only called on inputs of
bounded size. This latter restriction on oracle calls enforces a semantic restric-
tion, called finite lookahead revision, introduced in [22,20] and requiring that,
during each computation, the number of calls performed by the oracle on an
input of increasing size is bounded by a constant.

Let MPT be the class of second-order functionals computable by an oracle
Turing machine with a polynomial step count and a finite lookahead revision.
[20] shows that BFF = λ(MPT)2. The type system of Figure 3 ensures that each
terminating procedure of a well-typed program computes a function in MPT.

Safe programs. In this section, we restrict the set of admissible operators to
prevent programs admitting exponential growth from being typable. A program
satisfying such a restriction will be called safe.

An operator typing environment ∆ is safe if for each op ∈ dom(∆) such
that ar(op) > 0, op is neutral or positive, JopK is a polynomial time computable
function, and for each k ∈ N, and for each k1 → . . .kar(op) → k′ ∈ ∆(op)(k),
the two conditions below hold:

1. k′ ⪯ ∧ar(op)i=1 ki ⪯ ∨ar(op)i=1 ki ⪯ k,
2. if op is a positive operator then k′ ≺ k.

Example 3. Consider the operators !=, pred, and suci discussed in Example 1
and an operator typing environment ∆ that is safe and such that !=, pred, suci
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∈ dom(∆). We can set ∆(!=)(1) ≜ {1→ 1→ 1}∪{k→ k′ → 0 | k,k′ ⪯ 1}, as
!= is neutral. However 1→ 0→ 1 /∈ ∆(!=)(1) as it breaks Condition 1) above
(i.e., 1 ̸⪯ 1 ∧ 0).

We can also set ∆(pred)(2) ≜ {2→ k | k ⪯ 2}∪{1→ k | k ⪯ 1}∪{0→ 0}.
We also have ∆(suci)(1) = {1 → 0,0 → 0}. 1 → 1 /∈ ∆(suci)(1) as suci is a
positive operator and, due to Condition 2) above, the operator output tier has
to be strictly smaller than 1.

A program prog is a safe program if there exist a simple typing environment
ΓW, a procedure typing environment Ω, and a safe operator typing environment
∆, such that it is well-typed for these environments, i.e., ΓW, Ω,∆ ⊢ prog :
(W→ W)→ W→ W can be derived. Let SAFE be the set of safe programs.

Example 4. We consider the program ce of Example 1. We define the operator
typing environment ∆ by∆(!=)(2) ≜ {1 → 1 → 1}, ∆(pred)(1) ≜ {1 → 1},
and ∆(ε)(2) ≜ {0,1}. As the three operators !=, pred, and ε are neutral, the
environment ∆ is safe. We define the simple typing environment ΓW by ΓW(w) ≜
W, ∆(v) ≜ W, ∆(z) ≜ W, ΓW(X1) ≜ W → W, and ΓW(X2) ≜ W → W. We define the
variable typing environment Γ by Γ (w) ≜ 1, ∆(v) ≜ 1, ∆(z) ≜ 0. Finally, define
the procedure typing environment Ω by Ω(KS) ≜ ⟨Γ, (1,2,1)⟩. Using the rules
of Figure 3, the following typing judgement can be derived ΓW, Ω,∆ ⊢ ce :
(W→ W)→ W→ W. Hence ce ∈ SAFE.

4 Characterizations of the class of Basic Feasible
Functionals

Safe and terminating programs. In this section, we show that typable (safe)
and terminating programs capture exactly the class of basic feasible functionals.

For a given set of functionals S, let S2 be the restriction of S to second-order
functionals and let λ(S) be the set of functions computed by closed simply-typed
lambda terms using functions in S as constants. Formally, let λ(S) be the set
of functions denoted by the set of closed simply-typed lambda terms generated
inductively as follows:

– for each type τ , variables xτ , yτ , . . . are terms,
– each functional F ∈ S of type τ , F τ is a term,
– for any term tτ

′
and variable xτ , λxτ .tτ

′
is a term of type τ → τ ′,

– for any terms tτ→τ ′
and sτ , tτ→τ ′

sτ is a term of type τ ′.

Each lambda term of type τ represents a function of type τ and terms are
considered up to β and η equivalences. λ(S)2 is called the second-order simply-
typed lambda closure of S.

A procedure p ≜ P(X, x){[var y; ] st return x} is safe if there exist a simple
typing environment ΓW, a safe operator typing environment ∆, and a triplet of
tiers (k,kin,kout), such that p is well-typed for these environments, i.e ΓW, ∆ ⊢
st : (k,kin,kout) can be derived using the rules of Figure 3. P computes a
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second-order partial functional JPK ∈ (W → W)|X| → W|x| → W, defined by
JPK(f,w) = w iff ({p}, µ∅[x← w , X← f ], call P(X, x))→env w (see Figure 2). If
JPK is a total function, then the procedure terminates. Let ST be the set of safe
and terminating procedures.

The characterization of BFF in terms of safe and terminating procedures
discussed in the introduction can be stated as follows.

Theorem 1 ([16]). λ(JSTK)2 = BFF.

We are now ready to state a first characterization of BFF in terms of safe
(SAFE) and terminating (SN) programs, showing that the external simply-typed
lambda-closure of Theorem 1 can be removed.

Theorem 2. JSN ∩ SAFEK2 = BFF.

We want to highlight that the characterization of Theorem 2 is not just
“moving” the simply-typed lambda-closure inside the programming language by
adding a construct for lambda-abstraction. Indeed, the soundness of this result
crucially depends on some choices on the language design that we have enforced:
the restricted ability to compose oracles using closures, and the read-only mode
of oracles inside a procedure call, implemented through continuations.

Safe and terminating rank-r programs. More importantly, we also show
that this characterization is still valid in the absence of lambda-abstraction.

A safe program prog w.r.t. to a typing derivation π is a rank-r program,
if for any typing sub-derivation π′ 3 ΓW, Ω,∆ ⊢ λa.t : T of π, it holds that
ord(T) ≤ r. In other words, all lambda-abstractions are at most type-k terms,
for k ≤ r. In particular, a rank-(r+1) program, for r ≥ 1, has variables that are
at most type-r variables. Rank-0 and rank-1 programs may have both type-0 and
type-1 variables as these variables can still be captured by closures, procedure
declarations, or boxes.

For a given set S of well-typed programs, let Sr be the subset of rank-r
programs in S, i.e., Sr ≜ {prog ∈ S | prog is a rank-r program}. For example,
SAFEr denotes the set of safe rank-r programs. It trivially holds that SAFE =
∪r∈NSAFEr. The rank is clearly not uniquely determined for a given program. In
particular, any rank-r program is also a rank-(r+1) program. Consequently, for
any set S of well-typed programs and any i ≤ j, it trivially holds that Si ⊆ Sj .

Example 5. Program ce of Example 1 is in SAFE0. Indeed, ce ∈ SAFE, cf. Ex-
ample 4, and ce is a rank-0 program, as it does not use any lambda-abstraction.

Now we revisit the syntax and semantics of safe rank-0 programs in SAFE0.
The programs are generated by the syntax of Figure 1, where the terms are all
of type-0 and redefined by:

Terms t0, t01, t
0
2, . . . ::= x | X@t0 | call P(c, t0)

Moreover, there is no longer a need for call-by-name reduction in the big step
operational semantics. As a consequence, the rules (TVar), (OA), and (Call) of
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Figure 2c can be replaced by the following simplified rules:

(TVar0)
(σ, µ, x)→env µ(x)

(σ, µ, t01)→env w
(OA0)

(σ, µ, X@t01)→env µ(X)(w)

(σ, µ, t0)→env w (σ, µ[x← w , y← ϵ], X 7→ c, st)→st µ
′

(Call0)
(σ ∪ {P(X, x){var y; st return z}}, µ, call P(c, t0))→env µ

′(z)

We are now ready to characterize BFF in terms of safe and terminating rank-0
programs.

Theorem 3. JSN ∩ SAFE0K = BFF.

Hence the characterization of Theorem 2 is just a conservative extension
of Theorem 3: lambda-abstractions, viewed as a construct of the programming
language, allow for more expressive power in the programming discipline but do
not capture more functions. As lambda-abstraction is fully removed from the
programming language, this also shows that the simply-typed lambda closure
of Theorem 1 can be simulated through restricted oracle compositions in our
programming language (using closures and continuations). Moreover, the full
hierarchy of safe and terminating rank-r programs collapses.

Corollary 1. ∀r ∈ N, JSN ∩ SAFErK = BFF.

Tractable type inference. Let the size |prog| of the program prog be the
total number of symbols in prog. Type inference is tractable for safe programs.

Theorem 4. Given a program prog and a safe operator typing environment ∆,

– deciding whether prog ∈ SAFE holds is a P-complete problem.
– deciding whether prog ∈ SAFE0 holds can be done in time O(|prog|3).
Tractability of type inference is a nice property of the type system. Showing

prog ∈ SN is at least as hard as showing the termination of a first-order program,
hence Π0

2 -hard in the arithmetical hierarchy. Therefore, the characterizations of
Theorems 1, 2, and 3 are unlikely to be decidable, let alone tractable.

5 A completeness-preserving termination criterion

In this section, we show that the undecidable termination assumption (SN) can
be replaced with a criterion, called SCPS, adapted from the Size-Change Termi-
nation (SCT) techniques of [23], that is decidable in polynomial time and that
preserves the completeness of the characterizations. We first show that studying
safe program termination can be reduced to the study of procedure termination.

Lemma 1. For a given prog ∈ SAFE, if there exists P ∈ Proc(prog) that
terminates, then prog is terminating.

Hence, ensuring the termination of any procedure of a given safe program is
a sufficient condition for the program to terminate. The converse trivially does
not hold as, for example, a procedure with an infinite loop may be declared and
not be called within a given safe program.
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Size-Change Termination. SCT relies on the fact that if all infinite execu-
tions imply an infinite descent in a well-founded order, then no infinite execu-
tion exists. To apply this fact for proving termination, [23] defines Size-Change
Graphs (SCGs) that exhibit decreases in the parameters of function calls and
then studies the infinite paths in all possible infinite sequences of calls. If all
those infinite sequences have at least one strictly decreasing path, then the pro-
gram must terminate for all inputs. While SCT is PSpace-complete, [7] develops
a more effective technique, called SCP, that is in P. The SCP technique is strong
enough for our use case. In the literature, SCT and SCP are applied to pure func-
tional languages. As we shall enforce termination of procedures, we will follow
the approach of [1] adapting SCT to imperative programs.

First, we distinguish two kinds of operators that will enforce some (strict)
decrease. An operator op is (strictly) decreasing in i, for i ≤ ar(op), if ∀w ∈W,
w ̸= ϵ, |JopK(w)| ≤ |wi| (|JopK(w)| < |wi|, respectively) and JopK(ϵ) = ϵ. For
operators of arity greater than 2, i may not be unique but will be fixed for each
operator in what follows.

For simplicity, we will assume that assignments of the considered programs
are flattened, that is for any assignment x := e, either e = y ∈ V0, or e = op(x),
with x ∈ V0, or e = X(y ↾ z), with y, z ∈ V0 and X ∈ V1. Notice that, by using
extra type-0 variables, any program can be easily transformed into a program
with flattened assignments, while preserving semantics and safety properties.

For each assignment of a procedure P, we design a bipartite graph, called a
SCG, whose nodes are type-0 variables in (local(P)∪param(P))∩V0 and arrows
indicates decreases or stagnation from the old variable to the new. If a variable
may increase, then the new variable will not have an in-arrow.

The bipartite graph is generated for any flattened assignment x := e by:

– for each y, y ̸= x, we draw arrows from left y to right y.
– If e = y, we draw an arrow from left y to right x.
– If e = op(x), with op a:
• decreasing operator in i, we draw an arrow from xi to x.
• strictly decreasing operator in i, we draw a “down-arrow” from xi to x.

In all other cases (neutral and non-decreasing operators, positive operators, or-
acle calls), we do not draw arrows. We will name this SCG graph G(x := e).
Finally, for a set V of variables, GV will denote the SCG obtained as a subgraph
of G restricted to the variables of V .

Example 6. Here are the SCGs associated to simple assignments of a procedure
with three type-0 variables x, y, z using a strictly decreasing operator in 1 (pred),
a decreasing operator (min) in 1, a positive operator (+1), and an oracle call.

y := pred(x) y := min(x, y) x := x+ 1 x := X(y ↾ z)

x x

y y

z z

↓
x x

y y

z z

x x

y y

z z

x x

y y

z z
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The language L(st) of (potentially infinite) sequences of SCG associated
with the statement st is defined inductively as an ∞-regular expression.

L(x := e) ≜ G(x := e) L(if(e){st1}else{st2}) ≜ L(st1) + L(st2)
L(st1; st2) ≜ L(st1).L(st2) L(while(e){st1}) ≜ L(st1)∞

where, following the standard terminology for automata [28], L(st)∞ is defined
by L(st)∞ ≜ L(st)∗+L(st)ω. In the composition of SCGs, we are interested in
paths that advance through the whole concatenated graph. Such a path implies
that the final value of the destination variable is of size at most equal to the
initial value of the source variable. If the path contains a down-arrow, then the
size of the corresponding words decreases strictly.

Following the terminology of [7], a (potentially infinite) sequence of SCGs
has a down-thread if the associated concatenated graph contains a path spanning
every SCG in the sequence and this path includes a down-arrow.

Example 7. Consider the statement st ≜ y := pred(x); y := min(x, y); x := x+
1; x := X(y ↾ z), whose SCGs are described in Example 6. The concatenated
graph obtained from the (unique and finite) sequence of SCGs in L(st) is pro-
vided below. It contains a down-thread (the path from x to y).

x x x x x

y y y y y

z z z z z

↓

A (potentially infinite) sequence of SCGs is fan-in free if the in-degree of nodes
is at most 1. By construction, all the considered SCGs are fan-in free.

Safety and Polynomial Size-Change. Unfortunately, programs with down-
threads can loop infinitely in the ϵ state. To prevent this, we restrict the analysis
to cases where while loops explicitly break out when the decreasing variable
reaches ϵ, that is procedures with while loops of the shape while(x != ε){st}.

For a given set V of variables, we will say that st satisfies the simple graph
property for V if for any while loop while(x != ε){st′} in st all sequences
of SCGs GV

1 G
V
2 . . . such that G1G2 . . . ∈ L(st′) are fan-in free and contain a

down-thread from x to x. A procedure is in SCPS if its statement satisfies the
simple graph property for the set of variables in while guards. A program is in
SCPS if all its procedures are in SCPS.

Example 8. The program ce of Example 1 is in SCPS. The language L(body(KS))
corresponding to the body of procedure KS is equal to G1.G2.(G3.G4)

∞, where
the SCGs Gi are defined as follows:
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G1 G2 G3 G4

w := X1(ε ↾ ε) z := ε v := pred(v) z := X2(z ↾ w)

v v

w w

z z

v v

w w

z z

v v

w w

z z

↓ v v

w w

z z

First, the procedure body satisfies the syntactic restrictions on programs (flat-
tened expressions and restricted while guards). Moreover, the procedure body
satisfies the simple graph property for {v} as there is always a down-thread on
the path from v to v in (G3.G4)

∞ and any corresponding sequence is fan-in free.
Consequently, the program ce is in SCPS ∩ SAFE0, by Example 5.

SCPS preserves completeness on safe programs for BFF.

Theorem 5. JSCPS ∩ SAFE0K = JSCPS ∩ SAFEK = BFF.

While in general deciding if a program satisfies the size-change principle is
PSpace-complete, SCPS can be checked in quadratic time and, consequently, we
obtain the following results.

Theorem 6. Given a program prog and a safe operator typing environment,

– deciding whether prog ∈ SCPS ∩ SAFE is a P-complete problem.
– deciding whether prog ∈ SCPS ∩ SAFE0 can be done in time O(|prog|3).

6 Conclusion and future work

We have presented a typing discipline and a termination criterion for a program-
ming language that is sound and complete for the class of second-order polytime
computable functionals, BFF. This characterization has three main advantages:
1) it is based on a natural higher-order programming language with imperative
procedures; 2) it is pure as it does not rely on an extra semantic requirements
(such as taking the lambda closure); 3) belonging to the set SCPS ∩ SAFE can
be decided in polynomial time. The benefits of tractability is that our method
can be automated. However the expressive power of the captured programs is
restricted. This drawback is the price to pay for tractability and we claim that
the full SCT method, known to be PSpace-complete, could be adapted in a more
general way to our programming language in order to capture more programs at
the price of a worse complexity. Moreover, any termination criterion based on
the absence of infinite data flows with respect to some well-founded order could
work and preserve completeness of our characterizations. Another issue of inter-
est is to study whether the presented approach could be extended to characterize
BFF in a purely functional language. We leave these open issues as future work.
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