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Abstract
Synthetic image data play an important role in the verification of medical
and biomedical image analysis algorithms. However the usage of such data
strongly relies on their quality and plausibility. Despite the emergence of many
frameworks for image synthesis in recent years, the quality of the generated
images has not been sufficiently assessed in many cases, or the methodology
varied across the publications. If we want to use synthetic image data for the
verification of biomedical analysis tools, then the images should resemble the
real ones as much as possible with evidence about their similarity.

Initially, the hardware available for simulations was limited. Therefore,
the validation was not under the scope of interest. With the technological
improvements, the expectations put on synthetic data have arisen. Proper
validation of synthetic image data is nowadays becoming essential.
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1. Introduction

Regardless of the application domain, each newly introduced method requires
a proper validation procedure. When designing a segmentation algorithm, for
example, one is excepted to provide some tests showing how the algorithm
performs and whether the results are better compared with state of the art
methods. In the field of image synthesis, one can legitimately ask about the
explained variability in the synthetic data, whether the generated data look
realistic, and whether they are sufficiently similar to their real counterpart.
However, no standard pipeline currently exists for synthetic image quality
assessment (see Fig. 1). Some authors evaluate their computer-generated data
with the statement of having visually similar results, some attempt to measure
the similarity using expert’s assessment or various techniques. Without any
broader comparison of synthesized data, there is no warranty regarding their
quality. The quality assessment of the synthesized images should be an integral
part of the image synthesis process. The user of the proposed synthetic image
data should be assured about their plausibility before using them in further
steps.

This chapter includes an overview of the validation methods applied in
the field of biomedical and medical image synthesis. Three strategies can be
considered, and possibly combined, when evaluating the quality of generators
producing synthetic images. In the first case, the data are validated using the
strength of expert knowledge to support the plausibility of the generated
images. The second class is focused on synthetic images paired with their
real counterparts. The third class of evaluation is done by comparing the
characteristics of the whole dataset of real images against the characteristics
in the whole dataset of synthetic images. Although the assessment in the first
class can be further evaluated, it is rather more qualitative than quantitative
compared with the two other classes. The main approaches of each strategy
will be described in the following subsections.

2. Expert Knowledge

When developing a new framework responsible for image synthesis where the
outputs are expected to resemble the real images, the most expected approach
is to report the visual inspection of the synthetic data.

2.1 Rating based on the visual plausibility of synthetic data

A first task given to the experts can be to rate the plausibility of the synthetic
data. For example, the sensitivity and specificity of a classification task is
utilized when validating a framework for simulation of bright-field microscopy
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Figure 1: Processes connected with the validation of synthetic data. Synthetic
images obtained from the simulation framework should be compared with real images
with a clear conclusion given by a validation method (see in the yellow box) whether
they are sufficiently similar or not.

images depicting Pap Smear specimens [1]. The sensitivity relates to the abil-
ity of accurate detection of real images as being real and the specificity to the
ability of accurate detection of synthetic images as synthetic. These measures
are computed from the number of true positives/real images (TP), true nega-
tives/synthetic images (TN), false positives (FP) and false negative cases (FN)
as:

sensitivity =
TP

TP + FN
(1)

specificity =
TN

FP + TN
. (2)

Both values range from 0 to 1 (=ideal). In this work, six experts from different
research fields were asked to recognize the origin of a set of real and synthetic
images. The experts were showed a tightly cropped, randomly selected, view
of the real and synthetic scenes projected through lightly frosted glass, to
account for limitations of existing display devices. They were showed only for
two seconds to imitate the real conditions for assessment. The results of the
experts’ classification is reviewed and compared to a random classification in
Table 1.

A similar validation approach can be found in [2], where the experts were
also asked to recognize real or synthetic images resulting from a generator of
magnetic resonance imaging (MRI) brain slices. They also compute TP, TN,
FP, FN to derive accuracy, precision, sensitivity and F1-score.

In [3], the synthetic whole slide histological images accompanied by the
reference images are evaluated by observing the image data at different levels
of magnification. The goal is to discover in which level of detail (magnification)

Biomedical Image Synthesis and Simulation, Chapter 25



4 Nečasová, Burgos and Svoboda

Classifier TP FP TN FN Sensitivity Specificity

Expert 1 35 29 37 17 0.67 0.56
Expert 2 39 29 29 21 0.65 0.50
Expert 3 50 16 38 14 0.78 0.70
Expert 4 49 20 36 13 0.79 0.64
Expert 5 51 17 39 11 0.82 0.70
Expert 6 58 32 21 7 0.89 0.40
Random 37 31 24 26 0.54 0.48

Table 1: Results of the experts’ evaluation in [1]. The classifiers considered included
six experts and a random classifier. TP is the number of correctly classified real
images - true positives, TN is true negatives - correctly classified synthetic images,
FP is false positives and FN is false negative cases.

the synthetic image is not looking realistic anymore. The measurement of
realism of synthetic images is evaluated as follows:

1. open a synthetic image in a software slide viewer on a standard computer
screen;

2. decrease the magnification until it “feels realistic”;

3. slowly increase the magnification until it “feels wrong”;

4. the current magnification is then written down as the highest realistic
magnification for the current image.

The highest realistic magnification is regarded as the score that evaluates the
quality of the image simulation. In order the keep some biological correctness,
only experts were asked to assess the data plausibility.

The five-point Likert scale (very poor / poor / satisfactory / good / very
good) has been used to assess the quality of synthetic tissue microscopy im-
ages generated from pre-segmented Haematoxylin and Eosin images of brain
tumours [4]. Here, the expert histopathologists were asked to classify the im-
ages according to the following three criteria:

1. similarity to real-world tissue microscopy images,

2. reproducibility of nuclei morphometry and

3. reproducibility in nuclei texture.

However, the particular results of the expert have not been reported.
The Likert scale has also been applied in [5], where 21 experts in ultrasound

were asked to rank (fake, rather fake, cannot decide, rather real, real) the
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H H WD WD MD MD PD PD
40× 20× 40× 20× 40× 20× 40× 20×

Architecture 5 5 5 4 4 4 5 5
Crypt shape 5 5 5 5 5 5 4.5 4.5
Lumen 5 5 5 5 5 5 - -
Goblet cells 4 4 - - - - - -
Epithelial cells 4 4 4 4 4 4 4 4
Stromal cells 3 3 3 3 3 3 3 4

Table 2: Results of the experts’ evaluation in [7]. The values report the average
evaluation of the appearance of synthetic images by three pathologists. Healthy (H),
well differentiated (WD), moderately differentiated (MD), and poorly differentiated
(PD) images were evaluated at magnifications 20× and 40×. (1 = Not realistic at
all, 5 = Very realistic, ’-’ means feature is not relevant)

realism of the simulated ultrasound scans. The scans were randomly presented
to the experts without giving them any hint whether observing the real or
simulated one. The time spent during the analysis of each particular image
was also taken into account when assessing the experts’ reliability.

The objective of the work of Gong et al. [6] was to reduce gadolinium
dose in contrast-enhanced brain MRI. Two neuro-radiologists were asked to
assess the quality of the post-contrast MR images (low-dose, synthesized full-
dose and true full-dose). They rated the general image quality, suppression
of aliasing/motion artifacts and degree of enhancement compared against pre-
contrast MR images using a five-point Likert scale ranging from 1 (poor) to 5
(excellent).

In [7], a model of healthy and cancerous colonic crypt micro-environment
was proposed and successfully implemented to show the ability to control
cancer grade, cellularity, cell overlap ratio, and image resolution. Here, the
histopathologists were asked to grade the quality of synthesis on a scale from
1 to 5 (5 = very realistic). The averages of the grades for a combination of
four types of cell objects, architecture and number of crypts, two different
magnifications, and four differentiation levels are reported in Table 2.

When comparing the real and synthetic (also called as fake) images, one
can also use a Visual Turing Test (VTT) [8]. This test is a procedure during
which a stochastic sequence of binary questions is generated and given to some
respondents. When applied in the field of medical image analysis, the experts
are asked to distinguish between the real and synthetic images in a sequence.

VTT was applied for example in [9] for the validation of generated brain
MR images. In another work [10], the authors tested the quality of synthe-
sized lung nodules for X-ray computed tomography (CT) image augmentation
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potentially used for object detection. Chuquicusma et al. [11] performed VTT
on images of malignant and benign lung nodules for a computer-aided diagno-
sis system generated by a deep convolutional generative adversarial network
(DC-GAN). In the context of anomaly detection, Schlegl et al. [12] used the
VTT to quantify the quality of the generated normal images.

2.2 Rating based on the usability of synthetic data

Experts have been asked to not only rate the plausibility of synthetic data but
also their usability.

A simulation framework called SIMCEP [13] forms a cornerstone in image
synthesis dedicated to fluorescence microscopy. To validate the generated im-
ages, mediated experts were asked to use four different image processing tools
developed for automated image cytometry (specifically for cell enumeration).
Five sets of ten images, each containing 1000 cells and different levels of overlap
were analyzed with each out of four tools developed by independent research
groups and the results were compared in a plot. The tools gave similar results
supporting the expectation that for worse conditions such as overlapping cells,
the number of enumerated cells will be lower.

In order to perform a clinical assessment of a method using a generative
adversarial network (GAN) to synthesize standard-dose PET images from low-
dose ones [14], the experts were asked to perform two tasks. First, they as-
signed a score (1-5) for each synthesized image, where range 1-3 was considered
to be low quality and 4-5 high quality. Second, the experts gave the amy-
loid status (positive vs. negative) for each image, the amyloid status being a
biomarker used in the differential diagnosis of dementia. The status defined on
the standard-dose ground truths and the synthesized images were compared.
The consistency between the amyloid status showed whether the method was
able to maintain the pathological features.

As stated in [15], several works try to convince the readers about correla-
tion of proposed metrics with human evaluation [16, 17]. However, they also
state that expert evaluation can be biased towards the visual quality of synthe-
sized images and neglect the overall distributional characteristics, which are
important for unsupervised learning.

3. Pairwise Comparison

In medical image synthesis, a majority of approaches require paired images in
their training process, for example when learning to synthesise CT from MR
images [18, 19, 20, 21, 22], generate MR images of a certain sequence from MR
images of another sequence [23, 24, 25], denoise low-dose CT images [26, 27]
or perform super-resolution [28]. Cross-modality synthesis is also present in
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microscopy imaging, where the attempt to reduce time-consuming and labo-
rious tissue preparation results in synthesizing fluorescence images from the
bright-field pairs [29]. A consequence of the need for paired images during
training is that both reference and synthetic images are also often available
for evaluation. The quality of the pairwise estimates is typically controlled
by measuring the difference to the so called reference image (also known as
ground truth or annotation) in the pair. The term reference image is also a
reason why the pairwise comparison is sometimes called a full reference image
quality assessment.

3.1 Generic pairwise performance measures

The measures the most frequently used to evaluate the synthesis accuracy by
comparing real and synthetic images in a pairwise manner are listed below.

3.1.1. Mean absolute error

One of the most common measures is the mean absolute error (MAE) [18, 19,
20, 21, 22, 30]. It is defined as the absolute difference between intensities in
pixels of the simulated and ground truth image:

MAE =

∑n
i=1 |yi − xi|

n
, (3)

where xi and yi are the intensity values of the i-th pixel/voxel of the real and
synthesized image, respectively, and n is the number of pixel/voxel pairs.

In the context of PET attenuation correction [18] or MR-only radiotherapy
treatment planning [19], the MAE is often chosen as error metric as it is well
suited when comparing CT images due to their quantitative nature.

3.1.2. Peak signal-to-noise ratio

The peak signal-to-noise ratio (PSNR) is a measure derived from the mean
squared error (MSE):

MSE =

∑n
i=1(yi − xi)

2

n
, (4)

with the same notations as for the MAE: xi and yi are the intensity values of
the i-th pixel/voxel of the real and synthesized image, respectively, and n is
the number of pixel/voxel pairs.

PSNR compares the maximum of the intensity in the image with the error
between the estimated and the ground truth image given by the MSE:

PSNR = 10 log10

(MAX2

MSE

)
, (5)
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where MAX is the maximum possible intensity of the image. Higher values
of PSNR relate to better simulation. The application of PSNR to validate the
plausibility of synthetic images is apparent in many papers [21, 22, 24, 25, 26,
27, 28, 29, 30].

3.1.3. Structural similarity

Even though they are simple to compute, the ability of the MAE, MSE and
PSNR measures to perceive visual quality is limited [31]. Exploiting known
characteristics of the human visual system, Wang et al. [31] proposed the
structural similarity (SSIM), which compares local patterns of pixel intensities
that have been normalised for luminance and contrast. SSIM has been widely
adopted by the image synthesis community [24, 25, 27, 28, 29].

SSIM is computed as a function of three components, luminance, contrast
and structure, as follows:

SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
, (6)

where x is the simulated image, y is the ground truth image, µi is the mean
value of image i, σi is the variance of image i, σxy is the covariance of images
x and y. The constants Cj are included to avoid instability when µ2

x + µ2
y,

respectively σ2
x + σ2

y, is very close to zero. Therefore, they are set to Cj =
(Kj · L)2, where L is the dynamic range of the pixel values (e.g. 255 for 8-bit
grayscale images), and K ≪ 1 is a small constant. The original values of Kj

were set to K1 = 0.01 and K2 = 0.03 [31]. The higher the value of SSIM, the
better the quality of the synthesized image.

In [32], the relationship between SSIM and PSNR was investigated with the
conclusion that the values of the PSNR can be predicted from the SSIM and
vice-versa. Additionally, the PSNR and SSIM mainly differ in the sensitivity
to image degradations. Similar conclusions can be found in [33], where the
association between SSIM and MSE was shown.

In their work, Mason et al. [34] measured the correlations between ten
pairwise metrics and the subjective score of five radiologists when assessing
the quality of MR images. They showed that metrics such as SSIM and PSNR
are potentially not ideal surrogate measures of MR image quality as determined
by radiologist evaluation.

At this point, the reader can seriously wonder whether it is manageable to
perform a proper data validation with all the previously-described metrics, to-
gether with all those that will be introduced in the following text. Fortunately,
it is not needed. The above mentioned metrics (MAE, PSNR, SSIM) are the
most common distance metrics and are accepted as a de-facto standard among
the pair-wise metrics. Therefore, if you plan to generate some dataset that

Biomedical Image Synthesis and Simulation, Chapter 25
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form pairs (e.g. MRI–CT), you will likely be expected to evaluate at least one
of these. All the metrics that come in the following paragraphs are not less
important but rather mostly proposed/derived for specific purposes, so their
usage is somewhat limited.

3.2 Application-specific pairwise performance measures

3.2.1. Pseudo-healthy image synthesis

To detect anomalies and better understand changes induced by diseases, Xia et
al. [35] proposed to create subject-specific pseudo-healthy images from patho-
logical ones using a CycleGAN. They assessed the quality of the image synthe-
sis process using generic metrics, but they also designed new metrics tailored
to their application: the so called healthiness, identity, and deformation cor-
rection metrics.

Healthiness The healthiness (h) expresses a fraction of (unwanted) pathol-
ogy areas present in pseudo-healthy images and can be computed as:

h = 1−
Exp∼P [N(fp(G(xp)))]

Emp∼Pm [N(fp(xp))]
(7)

where xp is the pathological image, fp the function providing a segmentation
of pathological regions, G(·) the CycleGAN deriving the pseudo-healthy image
from the pathological image, mp the ground truth mask of pathological regions
and N(·) the number of pixels labelled as pathological by fp. One should pay
attention that the healthiness can be strongly influenced by the quality of
segmentation function fp.

Identity To measure the CycleGAN ability to preserve the subject identity
(iD), one can measure the structural similarity of the original real pathology
image and the derived pseudo-healthy image outside the pathological regions:

iD = MS-SSIM[(1−mp)⊙G(xp), (1−mp)⊙ xp] (8)

where MS-SSIM stands for multiscale structural similarity [36], xp is a patho-
logical image, mp is its corresponding pathology mask, G(·) is the generator
of pseudo-healthy images, and ⊙ is the pixel-wise multiplication.

Deformation correction In the case where brain tissue has recovered af-
ter some surgery or noninvasive therapy, there may be apparent structural
changes. The deformation correction measure aims to assess whether such
deformations have taken place. To avoid brightness influence, the images are
first converted into edge maps. The classifier, that was trained over the set of

Biomedical Image Synthesis and Simulation, Chapter 25
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edge maps of healthy images, is used to judge whether the image of treated
brain contains some deformations. The output of such classifier is a continuous
number between 0 and 1 [35].

In this section, the validation methods used for pairs of images were re-
ported. Note that the frameworks for synthesis of paired data are often based
on algorithms using a loss function. The loss function should differ from the
validation method since we want to avoid overfitting.

4. Dataset comparison

Some synthetic data are the result of frameworks generating a whole set of
images according to the given input parameters. A set of generated images
resulting from these tools should be comparable with the set of real images
corresponding to the particular application of the synthesized data.

If we want to compare the images not only in the corresponding pixels but
also in some quantitative characteristics, the use of image descriptors is sug-
gested. Those image descriptors can represent characteristics such as color,
shape, texture or some features from the frequency domain. A survey of image
feature descriptors was published in [37]. The values of a particular hidden
layer of a neural network can also be considered as a descriptor (e.g. for the
computation of the Fréchet Inception Distance - discussed further in 4.1.7).
The most commonly derived descriptors used in validation methods of syn-
thetic images are:

• Haralick texture descriptors
Haralick descriptors [38] represent a set of texture descriptors derived
from so called gray level co-occurrence matrix. In [39], contrast, corre-
lation, homogeneity, and maximal correlation coefficient are reported to
show the similarity between the real and synthetic image data. Haralick
descriptors are an input parameter to affinity propagation in [7].

• Central moments
A number of central moments, e.g. variance, skewness, kurtosis, can be
calculated over pixel intensities. They were used for instance in [40, 41,
1].

• Subcellular location features [42]
This respectably extensive pack of descriptors include various types of
patterns, such as texture features, Zernike moment features, object skele-
ton features and many others. In [43], the contribution of features on
the classification of multiple cell objects was compared.

Biomedical Image Synthesis and Simulation, Chapter 25
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• Local binary pattern [44]
Local binary pattern (LBP) is a texture operator which assigns to each
pixel of an image a binary 8-bit number by thresholding its eight neigh-
bors. LBP has been applied to ultrasound images to validate the method
described in [45].

• Mean square displacement [46]
The mean square displacement (MSD) descriptor is used for the vali-
dation of tracking objects. Svoboda et al. [39] compared MSD using a
histogram, displacement profiles and ensemble-average MSD curves.

• Spectral and spatial sharpness [47]
In [48], the spectral and spatial sharpness accompanied the standard
SSIM and PSNR metrics to validate the quality of super-resolved MR
images.

The above-mentioned list of descriptors is not limited. One can easily derive a
data-specific descriptor that fits particular needs. For example, in the field of
live cell analysis, the derived features such as the number of tracks, the average
number of time points in tracks, or the average speed of particles may help to
effectively compare the time-lapse image sequences [49].

One should keep in mind that image descriptors need not be necessarily
used for the comparison of synthetic and real datasets. In case one is missing
the real data, it is common to analyze solely the synthetic data and study the
behaviour of the measured characteristics. This approach is also known as no
reference image quality assessment.

The image descriptors are commonly used as input parameters to the sim-
ulation frameworks (number of elements/objects, shape, speed of motion, etc.)
or are an integral part of loss functions in GANs or variational autoencoders.
One should pay attention that the use of image descriptors as the inputs for
the simulation together with the subsequent validation of the same features
over the generated data is not only meaningful but may be even misleading.
The results would be biased and therefore worthless.

Below, the reader can find the detailed explanation of the most prominent
methods that utilize image descriptors and that are relevant to the comparison
of sets of biomedical images.

4.1 Measures based on a comparison of probability distribu-
tions

4.1.1. Kolmogorov-Smirnov test

The Kolmogorov-Smirnov test (K-S test) [50] is used when comparing the
empirical distribution of a quantitative variable with a particular theoretical
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distribution (e.g. the normal distribution). The K-S test can be used as well
when comparing two samples and their empirical distributions (not necessarily
lying under certain model distributions) [51, 39].

The tested null hypothesis is that the cumulative distribution functions are
the same for both samples A = {ai|i = 1, . . . , nA; ai ∈ R} and B = {bi|i =
1, . . . , nB; bi ∈ R}. The empirical cumulative distribution for sample A is

defined as FA(x) =
#{a∈A|a≤x}

nA
and in the same manner for sample B. In our

case, A can stand for a sample of real data and B for a sample of synthetic
data. The test statistic for the two samples is based on the largest distance
(see Fig. 2) between the two empirical distribution functions, which is

KS(A,B) = sup
x∈R
|FA(x)− FB(x)| . (9)

The value of the Kolmogorov-Smirnov statistic is then compared to the critical

value and the null hypothesis is rejected ifKS(A,B) >
√

1
nA

+ 1
nB

κα, where κα

is chosen according to the level of significance α. Note that the Kolmogorov-
Smirnov test is a non-parametric technique, which means it has no assumption
put on the given data.

Figure 2: The distance between two distribution functions for an equation of
Kolmogorov-Smirnov test. In the one-sample case (left) the distance is measured
between the specific theoretical cumulative distribution (black) and the empirical
distribution (red). For the two-sample case (right) the distance is computed be-
tween the two empirical distribution functions.

4.1.2. Kullback-Leibler divergence

The Kullback-Leibler (K-L) divergence, sometimes called relative entropy [52],
belongs to the family of probability measures. It is a measure of the dissim-
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ilarity between two random quantities, in particular between two probability
measures, as the Kolmogorov-Smirnov distance [53].

The K-L divergence measures the inefficiency of assuming that a given
distribution is PB(x) when the true distribution is PA(x). It is a kind of
Bregman divergence and it is defined for discrete samples as:

DKL(A ∥ B) =
∑
x∈X

PA(x) log
PA(x)

PB(x)
, (10)

where PA(x) and PB(x) are two probability distributions [54].
Compared with statistical distances, the statistical divergence is not sym-

metric, i.e., it is not a metric. The K-L divergence returns the value of diver-
gence of two probability distributions. It reveals 0 if and only if PA(x) = PB(x)
otherwise it is non-negative.

This measure was applied and visualized using boxplots for comparison of
synthetic and real data of microscopy nuclei images in [4].

4.1.3. Kernel maximum mean discrepancy

Maximum mean discrepancy (MMD) [55] is another statistic measuring the
difference between two probability distributions on the basis of samples drawn
from each of them. More specifically, the aim is to find smooth functions
resembling the sample values.

The test statistic is the difference between the mean function values in
terms of kernel functions:

MMD2(Pr,Pq) = Exr,x′
r∼Pr

xq ,x′
q∼Pq

[
k(xr, x

′
r)− 2k(xr, xq) + k(xq, x

′
q)
]

(11)

where Pr and Pq are the probability distributions for some fixed kernel function
k, where r and r′ are independent variables with distribution Pr; q and q′ are
independent variables with distribution Pq. The biased empirical estimate of
MMD is given by substitution of empirical estimates for expected values to:

MMD[R, S] =

[
1

m2

m∑
i,j=1

k(xi, xj)−
2

mn

m,n∑
i,j=1

k(xi, yj) +
1

n2

n∑
i,j=1

k(yi, yj)

] 1
2

(12)
where R and S (|R| = m, |S| = n) are two samples to be compared.

Large differences indicate that samples are from different distributions,
whereas small MMD suggests that the distributions are identical. In their
empirical study, Xu et al. [15] showed that MMD satisfies most of the desirable
properties and provided that the distances between samples are computed in
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a suitable feature space. To reach this conclusion, they designed a score that
includes dropping and collapsing modes and is able to detect overfitting.

MMD was applied for quality assessment of generated data for example in
[56] and [57].

4.1.4. Mutual information

Mutual information (MI) is related to joint entropy as introduced simultane-
ously by Viola [58] and Maes [59].

Given the images I and J , the joint entropy is defined as

H(I, J) = −
∑
a,b

pIJ(a, b) log pIJ(a, b) (13)

where pIJ is the joint probability distribution of pixel intensities associated
with images I and J . The joint entropy is minimized when the images I and
J are similar. The individual (marginal) entropy for I is

H(I) = −
∑
a

pI(a) log pI(a) (14)

and for J in the same manner. MI is then given by

MI = H(I) +H(J)−H(I, J) . (15)

In [30], mutual information was utilized to measure the similarity between
original MR image and synthesized CT image resulting from a CycleGAN [60],
when the paired reference image was not available.

4.1.5. Regional mutual information

Regional mutual information (RMI) was introduced by [61]. Compared with
mutual information, the RMI takes into account information from the neigh-
borhood of each pixel.

RMI is computed for two images I and J (each with corresponding pixels
[Iij, Jij]) in the following manner:

1. For each of the pixels [i, j], a vector vij is created with the values coming
from the two co-occurence matrices [38] from a neighborhood of radius
r. The vector vij is then considered as a point pk in a d-dimensional
space where d = (2r + 1)2. Given the radius r and m× n images, there
is a distribution of N = (m− 2r)(n− 2r) points represented by a d×N
matrix P = [p1, ..., pN ].

2. The points are consequently centered by the mean: P0 = P − 1
N

∑N
k pk.

3. The covariance of the points is then computed as C = 1
N
P0P

T
0 .
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4. The joint entropy Hg(C) is estimated.

5. The marginal entropies Hg(CI) and Hg(CJ) are estimated where CI is
a matrix in the top left of C and CJ in the bottom right, both of size
d
2
× d

2
.

6. Finally, the RMI is calculated as

RMI = Hg(CI) +Hg(CJ) +Hg(C) . (16)

As it is also mentioned in [61], the corresponding pixels in the edges of the
image can be handled in a number of ways.

In [4], the authors used RMI pair-wise, not only for the real and synthetic
counterparts, but also for each pair of real-synthetic images, and also for pairs
of real images to express the measure of “alikeness”. For the vizualization of
the results, the boxplots were used for RMI values between real images next
to boxplot of RMI between real and synthetic images.

4.1.6. Inception score

The inception score (IS) [16] is a measure for objective evaluation of trained
GANs which was designed to correlate very well with subjective human judge-
ment.

A deep convolutional network model (Google Inception v3 network [62]),
pre-trained on the large scale ImageNet dataset [63], is used to classify the
generated images from the proposed trained model G. The probabilities of
images belonging to particular classes are computed and used for the evaluation
of IS. The IS for a trained model G is computed as:

IS(G) = exp
(
EX∼pgKL(p(y|X) ∥ p(y))

)
(17)

where X ∼ pg means that an image X is sampled from pg, p(y|X) is the
conditional label distribution (class label y conditional on image X), and
p(y) =

∫
X
p(y|X)pg(X) is the marginal class distribution. KL is the K-L

divergence (as defined in 4.1.2), E is an expected value, which is further expo-
nentiated for an easier comparison.

Two main properties are covered in IS - image quality (similarity of an
image to a specific object) and image diversity (whether the dataset contains
a wide range of generated objects). The distribution should have a low entropy
for meaningful objects. Also, the marginal integral

∫
p(y|X = G(z))dz should

have high entropy to provide varied images by the generator. The lowest value
of IS is 1, the highest value is the number of classes defined in the pre-trained
model. The calculation of IS assumes a large enough number of samples (i.e.
50000 images) to be able measure the diversity.

As a validation method, IS was applied in [64] for two proposed models
designed to generate multi-parameter MRI data. IS was also evaluated in [2]
to show the quality of synthesized MRI brain slices using GAN.
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4.1.7. Fréchet distance and Fréchet inception distance

The Fréchet distance [65] is a measure of distance between curves that takes
into account the location and ordering of the points along the curves. It is well
known for its simile to walking a dog on a leash, who is crossing the curved
path. A discrete variant of this measure, which can be evaluated over any
feature vectors, exists [66]. However, the most popular application in the field
of image synthesis is the use of Inception feature vectors from Inception v3
model (called as the Fréchet inception distance (FID)), performed for example
in [56, 67]. It was applied also on SonoNet in [68] as Fréchet SonoNet distance.

FID summarizes the distance between the Inception feature vectors for
real and generated images in the same domain. More specifically, the pre-
trained classification model is applied to both the real and generated images
and the Inception feature vectors from the hidden layer are extracted, thus
the final classification probabilities are not used. It was proposed in [69] as an
improvement over the existing IS (described in section 4.1.6), which also uses
the Inception feature vectors v3 for evaluating the quality of generated images
by GAN models. They showed in the paper that FID is more consistent with
the noise level than IS. FID is a distance while IS is a score with a maximum
value.

The definition of FID is given by:

d2 = ||µ1 − µ2||2 + Tr(C1 + C2 − 2 ∗
√

C1 ∗ C2), (18)

where µ1 and µ2 refer to the feature-wise mean of the real and generated
images, where each element is the mean feature observed across the images. C1

and C2 are the covariance matrices for the real and generated feature vectors.
Tr is a trace – a linear algebra operation – the sum of the elements on a
diagonal of the square matrix.

The best value of FID is 0.0 indicating that the two groups of images are
identical, thus low FID values mean that the two groups of images are similar
(or they have similar statistics).

4.2 Measures based on clustering and classification

4.2.1. Affinity propagation

Affinity propagation (AP) [70] is a method of clustering data. The data points
create a network of nodes, where each data point is a potential exemplar. The
data points given to the input of this procedure are iteratively examined ac-
cording to the measure of similarity (e.g. squared error in Euclidean distance)
until a good set of exemplars and corresponding clusters emerges.

Initially, the input matrix s is computed over all combinations and each
“similarity” is set to some optimization criterion, for example a negative squared
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error:
s(i, k) = −∥xi − xk∥2 (19)

for points xi and xk. The values of elements belonging to the diagonal (s(i, i))
are able to prefer some of the points to be an exemplar.

Two types of “messages” are evaluated in each step for two points: the “re-
sponsibility” message r(i, k) sent from point i to point k and the “availability”
a(i, k) sent from point k to point i. The first message, “responsibility”:

r(i, k)← s(i, k)−max
k′ ̸=k
{a(i, k′) + s(i, k′)} (20)

reflects the actual evidence for how well-suited point k is to serve as the ex-
emplar for point i (regarding the potential exemplars of point i). The second
message, “availability”

a(i, k)← min

0, r(k, k) +
∑

i′ /∈{i,k}

max{0, r(i′, k)}

 (21)

reflects the accumulated evidence for how appropriate it would be for point
i to choose point k as its exemplar (regarding the support from other points
that point k should be an exemplar). These are initially set to zeros.

The “self-availability” a(k, k) is updated in each step as

a(k, k)←
∑
i′ ̸=k

max{0, r(i′, k)} . (22)

The messages are sent until either the cluster boundaries remain unchanged
over a number of iterations, or after some predetermined number of iterations.
The advantages of AP are that no specific number of clusters has to be prede-
fined.

In [7], affinity propagation was applied to 13 Haralick texture features of
20 images of real nuclei to get different phenotypes of images. These were
compared to the phenotypes clustered on synthetic images. The frequencies of
phenotypes in both groups were compared using histograms.

4.2.2. Classification

We should keep in mind that the aim of validation methods is not to find the
differences between the synthetic and real data, but to explore the similarity
of the synthetic data compared with the real data. One could suggest that a
classification task distinguishing real and synthetic data is a suitable solution.
However, the bad result of any classifier does not prove that the data are not
similar. For example in Fig. 3, it is not possible to distinguish the two classes
of points (blue and yellow) with any discrimination function, but at first sight
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one can see that the groups are not homogeneous. Furthermore, the result of
a classification could be confused with a bad choice of classifier.

Some works employed classification not for differentiation of real versus
synthetic dataset, but for verification that the synthetic images will be classi-
fied to the appropriate subcategories as well as real data. For instance, in [43]
the synthetic images for ten classes of organelles were generated. The support
vector machine classification was applied to both real and synthetic data, and
results (such as confusion matrix) were reported for comparison. Similarly,
in [71] the k-nearest neighbor to classify bacteria classes based on their shape
was performed.

Figure 3: A classification problem. It is not possible to distinguish the two groups of
points (blue and yellow) with any discriminator without transformation. However,
at first sight, one can see that the groups are not homogeneous.

4.3 Measures based on a visualization of transformed data

4.3.1. Histogram

A histogram is a widely used plot for visualization of absolute or relative fre-
quencies of a categorized quantitative variable. The quantitative variable (e.g.,
an image descriptor) determines the axis x with a specific binning (categoriza-
tion), and the axis y counts the frequency – relative (f) or absolute (f∗) – in
the bins:

f(j) =
nj/n

dj
, f ∗(j) =

nj

dj
, (23)

where n is the total number of observations, nj is the number of observations
for a particular category j, and dj is the width of this category. The shape of
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the histogram should approximate the probability density function. However,
the approximation is very sensitive to the choice of the number of bins.

A quality assessment of the synthesized images at the image descriptor level
was used in [39], where the distributions of five Haralick texture descriptors
[38] were compared using histograms and the Kolmogorov-Smirnov test. In [7],
histograms were used to compare the length of minor axis and ratio between
minor and major axes of healthy crypts in colon tissue in real and synthetic
images. The Gamma distribution of these two measures was fitted to the real
data and subsequently plotted into both histograms.

4.3.2. Quantile-quantile plot

The quantile-quantile (Q-Q) plot [72] is designed for the visualization of dis-
tribution comparisons. The quantiles of two quantitative variables are plotted
in the x-y figure against each other (see Fig. 4). The quantile matches (and
therefore identical distribution) reveals if the points lie along the straight line
with the slope of 1. Distant points from this line indicate deviation from the
same distribution. The method is non-parametric with no assumption put on
the input data. In case of image descriptors, the Q-Q plot can help to com-
pare the distribution of both groups of data in each descriptor separately, i.e.
univariately [51, 1, 73, 43].

Figure 4: Example of Q-Q plot in case of one-sample comparison (left) and two-
sample comparison (right). The optimal match of distributions is achieved when the
points lie on the dashed line.
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4.3.3. Fourier ring correlation

The Fourier ring correlation (FRC) [74] is a spatial frequency correlation func-
tion that measures the degree of correlation of two images at different spatial
frequencies. The images are initially transformed to the frequency domain.
Afterwards, the normalized average correlation is computed for Nr concentric
rings of increasing radius, which corresponds to increasing spatial frequencies
centered around the (0,0) spatial frequency.

FRC for images I and J (which are transformed to the frequency domain)
is computed as:

FRC(R) =

∑
i∈R I(ri) · J(ri)∗√

(
∑

i∈R |I(ri)|2)(
∑

i∈R |J(ri)|2)
(24)

where R is the ring number and ri are the spatial coordinates. The values of
the FRC draw a curve in a plot, which can be further investigated (see Fig. 5).

This approach is found to be useful in electron and fluorescence microscopy [75,
76] for determining the resolution at which both images are consistent. Here,
the 2σ criterion is specified as

F2σ(R) =
2√

Np(R)/2
(25)

where Np(R) is the number of pixels in the ring R. The optimal resolution is
then found as the crossing of FRC and F2σ curves.

Figure 5: Fourier ring correlation. The values of FRC for each ring are plotted as a
curve (blue). The red curve depicts the F2σ. Adopted from [76].
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4.3.4. Overlapping subspaces

In [77], the validation method is based on the comparison of explained variabil-
ity of both real and synthetic data in the same feature space. The descriptors
(Haralick descriptors in this case) are initially preprocessed by principal com-
ponent analysis to reduce the original number of dimensions into only three,
easy-to-visualize, dimensions. The real and synthetic images are represented
as data points in this feature subspace. Finally, the overlap of the clusters
created around real and synthetic data (Fig. 6) is evaluated via Jaccard index
as a quantitative measure of this technique. However this validation method
assumes that the three principal components are able to explain the majority
of the original feature space given by the descriptors.

Figure 6: Interactive visualizer showing real images (yellow) and synthetic images
(blue) in the reduced feature space. The axes are the three main components given
by principal component analysis. Each point corresponds to a particular image [77].

4.3.5. t-distributed stochastic neighbor embedding

t-distributed stochastic neighbor embedding (t-SNE) [78] is also a reduction
(nonlinear in this case) from a multidimensional feature space into two or three
dimensions designed for visualisation. The method is an improved variation of
stochastic neighbor embedding (SNE) [79] with easier optimization and better
results in terms of spread of the points in the 2D or 3D map.

The images are represented as high-dimensional data points in a feature
space. Like SNE, the Euclidean distances between data points are converted
into conditional probabilities representing similarities between the images. The
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similarity of data point xj to data point xi in SNE is expressed as:

pj|i =
exp(−∥xi − xj∥2/2σ2

i )∑
k ̸=i exp(−∥xi − xk∥2/2σ2

i )
(26)

where σi is the variance of the Gaussian that is centered on data point xi. The
probability corresponds to the probability that xj would be in a neighborhood
of xi in proportion to their probability density under the Gaussian centered
at xi. The values of pi|i are set to zero. The low-dimensional counterparts
for data points xi, xj in a high-dimensional space are labeled as yi, yj. The
conditional probability qj|i for the low-dimensional counterparts is evaluated
in a similar way as in equation 26, but the variance of the Gaussian is set
to 1√

2
. With the use of symmetric SNE, the joint probabilities are employed

instead of conditional probabilities for a faster computation. They are set to
pij =

pj|i+pi|j
2n

.
Compared with SNE, t-SNE employs a heavy-tailed distribution – a Stu-

dent t-distribution with one degree of freedom – instead of Gaussian in the
low-dimensional map. The final joint probabilities qij are defined as

qij =
(1 + ∥yi − yj∥2)−1∑
k ̸=l(1 + ∥yk − yl∥2)−1

. (27)

The particular locations of the data points in the map are determined by
minimizing the K-L divergence over all data points using gradient descent.

A validation of synthetic data using t-SNE was applied as a qualitative
method in amyloid brain PET image synthesis by [56]. Qualitative visual
assessment of the real and synthetic distribution in the 2D plot via t-SNE
was also applied in [10]. They compared two settings of training GAN and
real images in the map. t-SNE was used in [80] to show the homogeneity of
generated and real images with (or without) lesions. In this work, the aim was
to generate normal-looking counterpart for the abnormal images with lesions.
Similarly, in [81] t-SNE of the original and augmented cervical histopathology
was a part of the qualitative validation of the training set. In [82], the authors
used t-SNE in a different way – for a comparison among generated methods,
not real images.

4.4 Measures applied to time-lapse sequences

4.4.1. Linear mixed models

Linear mixed models (LMM) also known as hierarchical linear models or lin-
ear models with mixed effects are an extension of linear models for dependent
measurements. The extension is needed to overcome two important assump-
tions put on basic linear models, which are violated in data with dependent

Biomedical Image Synthesis and Simulation, Chapter 25



Validation and evaluation metrics for medical and biomedical image synthesis 23

measurements. One of them is that the residuals have to be of homogeneous
variance and the other that the residuals should not be correlated. The depen-
dency can result from longitudinal data, repeated measurements or clustered
data, because one observation is related to another. This method is one of the
possibilities for statistical comparison of time-lapse sequenced image data as
well as other dependent datasets of images.

The linear mixed model [83] is considered to be of formula:

Yi = Xiβ +Zibi + εi , (28)

where Yi = (Yi1, ..., Yini
)′ is the vector of repeated quantitative outcome mea-

surements for object i, β is treated as a vector of fixed effects, i.e. population-
average regression coefficients, and Xi is a known design matrix linking β to
Yi. The effect of β is the same for all the objects. In the case of validation
of synthetic data, we are interested in the statistical significance of βj, which
is one element of vector β. A coefficient βj is the estimated effect of Xj , a
binary variable holding the information about being a synthetic or a real im-
age. Naturally, βj can be the only element of β if Xj is the only explanatory
variable in the design matrix Xi. Random effects are held by bi, a vector of q
object-specific regression coefficients. The columns in the Zi matrix represent
observed values for the q predictor variables for the i-th subject, which have
effects on the continuous response variable that vary randomly across subjects.
In many cases, predictors with effects that vary randomly across subjects are
represented in both the Xi matrix and the Zi matrix.

The residuals εi are distributed as εi ∼ N(0,Ri), where Ri is a covariance
matrix and depends on i only through its dimension ni. The bi are distributed
as bi ∼ N(0,D), independently of each other and of the εi, where D is a
covariance matrix of the random effects [83, 84, 85].

LMM were applied in [86] to images of tubular network of endothelial cells.
For assessment of the effect of being an image from a group of real or synthetic
dataset, two standard measures were chosen: box counting fractal dimension
and lacunarity [87, 88], both describing the complexity of the structures de-
picted in the analyzed images.

4.4.2. Dynamic time-warping

Dynamic time warping (DTW) is an algorithm for measuring similarity be-
tween two time series which may vary in timing. In another words, one can
differ from another only in being slower or faster in any part of the series
(“warped”). The aim of the algorithm is to find an optimal alignment. The
algorithm was originally applied for comparing speech patterns in automatic
speech recognition [89].

In [90], the DTW for two time series X := (x1, x2, ...xN) of length N ∈ N
and Y := (y1, y2, ...yM) of length M ∈ N is defined using a local cost measure.

Biomedical Image Synthesis and Simulation, Chapter 25
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The local cost measure is a function

c : F × F → R≥0 , (29)

comparing two features x, y from a fixed feature space F . Local cost measures
for each pair of elements X and Y are composed into cost matrix C ∈ RN×M

defined by

C(n,m) := c(xn, ym) . (30)

The goal is to find an alignment between X and Y with the minimal overall
cost. A warping path is a sequence p = (p1, ...pL) with pl = (nl,ml) ∈ [1 :
N ]× [1 : M ] for l ∈ [1 : L] that corresponds to the possibility to align X and
Y with a particular total cost cp(X, Y ) with respect to the local cost measure
c:

cp(X, Y ) :=
L∑
l=1

c(xnl
, yml

) . (31)

Finally, the optimal warping path is the one having minimal total cost among
all possible warping paths. This task is a standard optimization problem which
can be solved, e.g., by using dynamic programming.

DTW as a validation method was applied in [91]. On a dataset of tubular
networks of epithelial cells, the descriptor computing the number of lagoons
in the network was evaluated for each frame of the sequence. The curves
resulted from real and synthetic image sequences showing the development of
the networks were compared against each other.

5. Conclusion

A wide range of methods for the validation of generated data were described
in this chapter. Even though the mathematical models offer a powerful tool
in the inspection of synthetic data, they should be accompanied by a human-
driven qualitative assessment. However, the human eye can be deceived by
many factors, e.g. the level of details and number of dimensions, thus it is
not sufficient as such. The qualitative and quantitative assessment should go
hand-in-hand together and the method should be carefully chosen with regard
to suitability for a particular application.
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[49] Paavolainen L, Kankaanpää P, Ruusuvuori P, McNerney G, Karjalainen M,
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32 Nečasová, Burgos and Svoboda

[76] Banterle N, Bui KH, Lemke EA, Beck M (2013) Fourier ring correlation as a res-
olution criterion for super-resolution microscopy. Journal of Structural Biology
183(3):363–367, DOI 10.1016/j.jsb.2013.05.004
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