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ABSTRACT

The Generalized Labeled Multi-Bernoulli (GLMB) filter at-
tains remarkable results in Multi-Object Tracking (MOT).
Nevertheless, the GLMB filter relies on strong assumptions
such as prior knowledge of targets’ initial state. Pragmatic
scenarios such as satellite video object tracking challenge
these assumptions as objects appear at random locations and
object detectors output numerous false positives. We present
an enhanced version of the GLMB filter that learns from
previous trajectories to estimate accurate hypotheses initial-
izations. We keep track of previous target states and use this
information to sample the initial velocities of new-born tar-
gets. This addition significantly improves the performance
of the GLMB in videos with low Frames Per Second (FPS),
where the target’s initial states are paramount for object
tracking. We test this enhanced GLMB filter versus com-
parable trackers and previous solutions for the GLMB filter
and show that our filter obtains better performance. Code is
available at https://github.com/Ayana-Inria/GLMB-adaptive-
birth-satellite-videos

Index Terms— GLMB, RFS, adaptive birth, multitarget
tracking, remote sensing

1. INTRODUCTION

Novel earth observation satellites and Unmanned Aerial Ve-
hicles (UAV) capture content-rich ground information that
opens opportunities for emerging applications. Many of these
applications rely on detecting and tracking targets from high-
resolution videos. For example, the Jilin1-1 satellite constel-
lations contribute to Chinese urban investigation by tracking
vehicles and driver behavior across urban areas [1]. Simi-
larly, the French Zephyr Unmanned Aerial System (UAS)
contributes to maritime surveillance by monitoring ships for
piracy or smuggling of goods and narcotics [2], or the Amer-
ican Maxar Worldview’s satellite constellation contributes to
military assessments in regions without local sensors [3].

MOT frameworks normally rely on data association such
as Joint Probabilistic Data Association (JDPA) [4], Multi-
ple Hypotheses Tracking (MHT) [5] or Random Finite Sets

(RFS) [6]. Among these approaches, the RFS framework
has gained popularity due to its elegant Bayesian formula-
tion to jointly model object dynamics (births and transitions)
and measurements as set-valued random variables. Common
RFS-based filters include the Probability Hypothesis Density
(PHD) filter [7] or the Cardinalized PHD (CPHD) filter [8].
These filters provide robust and computationally efficient so-
lutions using first-order approximations for the multi-object
distribution; however, they fail to assign object labels and re-
cover object trajectories.

Recently, Vo and Vo [9] proposed the labeled RFS frame-
work to model both multi-object states and multi-object tra-
jectories based on a rigorous mathematical foundation. The
most popular approach is the Generalized Labeled Multi-
Bernoulli (GLMB) filter and its computationally efficient
derivation [10]. The GLMB filter has provided a solution for
MOT requirements across several fields, such as in biological
images [11] or radar applications [12].

However, despite the solid theoretical background, the
GLMB filter highly depends on strong assumptions such as
prior knowledge of the birth components’ initial location and
known clutter rate. These assumptions do not always hold on
real-world scenarios as targets appear and disappear at often
random locations. For example, in remote sensing images,
ground vehicles can appear from incoming roads or parking
lots; planes can appear from airports, and pedestrians can ap-
pear from buildings. Additionally, targets in satellite images
are often tiny and have a white-blob-looking appearance. Tar-
gets are frequently lost in clutter, and object detectors often
output several clutter measurements from static white-blob-
looking objects.

To compensate for the object initialization drawback, nu-
merous works have proposed the “measurement-driven birth”
[13], which consists in initializing components at unassigned,
low-likelihood measurements. This approach presents two
main problems: the initialization does not discriminate be-
tween clutter and birth measurements; hence, it can initialize
tracks at faulty locations. Second, the velocity component is
unknown, which causes the filter to lose fast-moving targets
in future frames.

In this paper, we propose a birth initialization method
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based both on low likelihood components and on component
history. We exploit the fact that ground targets in satellite
images often follow similar directions to previously tracked
objects (normally dictated by the direction of highways and
roads). We utilize this information to adaptively learn the
initial state of the birth component measurements and hence,
improve the filter performance for fast-moving targets in
low FPS datasets. We perform tests in a challenging, low-
resolution, low-FPS dataset and show that our filter outper-
forms other state-of-the-art methods and variations of RFS
filters.

We present further details of relevant literature review in
Section 2, we discuss about the random finite set background
in Section 3, we detail the proposed method in Section 4, we
show results in Section 5, and finally we discuss our main
findings and future work in Section 6.

2. RELATED WORK

The classical measurement-driven birth constitutes the con-
ventional tool to approximate birth intensities in RFS-based
filters. For example, [13, 14] use measurements with low as-
sociation likelihood from the previous frame to initialize new
components. This approach misses the first few detections
of a new target but is robust to clutter measurements. Simi-
larly, [15] uses measurements from the current frame to drive
the birth intensity. This initialization captures targets’ ini-
tial measurements but suffers from false positives initialized
at clutter detections. These techniques usually initialize hy-
potheses with random velocity components and large uncer-
tainties. The hypothesis velocity is updated during the filter
update step if the filter associates the birth component with the
object’s subsequent measurement; otherwise, the filter initial-
izes a new hypothesis with a new label and the original track
is lost.

Additionally, the work in [16] uses a pre-processing step
to approximate the birth distribution. This approach accounts
for three measurements before estimating the birth RFS, and
hence, it has a rough initial approximation of the object’s ini-
tial conditions. This methodology helps to reduce clutter de-
tections and to estimate the initial velocity at the cost of miss-
ing the first three detections for each object. Furthermore, the
“birth” object proposal step highly depends on the association
algorithm used as a pre-processing step.

Several papers present adaptive clutter rate estimation by
combining the CPHD with the GLMB [8, 17]. These ap-
proaches consist of using the CPHD filter’s cardinality esti-
mation to infer the detection and clutter rates of the GLMB.
While these methods have shown improved performance with
respect to the original GLMB filter, they still rely on pre-hard-
coded parameters and do not exploit past track information.

Fu et al. [18] proposed an online dictionary learning
method to learn object appearance and discriminate target
measurements from clutter measurements based on the cor-

related dictionary features. This approach shows promise;
however, satellite image targets often lack distinctive features
to discriminate them from clutter measurements.

Finally, it is worth mentioning deep-learning approaches
such as MT3 [19]. This work uses transformers to track ob-
jects in highly cluttered and non-linear scenarios with a track-
by-detection paradigm. MT3 obtained comparable results to
model-based filters at the cost of using 18 million parameters
and several days to train the network. However, target dynam-
ics in satellite images can be modeled well with linear motion
and matrix operations using significantly fewer parameters.

3. BACKGROUND

We model a single target kinematic state as x = [p, v]T where
p ∈ R2 denotes the target 2D location coordinates and v ∈ R2

denotes the target 2D velocity components. Similarly, we
model a single measurement as z = [p̄], where p̄ ∈ R2 repre-
sents the 2D coordinates for each measurement.

3.1. Labeled RFS

The RFS framework models multi-object states and measure-
ments as finite-set value random variables. In this work, we
use the labeled version of the traditional RFS framework,
which assigns a unique label to each element in the multi-
object RFS. The addition of labels allows the filter to recover
both object states and object trajectories.

Let X be the state space and L be a discrete label space.
We model a single labeled target as x = (x, ℓ), where
x ∈ X is the target kinematic state and ℓ ∈ L is the la-
bel associated to the target. Subsequently, we characterize
the collection of labeled multi-target states at frame k as
Xk = {x(k)1 , x(k)2 , . . . , x(k)nk } ∈ F(X), where F(·) is a col-
lection of finite subsets and nk ∈ N is a random variable
associated with the number of elements in Xk. Similarly, we
define the measurement space as Z and define the measure-
ment RFS as Zk = {z(k)1 , z

(k)
2 , . . . , z

(k)
mk} ∈ F(Z), where mk

is a random variable denoting the number of measurements
and z

(k)
j is the jth measurement at frame k.

Following a Bayesian setup, the multitarget density
πk(Xk) is conditioned on measurements and is propagated
through time following a prediction, πk+1(Xk+1) and update
step π(Xk+1|Zk+1).

3.2. The GLMB Filter

The GLMB filter provides an analytical solution to the Bayes
multi-target tracking by propagating a labeled multi-Bernoulli
(LMB) density in time. For its implementation, the GLMB
filter uses its analytical form known as δ-GLMB [10] given
by the equation:

π(X) = ∆(X)
∑

(I,ξ)∈F(L)×Ξ

ω(I,ξ)δI(L(X))[pξ]X (1)



Where I ∈ F(L) denotes a set of object labels, ξ ∈ Ξ
denotes the history of measurement-target association maps,
and ω(I,ξ) is a non-negative weight for each (I, ξ) hypothe-
sis. The term [pξ]X refers to the exponential notation of the
product

∏
x∈X pξ(x) with [pξ]∅ = 1 and the term pξ(·) de-

notes a probability density describing a multi-Bernoulli com-
ponent’s kinematic state. L denotes the labeling projecting
function L : X × L → L and ∆(X) denotes the distinct la-
bel operator that is non-zero only when the labels in X are
unique. Throughout this paper, we use the bold notation x,
X for labeled states and the regular notation x, X for non-
labeled states, i.e. x = (x, ℓ)

The GLMB filter is propagated in time with the predic-
tion step and update step. For this work, we use the joint-
prediction and update proposed by Vo and Vo in [10]. This ef-
ficient implementation uses Gibbs sampling to estimate likely
realizations of the filter at each time step without exhaustively
computing every possible combination of predicted and up-
dated hypotheses. Similarly, we perform inference and cardi-
nality estimation following the procedure listed by Vo and Vo
[10].

4. ADAPTIVE MEASUREMENT DRIVEN BIRTH

4.1. Learning the Initial Velocities

During each frame, we perform inference to obtain the esti-
mated label object state set X̂k = {x̂(k)1 , x̂(k)

2 , . . . x̂(k)
nk

}. Each
estimated object x̂(k)

i contains an assigned label ℓ̂i and an es-
timated kinematic state x̂

(k)
i = [p̂i, v̂i]

T , where p̂i represents
the estimated target location and v̂i denotes the estimated tar-
get’s velocity at frame k, and i = {1, 2, · · · , nk} denotes the
object index. Every tracked element x̂(k)i leaves a trace of its
state at every inferred frame. Therefore, we create a velocity
history map hk

v : R2 → R2, which updates iteratively at every
frame k and h0

v(i, j) = [0, 0]T ∀ i, j ∈ N. For the state x̂(k)
i of

each inferred object x̂(k)i ∈ X̂k, we learn the velocity history
map hk

v as follows:

hk
v(p̂i) =

{
hk−1
v (p̂i)+v̂i

2 if ||hk−1
v (p̂i)|| ≠ 0

v̂i if ||hk−1
v (p̂i)|| = 0

(2)

Where p̂i denotes the ith object estimated location, and v̂i de-
notes the estimated velocity at frame k. The equation updates
the velocity history map by averaging with new inferred ve-
locity values. Additionally, we perform a linear interpolation
between each labelled object in X̂k with its past state in X̂k−1

(in the case a target with the same label exists both in frames).
Fig. 1 shows a sample velocity history map created from sev-
eral time instances. The velocity 2D vector is encoded in the
color channels.

(a) Sample image (b) Learned velocities hk
v(p)

Fig. 1. Sample learned directions from past vehicles.

4.2. Adaptive Measurement Driven Birth Intensity

During each iteration, we split new measurements into sur-
viving and birth measurements Zk = ZS

k ∪ZB
k depending on

their distance to the predicted GLMB components. We call a
measurement “surviving measurement” if is located less than
a Tbirth distance from the location coordinates of the nearest
Bernoulli component. Sequentially, we define the density of
new-born targets πB(·) as:

πB(X+) = δ(X+)ωB(L(X+))[pB ]
X+ (3)

Where X+ denotes the predicted labeled object states, ωB is
the probability of a birth component, and pB denotes the prob-
ability distribution of the kinematic states of the new-born tar-
gets. We define pB as:

pB(x, ℓ; z) =
1

|ZB
k |

∑
zj∈ZB

k

N (x;mB(zj), PB) (4)

Where PB is the initial covariance hyperparameter, ℓ ∈ N
is an assigned new label, and the function mB(·) maps the
birth measurements zj ∈ ZB

k to the kinematic target states.
The function mB(·) has a major impact in the filter’s perfor-
mance and is defined as:

mB(zj) = [p̄j , h
k
v(p̄j)]

T (5)

where p̄j denotes the location of measurement zj , and
hk
v(p̄j) is the learned velocity function evaluated at location

p̄j . This method differs from the classical “measurement
driven birth” [13] where the velocity component of mB(·) is
unknown, random, or initialized to zeros.

5. EXPERIMENTS

5.1. Metrics

We evaluate the experiments using the ClearMOT [20] met-
ric. This metric reports the Multiple Objects Tracking Pre-
cision (MOTP ) and the Multiple Object Tracking Accuracy



(MOTA). The MOTP depends on the average distance er-
ror between the track hypothesis and ground truth trajecto-
ries and ranges in [0,∞), where 0 denotes a perfect score.
The MOTA depends on False Positives (FPs), False Nega-
tives (FNs), Identity Switches (IDSs) and the Number of
Ground Truth objects (NGTs), and its score ranges from
(−∞, 1], where 1 denotes a perfect score. Throughout this
work, we call a hypothesis True Positive (TP ) if it has a
uniquely matched ground truth object less than d = 5 pix-
els away.

Additionally, we name a trajectory Mostly Tracked (MT)
if more than 80% of its ground truth trajectory is tracked.
Similarly, we say a trajectory is Partially Tracked (PT) if it
is not MT, but more than 20% of its trajectory is tracked; oth-
erwise, we classify the trajectory as Mostly Lost (ML).

We test our method and compare it with the results ob-
tained using the classical “measurement-driven” birth estima-
tion (as used in [14, 15, 17]). We also compare with the mod-
ified track-GMPHD to recover trajectories proposed in [21]
and with the SORT [22] algorithm as it has become a baseline
for MOT-based works.

5.2. Results

We test our method with the WPAFB 2009 dataset available
online [23]. This dataset contains videos recorded by a sin-
gle sensor of the Wright Peterson Airforce Base in Ohio,
USA. The images span an area of 19 km2 at a resolution of
0.25m/pixel and a frame rate of 1.25 HZ over 512 frames.
We use a downsampled version of this dataset at a resolution
of 1.0m/pixel to mimic satellite videos and we register the
images using the ORB stabilization algorithm similar to [21].
We evaluate tracking results in specific areas of interest com-
prised of high-speed highways and a crossing. Particularly,
we choose the areas of interest (AoIs) 02, 34, and 42 as shown
in [24] to be consistent with the literature. We choose these
regions as they present fundamental challenges for object
trackers: objects move at high speeds, objects are often in
crowded environments, and trajectories intersect regularly.

Table 1 shows that adding our adaptive birth improves the
GLMB filter scores of the trajectory quality metrics across
all three AoIs. For example, our filter attains a mean of
76.35% of MT trajectories while the traditional GLMB at-
tains 53.59%, and the T-GMPHD attains only 20.75% of the
MT trajectories. The reason behind this significant improve-
ment is the adaptive birth estimation. Our approach initializes
hypotheses with accurate velocity components. Therefore,
the filter performs a correct data association between the pre-
dicted birth hypothesis and the actual frame measurements.
The filters implemented with the traditional “measurement-
driven birth” lose targets as the predicted birth hypotheses
fail to track the target’s future measurements. If the filters fail
to follow targets, the hypotheses are considered clutter, or a
new birth component is initialized at future untracked mea-

surements. This issue is also manifested in the large number
of identity switches shown in the seventh column of Table 1
where our approach obtains the lowest number of IDSs with
respect to the number of detected objects.

The GLMB with default birth estimations obtains the low-
est mostly lost (ML) scores. For all three cases, it has an
ML score of 0.58%; this means the filter partially tracks ob-
jects but cannot fully recover whole trajectories. Similarly,
the SORT tracker obtains the least number of IDSs across
all three AoIs as it fails to track a large majority of objects.
It is worth noting that in this work, we also consider static
objects; hence, the results are artificially inflated even for
weaker trackers such as SORT and the track-GMPHD.

6. CONCLUSION AND FUTURE WORK

This paper presented an adaptive birth estimation for the
GLMB filter tailored for tracking objects in satellite images.
The adaptive birth enhances the classical measurement-driven
birth approach with the addition of velocity component ini-
tialization. Our approach significantly improves fast-moving
object tracking on high-speed roads; hence, it reduces label
switches, the number of false positives and false negatives.

While this addition shows significant advantages for
tracking objects on high-speed roads, Table 1 shows that
our tracker still has room for improvement. For example,
visual appearance information could improve the target-
measurement association and reduce clutter measurements.
Similarly, the inclusion of visual information in different
frames could contribute to estimating targets’ initial veloci-
ties.
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