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Event-Triggered Control for Discrete-Time Systems
Using a Positive Systems Approach

Frédéric Mazenc, Michael Malisoff, Corina Barbalata, and Zhong-Ping Jiang

Abstract— We provide an output feedback event-
triggered controller for discrete-time linear systems. We
make novel use of positive systems, interval observers,
an event-triggered state estimator, and triggering times
that are computed from estimator values. This provides
a discrete-time analog of our recent positive systems
approach for continuous-time systems. A key novel
ingredient in our discrete-time event triggers is their use of
vectors of absolute values, instead of the usual Euclidean
norm. We illustrate the benefits of our method using a
model for event-triggered BlueROV2 underwater vehicles.

Index Terms— stabilization, event-triggered.

I. INTRODUCTION

THIS paper continues our use of interval observers
and positive systems to develop event-triggered control

methods for systems where current state measurements may
not be available; see [13]–[16]. The work [14] covered time
invariant continuous-time linear systems. It was extended to
linear time-varying continuous-time systems with uncertainties
and outputs in [15]. Then, [13] and [16] provided continuous-
time extensions of [14] under input and state delays. Here,
we provide output feedback stabilization results for linear
discrete-time systems with outputs.

Event-triggered control has the advantage that it can reduce
computational burdens of implementing feedback controls, by
only changing control values when a significant event occurs.
This motivated significant research; see [3], [5], [7], [11],
and [17]. Although computing methods can make it easier
to recompute control values, the increasing use of shared
networks strongly motivates reducing the frequency of control
computations, to take computation, communication, or energy
constraints into account [5]. During the same time, many
works studied positive systems, which are systems for which
the nonnegative orthant is positively invariant; see [10] for
a general definition of positive systems. A key technique in
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the positive systems literature is interval observers, which
produce intervals containing values of unknown states when
the inequalities are interpreted to be componentwise; see [12].
Control theory based on interval observers and positive sys-
tems led to significant novel methods in aerospace engineering,
mathematical biology, and other applications.

This motivates the event-triggered controls with outputs
in this paper, which we believe are the first use of positive
systems and interval observers for event-triggered control of
discrete-time systems. The problems in this work cannot be
solved by discretizing continuous-time event-triggered works
(e.g., [14]), because of the continuous-time measurements in
the event triggering rule in works like [14]. Instead, we use
interval observer and positive systems methods for discrete-
time systems, using new synergies of small-gain methods [6]
and discrete-time systems [4], to prove input-to-state stability
(or ISS). A key novel feature is our use of vectors of absolute
values instead of standard Euclidean norms; see Section IV.

However, our stability proof uses interval observers for
comparison systems, and so is inspired by works such as
[12] insofar that it uses linear Lyapunov functions. One of
the positive systems is the dynamics for (X̄,−X) where X̄
and X are the upper and lower bounds for the observer state in
the interval observer, respectively. The negative sign in front
of the X will be required in order to produce dynamics with
nonnegative coefficient matrices. On the other hand, our event-
triggered controlled closed loop systems are not assumed to be,
or transformed into, positive systems. Instead, we transform
interval observers into positive systems. Hence, our work
is not overlapping with notable works such as [1] and [9]
on estimating reachability sets for (not necessarily positive)
dynamics that are transformed into systems that are positive.
Also, [1], [9], and [12] made no use of event-triggering. Hence,
this work has the potential to reduce the computational burden
as compared with discrete-time controls that are not event
triggered. After stating and proving our theorem in Section III,
Section IV has an application to a model of the BlueROV2
underwater vehicle that can be used for environmental surveys.
This illustrates a benefit of our work in a example that is of
compelling interest in robotics.

II. PRELIMINARIES

We review notation that we also used in continuous-time
cases in [14]. The dimensions of our Euclidean spaces are
arbitrary unless we indicate otherwise. We omit arguments
of functions when no confusion would arise. We set Z0 =
{0, 1, 2, ...}. For a matrix G = [gij ] ∈ Rr×s, we set |G| =



[|gij |], so the entries of |G| are the absolute values of the
corresponding entries gij of the matrix G. We also set G+ =
[max{gij , 0}] and G− = G+ − G. For a bounded sequence
Mk ∈ Rr×s where Mk has (i, j) entry mijk for i = 1, . . . , r
and j = 1, . . . , s, we define the matrix supk |Mk| to be the
matrix whose (i, j) entry is sij where sij = supk |mijk| for
i = 1, . . . , r and j = 1, . . . , s. A square matrix is called Schur
stable provided all of its eigenvalues are inside the open unit
disk in the complex plane. For matrices D = [dij ] and E =
[eij ] of the same size, we write D < E (resp., D ≤ E)
provided dij < eij (resp., dij ≤ eij) for all i and j. We
then also use D 
 E to mean that there is a pair (i, j) such
that dij > eij . We adopt similar notation for vectors. We
then call a matrix S positive (resp., nonnegative) provided
0 < S (resp., 0 ≤ S), where 0 is the zero matrix. We also use
standard notions of input-to-state stability (or ISS) for discrete-
time systems [8]. We use || · || to denote the usual Euclidean
norm. Also, I is the identity matrix. We consider the system{

Xk+1 = (A+ δAk )Xk + (B + δBk )uk + δDk
Yk = CXk

(1)

where the sequence Xk of state vectors is valued in Rn, the
input sequence uk is valued in Rp, Yk ∈ Rm are the measured
variables, A ∈ Rn×n, B ∈ Rn×p, and C ∈ Rm×n are known
constant matrices, the unknown sequences δAk ∈ Rn×n and
δBk ∈ Rn×p represent model uncertainty, and the unknown
sequence δDk ∈ Rn represents a disturbance. The uncertainties
δA and δB represent uncertain model parameters, which are
prevalent in underwater marine robotics. We assume:

Assumption 1: There is a matrix K ∈ Rp×n such that

H = A+BK (2)

is nonnegative.
Assumption 2: There is a matrix Γ ∈ Rn×n such that Γ > 0

and such that the matrix

H + |BK|Γ (3)

is Schur stable.
Assumption 3: The pair (A,C) is observable.
Assumptions 1-2 are not restrictive, insofar that they can

be satisfied after a change of coordinates under standard
controllability conditions on the pair (A,B), as follows.

When a pair (Aa, Ba) is controllable, we can choose a
matrix Ka such that Aa+BaKa is Schur stable, having distinct
real eigenvalues on the interval (0, 1). This follows from the
Pole Shifting Theorem (e.g., [19, p.186]), which ensures that
for any complex values λ1, . . . , λn and any controllable pair
(Aa, Ba) ∈ Rn×n×Rn×p, we can construct a matrix Ka such
that these λi’s form the set of all eigenvalues of Aa +BaKa.
Then, there is a P ∈ Rn×n such that P (Aa + BaKa)P−1

is both Schur stable and nonnegative (by diagonalizing Aa +
BaKa). Hence, if we consider Zk+1 = AaZk + Bau + δa,k,
then the change of coordinates Xk = PZk gives

Xk+1 = AXk +Bu+ Pδa,k (4)

with A = PAaP
−1 and B = PBa. Then, in this case, (4)

satisfies Assumptions 1-2, because K = KaP
−1 gives A +

BK = PAaP
−1+PBaKaP

−1 = P (Aa+BaKa)P−1 which

is Schur stable and nonnegative, and because when a matrix
H ≥ 0 is Schur stable, there always exists a positive matrix
Γ > 0 such that H + |BK|Γ is Schur stable and nonnegative.
This follows because the continuity of eigenvalues as functions
of the entries of a matrix ensures that, if all eigenvalues of
H are in the open unit circle in the complex plane, then the
same is true for H + E when E ∈ Rn×n has small enough
entries, and because we can choose the entries of Γ to be small
enough so that E = |BK|Γ has small enough entries. Hence,
we can find our required K by combining the Pole-Shifting
Theorem with a similarity transformation. Nonnegativity of H
is essential for showing that our interval observers provide the
required bounds for proving our exponential stability theorem.
However, we will not assume that H is Schur stable.

Assumption 2 ensures that there are a positive vector V ∈
Rn and a constant p ∈ (0, 1) such that

V >(H + |BK|Γ) ≤ pV > (5)

holds; see [4, Lemma 2.7, p.79]. By the same reasoning,
Assumption 3 provides a matrix L ∈ Rn×m and an invertible
matrix Q ∈ Rn×n such that, with the choices

R = A+ LC and QRQ−1 = M, (6)

the matrix R is Schur stable and M ≥ 0. Since M ≥ 0 is
Schur stable, we can again apply [4, Lemma 2.7] to find a
vector W > 0 in Rn and a constant q ∈ (0, 1) such that

W>M ≤ qW>. (7)

We fix K, L, Γ, p, q, V , and W satisfying the preceding
requirements. Then in terms of the sequence

Mk = |Q(δAk + δBkK)|+ |QδBkK|Γ, (8)

our last assumption is:
Assumption 4: The inequalities

sup
k
W>

(
M +

∣∣QδAk Q−1
∣∣) ≤ qW> and∣∣∣∣V >|LC| |Q−1|

∣∣∣∣ supk
∣∣∣∣W>Mk

∣∣∣∣ < 1
(9)

are satisfied.
Assumption 4 holds when the suprema of the sequences δAk
and δBk are small enough. For instance, since |QδAk Q−1| ≤
||QδAk Q−1||1n×n ≤ ||Q|| ||Q−1|| ||δAk ||1n×n, and ||Mk|| ≤
M∗max{||δAk ||, δBk ||} hold for all k when we choose M∗ =
||Q||(1 + ||K||+ |||K|Γ||) and when we define 1r×s ∈ Rr×s
to be the matrix each of whose entries is 1, a set of sufficient
conditions for Assumption 4 to hold is that

||δAk ||11×n ≤ W>(qI−M)
n||W || ||Q|| ||Q−1|| and

max{||δAk ||, δBk ||} < 1
M∗||W || ||V >|LC| |Q−1| ||

(10)

hold for all k, when the denominators in (10) are nonzero.

III. MAIN THEOREM

A. Statement of Result and Remarks
We next provide our interval observer based output feedback

control theorem. A key novel feature is its event trigger rule,
which is expressed using vectors of absolute values instead of
the standard Euclidean norm.



Theorem 1: Let Assumptions 1-4 hold, and K, L, and Γ
satisfy the requirements of Section II. Consider the system{

Xk+1 = (A+ δAk )Xk + (B + δBk )KX̂σ(k) + δDk
X̂k+1 = AX̂k +BKX̂σ(k) + L[CX̂k − Yk]

(11)

where σ : Z0 → Z0 is defined by the event trigger rule

σ(0) = 0

σ(j + 1) = j + 1 if |X̂j+1 − X̂σ(j)| � Γ|X̂j+1|
σ(j + 1) = σ(j) if |X̂j+1 − X̂σ(j)| ≤ Γ|X̂j+1|.

(12)

Then (11) is globally exponentially ISS to 0 on R2n with
respect to δD.

Remark 1: Theorem 1 uses uk = KX̂σ(k), where (12) can
be equivalently defined in the following recursive way. Setting
σ(0) = 0, we check whether |X̂1 − X̂σ(0)| ≤ Γ|X̂1| holds. If
it holds, then we set σ(1) = σ(0) = 0 and no change in the
control value is made at time k = 1; otherwise, we set σ(1) =
1 and we update the control value to u1 = KX̂σ(1) = KX̂1.
Then, we repeat this process with j = 0 replaced by j = 1,
and argue inductively to define the control values and σ(j) for
all j ≥ 0. The motivation for defining σ in this way is that it
will ensure that |X̂j − X̂σ(j)| ≤ Γ|X̂j | holds for all j ∈ Z0,
as we will show in our proof of the theorem. See Remark
2 for discussions on global exponential ISS, and the special
case where X is available for measurement. See also the end
of the proof of our theorem, for an approach that can be used
to find comparison functions for the ISS estimate, which show
how to explicitly treat the uncertainties δD.

B. Proof of Theorem
The proof has three parts. First, we build interval observers

for X̂k and QX̃k, where X̃k = Xk−X̂k and Q is from Section
II. In the second part, we provide stability analyses for both
interval observers. In the third part, we combine the stability
analyses to prove the ISS conclusion. First note that direct
calculations give X̃k+1 = AXk − AX̂k − L[CX̂k − CXk] +
δ]k = RX̃k + δ]k where δ]k = δAk Xk + δBkKX̂σ(k) + δDk , and
R = A+ LC as before. Therefore, with the notation

ŵk = X̂σ(k) − X̂k and

δEk = (δAk + δBkK)X̂k + δBkKŵk + δAk X̃k + δDk
(13)

and H = A+BK as defined before, we obtain the dynamics{
X̂k+1 = HX̂k +BKŵk − LCX̃k

X̃k+1 = RX̃k + δEk .
(14)

First Part: We first introduce the interval observer
X̂k+1 = HX̂k + (BK)+ŵ+

k + (BK)−ŵ−k
+ (−LCX̃k)−

X̂k+1 = HX̂k − (BK)+ŵ−k − (BK)−ŵ+
k

− (−LCX̃k)+

(15)

where for any k0 ∈ Z0, we choose initial conditions satisfying

X̂k0
≤ X̂k0 ≤ X̂k0 , X̂k0

≤ 0, and X̂k0 ≥ 0. (16)

We next prove that for all k ≥ k0, we have

X̂k ≤ X̂k ≤ X̂k, X̂k ≥ 0, and X̂k ≤ 0. (17)

To this end, notice that since H is nonnegative, and
since (BK)+ŵ+

k + (BK)−ŵ−k + (−LCX̃k)− ≥ 0 and
−(BK)+ŵ−k − (BK)−ŵ+

k − (−LCX̃k)+ ≤ 0 hold for all
k ≥ k0, we straightforwardly deduce that

X̂k ≤ 0 and X̂k ≥ 0 for all k ≥ k0, (18)

e.g., by induction on k. This makes essential use of the
nonnegativity of H . In particular, the Schur stability property
of H is not sufficient.

Also, the X̂k dynamics in (14) can be rewritten as

X̂k+1 = HX̂k+(BK)+ŵ+
k +(BK)−ŵ−k −(BK)+ŵ−k

−(BK)−ŵ+
k − (−LCX̃k)+ + (−LCX̃k)−.

(19)

By combining (15) and (19), we get
X̂k+1 − X̂k+1 = H(X̂k − X̂k) + (−LCX̃k)+

+ (BK)+ŵ−k +(BK)−ŵ+
k

X̂k+1 − X̂k+1 = H(X̂k − X̂k) + (−LCX̃k)−

+ (BK)+ŵ+
k +(BK)−ŵ−k

(20)

Since H ≥ 0, (BK)+ŵ−k + (BK)−ŵ+
k + (−LCX̃k)+ ≥ 0,

and (BK)+ŵ+
k + (BK)−ŵ−k + (−LCX̃k)− ≥ 0 all hold for

all k ≥ k0, one can prove by induction that

X̂k − X̂k ≥ 0 and X̂k − X̂k ≥ 0 (21)

for all k ≥ k0, which proves the first two inequalities of (17),
and which also uses the nonnegativity of H in an essential
way. Hence, (17) holds for all k ≥ k0, by (18).

To derive our interval observer for QX̃k, first note that
(14) and the formula Q−1MQ = R from (6) give QX̃k+1 =
MQX̃k +QδEk . We now introduce the interval observer

ξk+1 = Mξk + (QδEk )−, ξ
k+1

= Mξ
k
− (QδEk )+ (22)

with the initial conditions

ξk0 = (QX̃k0)+ and ξ
k0

= −(QX̃k0)−. (23)

Since M ≥ 0, we can argue as we did for (15) (with X̂k

replaced by ξk, H replaced by M , ŵk replaced by 0, and
−LCX̃k replaced by QδEk ) to prove that

ξ
k
≤ QX̃k ≤ ξk, ξk ≤ 0, and ξk ≥ 0 (24)

for all k ≥ k0.
Second Part: Stability Analysis for Interval Observers (15)

and (22). Using (15), elementary calculations give

X̂k+1−X̂k+1 = H
(
X̂k − X̂k

)
+ (BK)+ŵ+

k + (BK)+ŵ−k
+ (BK)−ŵ−k +(BK)−ŵ+

k

+ (−LCX̃k)++(−LCX̃k)−

= H
(
X̂k−X̂k

)
+|BK||ŵk|+|LCX̃k|.

(25)

Here and in the sequel, all equalities and inequalities should be
understood to hold for all k ≥ k0 unless otherwise indicated.
Also, by separately considering the cases σ(k) = k and
σ(k) 6= k, we can use (12) (with the choice j = k − 1)
to conclude that the variable ŵk defined in (13) satisfies

|ŵk| ≤ Γ|X̂k| (26)



for all k ≥ k0. By left multiplying (25) by V >, this gives

V >
(
X̂k+1 − X̂k+1

)
≤ V >H

(
X̂k − X̂k

)
+V >|BK|Γ|X̂k|+V >|LCX̃k|.

(27)

Therefore, it follows from (17) and (5) that

V >
(
X̂k+1 − X̂k+1

)
≤ V >(H + |BK|Γ)

(
X̂k − X̂k

)
+V >|LCX̃k|

≤ pV >
(
X̂k − X̂k

)
+ V >|LC||X̃k|

≤ pV >
(
X̂k − X̂k

)
+ V >|LC||Q−1||QX̃k|,

(28)

because |X̂k| ≤ X̂k − X̂k. Since (24) gives |QX̃k| ≤ ξk − ξk
for all k ≥ k0, we can use (28) to get

V >
(
X̂k+1 − X̂k+1

)
≤ pV >

(
X̂k − X̂k

)
+V >|LC||Q−1|(ξk − ξk),

(29)

which is our desired estimate for the first interval observer.
To obtain our stability estimate for the second interval

observer (22), notice that (22) gives

ξk+1 − ξk+1
= M(ξk − ξk) + |QδEk |. (30)

Also, since our conditions (17) and (24) give |X̂k| ≤ ¯̂
Xk−X̂k

and |QX̃k| ≤ ξ̄k − ξk for all k ≥ k0, we can combine (13),
(17), and (26) to obtain

|QδEk | ≤
(
|Q(δAk +δBkK)|+|QδBkK|Γ

) (
X̂k−X̂k

)
+|QδDk |+ |QδAk Q−1|(ξ̄k − ξk).

(31)

From Assumption 4, it follows from (30)-(31) that

W>(ξk+1 − ξk+1
) = W>M(ξk − ξk) +W>|QδEk |
≤ qW>(ξk − ξk)+W>|QδDk |

+W>Mk

(
X̂k − X̂k

) (32)

for all k ≥ k0, where Mk is from (8).
Third Part. Setting V a(q) = V >q, V B(q) = W>q, qa =

¯̂
X − X̂ , qB = ξ − ξ, γa(s) = ||V >|LC||Q−1|||s, γB(s) =
supk ||W>Mk||s, γD(s) = ||W || ||Q||s, ca = 1 − p, and
cB = 1− q, we can combine (29) and (32) to get

V a(qak+1)− V a(qak) ≤ −caV a(qak) + γa(||qBk ||) and

V B(qBk+1)− V B(qBk ) ≤ −cbV B(qBk ) + γB(||qak ||)
+ γD(||δDk ||)

(33)

for all k ≥ k0. It now follows from the second inequality in (9)
(which implies that the small-gain condition γa ◦ γB(s) < s
holds for all s > 0) and the proof of [6, Theorem 1] that the
dynamics for the joint variable

X] =
(
X̂ − X̂, ξ − ξ

)
(34)

is globally exponentially ISS on Rn with respect to δD. If we
now assume that the initial conditions are

X̂k0 = X̂+
k0

and X̂k0
= −X̂−k0 , (35)

then we can use (17), (23), and (24) to get |X̂k| ≤ ¯̂
Xk − X̂k

and |QX̃k| ≤ ξ̄k − ξk for all k ≥ k0, and

¯̂
Xk0 − X̂k0

= |X̂k0 | and ξ̄k0 − ξk0 = |QX̃k0 |, (36)

and therefore also

||(X̂k, Xk)|| ≤ ||X̂k − X̂k||+ ||X̃k + X̂k||
≤ 2||X̂k − X̂k||+ ||Q−1||||QX̃k||
≤ 2||X̂k − X̂k||+ ||Q−1||||ξ̄k − ξk||
≤ 2 max{2, ||Q−1||}||X]

k||

(37)

for all k ≥ k0 and

||X]
k0
|| ≤ ||X̂k0 ||+ ||QX̃k0 ||
≤ ||X̂k0 ||+ ||Q||(||Xk0 ||+ ||X̂k0 ||)
= (1 + ||Q||)||X̂k0 ||+ ||Q|| ||Xk0 ||
≤ (1 + 2||Q||)||(Xk0 , X̂k0)||

(38)

for all k0 ≥ 0. We can use (37)-(38) to convert the ISS estimate
for X] into the required ISS estimate of the theorem.

Remark 2: The preceding proof shows that in the special
case where the state X is available for measurement, the
theorem remains true if we replace the estimator X̂ by X in the
event trigger. Its global exponential ISS conclusion means that
there are positive constants c1 and c2 such that the following
estimate holds for all solutions of (11), all choices of δA and
δB satisfying Assumption 4, all choices of δD, and all initial
times k0 ∈ Z0: ||(Xk, X̂k)|| ≤ c1e

−c2(k−k0)||(Xk0 , X̂k0)|| +
c1 sup{||δDr || : k0 ≤ r ≤ k} for all k ≥ k0. See also Remark 3
for a comparison with event triggers that instead use the usual
Euclidean norm.

Remark 3: The triggering rule (12) calls for choosing the
event triggering times such that |X̂j − X̂σ(j)| ≤ Γ|X̂j | holds
for all indices j; see (26). Due to our | · | notation, this is
equivalent to requiring that

|X̂j,i−X̂σ(j),i|≤
n∑
k=1

Γik|X̂j,k| for i=1, . . . , n, (39)

where Γ = [Γij ] and X̂r,s is the sth component of X̂r for all
r ∈ Z0 and s = 1, . . . , n. By contrast, if we had instead used
the standard Euclidean norm to define our triggering criterion
(as one would do, e.g., when using quadratic Lyapunov
functions), then we would have selected a constant σ∗ > 0
such that with the σ notation from Theorem 1, we have

||X̂j − X̂σ(j)|| ≤ σ∗||X̂j || (40)

for all j ∈ Z0. To better understand the effects of using vectors
of absolute values in (12) instead of the Euclidean norm in the
event triggers, it is therefore useful to find the largest possible
σ∗ such that the requirement from (39) holds for all X̂ and j
choices such that (40) holds. Let us now show that this largest
value is σ∗ = minij Γij , i.e., the smallest of the entries of the
positive matrix Γ. To this end, first note that with this choice
of σ∗, and for any v and w in Rn such that ||v−w|| ≤ σ∗||v||
and any i ∈ {1, . . . , n}, we can use the subadditivity of the
square root to get

|vi − wi| ≤ ||v − w|| ≤ σ∗||v|| ≤
n∑
k=1

Γik|vk|. (41)



Hence, with this σ∗, the condition from (40) implies (39). Next
choose a pair (p, q) such that σ∗ = Γpq . First consider the case
where p 6= q, and any constant `∗ > σ∗ and the choices of
v ∈ Rn and w ∈ Rn whose components are defined by vi = 1
if i = q and vi = 0 if i 6= q, and by

wi =

 1, if i = q
`∗, if i = p
0, if i 6= p and i 6= q

(42)

for i = 1, . . . , n. With the preceding choices, we have ||v −
w|| = `∗ = `∗||v||. The preceding choices also give

|vp − wp| = `∗ > σ∗ =
n∑
k=1

Γpk|vk| (43)

so the condition from (39) would not be satisfied for the index
i = p. The same reasoning applies in the case where p = q,
by instead defining the components of v and w to be vp = 1,
wp = 1 + `∗, and vi = wi = 0 for all i 6= p. This shows how
the largest (i.e., least conservative) σ∗ we could have allowed
if we had instead used the standard Euclidean norm would
have been σ∗ = minij Γij . In Section IV, we illustrate an
advantage of using our triggers based on vectors of absolute
values instead of using Euclidean norms.

IV. ILLUSTRATION

We consider a dynamics for the control of the depth and
pitch degrees-of-freedom (or DOF) of an autonomous under-
water vehicle (or AUV), e.g., the BlueROV2 vehicle which
is used for environmental surveys such as the study of corals.
The vehicle is assumed to be equipped with a Doppler Velocity
Logger (or DVL) that estimates its velocity. When working
close to the sea floor, the DVL experiences bottom lock, which
makes it impractical to continuously change the control values.
Hence, we design a control system for the depth plane, using
a more practical sample data approach.

As shown in [18, Equation (9.28)], after linearization and
assuming that the vehicle is neutrally buoyant, the linearized
dynamics in the depth plane are given by

(m−Xẇ(t))ẇ(t)− (mxg + Zq̇)q̇(t)

−Zww(t)− (mU(t) + zq)q(t) = ZγsuZ
and (mxg +Mẇ(t))ẇ(t) + (Iyy −Mq̇)q̇(t)

−Mww(t) + (mxgU −Mq)q(t)−Mθθ = MγsuM

(44)

whose parameters were experimentally computed and pre-
sented in [18]. We assume that the surge nominal velocity
is U = 0.1m/s. The states are the depth and pitch velocity
x = [w, q]> and the control inputs uZ and uM represent the
force and moment required to produce motion of the vehicle.
With the parameter values and controller from [18], the system
(44) has the form ẋ(t) = Fx(t) +Gu with

F =

[
−0.17742 −0.3027

0.5394 −1.4685

]
and G=

[
−0.2063

−0.7629

]
. (45)

Assuming that the control is piecewise constant with a constant
sample rate s̄, we now convert the dynamics into a discrete-
time system of the form Zk+1 = AaZk +Bau with

Aa = es̄F and Ba =
∫ s̄

0
eF (s̄−`)d`G, (46)

by using a variation of parameters on [is̄, (i+1)s̄) for each i ∈
Z0 with a constant control on each interval. This conversion
to a discrete time system is strongly motivated by the fact that
when implementing robotic controllers using the Robotic Op-
erating System (ROS) for any robot, the implementation must
be done in discrete time. It also illustrates the applicability of
our method to continuous time plants, after a discretization.

We next show how the assumptions of Theorem 1 can be
satisfied after a change of coordinates, where we first assume
that C = [1, 0]. We choose s̄ = 0.5, and a matrix Ka such that
Ha = Aa+BaKa has the eigenvalues 0.25 and 0.5 to get the
required Schur stability condition on Ha, using the command
StateFeedbackGains in Mathematica. Then we diagonalize
Ha to obtain a new matrix P (Aa + BaKa)P−1 = H that is
Schur stable and nonnegative. Then, with A = PAaP

−1, B =
PBa, V = W = [1, 2]>, all entries of Γ being 0.25, p = 0.95,
q = 0.94, L = −[1.5, 0]>, K = [−0.0529002,−0.920342],
and Q = I , the requirements of Theorem 1 all hold when the
suprema of the uncertainties δAk and δBk are small enough to
satisfy (9) from Assumption 4. For instance, for the constant
matrices δAk = [dAij ] with dA12 = c∗ for some constant c∗ > 0
and all other entries of the δAk ’s being zero and δBk = c∗[1, 1]>

for all k, Assumption 4 is satisfied for all c∗ ∈ [0, 0.085].
Moreover, we found that our use of vectors of absolute

values in our triggering rule (12) instead of the usual norm had
the desired benefit of reducing the number of triggering times
in our numerical experiments. For instance, in the special case
where the entire state is available for measurement, and with
the initial state X0 = [1,−2]> and the constant perturbation
δDk = [0.2, 0.1]> and the time horizon [0, 5] (with A, B,
K, Γ, and s̄ chosen as in the previous paragraphs, and with
δA and δB both being zero), our event trigger (12) (with X̂
replaced by X in (12)) produced σ(1) = 1, σ(2) = 2, and
σ(3) = σ(4) = σ(5) = 2 and therefore only 2 triggering
times for the preceding underwater dynamics. This compares
favorably with standard zero-order hold controls which would
have required 5 changes of control values on this time horizon.
On the other hand, the corresponding standard event triggering
criterion ||Xj − Xσ(j)|| ≤ σ∗||Xj || based on the usual
Euclidean norm, with σ∗ = 0.25 being the smallest element
of Γ (and all other parameters the same as in the preceding
paragraph), produced 3 event trigger times on the interval
[0, 5]. This illustrates the reduction in computational burden
from our novel event trigger (12). In this example, we ended
at time k = 5 because ||X(k)|| remained below 0.1 after time
k = 5 with both triggers, while subjected to the preceding
constant external disturbance, so k = 5 was a settling time.

We also found that the event triggers from our theorem
provided fewer control recomputation times ti (as compared
with the event-trigger ||X̂j−X̂σ(j)|| ≤ σ∗||X̂j || with σ∗ being
the smallest entry of Γ that is based on the usual Euclidean
norm) in cases where C = [1, 0], i.e., when only the first
component is available for measurement. We illustrate this
point in Fig. 1, which shows our MATLAB simulations for the
depth-pitch controller of the AUV using the positive system
approach from our theorem. Our figure shows the results
for three different cases for the initial states, and with the
uncertainties δA, δB, and δD taken to be zero.



Fig. 1. Depth-pitch control simulation results

Our simulations in Fig. 1 used the K and L from the
preceding paragraphs, and the choice

Γ =

[
0.015 0.045
0.15 0.15

]
, (47)

which satisfied the requirements of Theorem 1 with the
preceding choices of K and L. For our simulations for the time
horizon of [0, 10] seconds, the event trigger from Theorem 1
produced an average of 8 trigger times ti. By contrast, using
the standard Euclidean norm in the event trigger as in Remark
3 with the same initial conditions, over the same time horizon
and with σ∗ = 0.015 being the smallest element of Γ, the
event triggered an average of 12 times in our simulations. The
settling times from using our event triggers from Theorem 1
and from using the one based on the Euclidean norm, and from
using periodic sampling with period 1, were similar. Since the
control from Theorem 1 resulted in a 33% average reduction in
the number of triggering times without increasing the settling
times, this helps illustrate the potential benefits of our method
for reducing the numbers of control recomputation times.

Fig. 2. Depth-pitch control simulations for large uncertainties

We found similar reductions in the numbers of event trigger
times under larger uncertainties, for many uncertainty values.
For instance, in Fig. 2, we present MATLAB simulations using
the same parameter values we used for Fig. 1, except under
larger uncertainties δA and δB in the state and input matrices.
The uncertainty was modeled using a Gaussian representation,
with a standard deviation of 0.25. The event was triggered
14 times using the control from Theorem 1, while with the
standard 2-norm, it was triggered 19 times. Even under these
large uncertainties, the system stabilizes, although oscillations
are present. We also found that the settling times and oscilla-
tions using the controls from Theorem 1 were similar to what
we obtained from instead using periodic controls (i.e., control
recomputations at the each time k). Moreover, although the
controls from Theorem 1 produced trigger times even in the

absence of disturbances, and so do not satisfy the consistency
condition from works such as [2], our novel event triggers
provide benefits by reducing triggering instances.

V. CONCLUSION

We used interval observer and positive systems methods to
prove global exponential ISS of event-triggered output feed-
back controlled linear discrete-time systems. A key feature was
our new class of discrete-time event triggers, using matrices
of absolute values instead of the usual Euclidean norm. We
illustrated the benefits of using our approach, in an example
that has implications for underwater environmental surveys. In
future work, we aim to prove generalizations to time-varying
systems with state, input, or sensor delays.
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