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Vector Extensions of Halanay’s Inequality
Frédéric Mazenc Michael Malisoff Miroslav Krstic

Abstract—We provide two extensions of Halanay’s in-
equality, where the scalar function in the usual Halanay’s
inequality is replaced by a vector valued function, under a
Metzler condition. We provide an easily checked necessary
and sufficient condition for asymptotic convergence of the
function to the zero vector in the time invariant case. For
time-varying cases, we provide a sufficient condition for this
convergence, which can be easily checked when the systems
are periodic. We illustrate our results in cases that are beyond
the scope of prior asymptotic stability results.

Index Terms—Delay, stability, interval observer

I. INTRODUCTION

Halanay’s inequality is an efficient stability analy-
sis tool, especially for systems with time-varying and
poorly known delays, because for such cases, no general
Lyapunov-Krasovskii functional construction is available
in general. This celebrated inequality has the form

v̇(t) ≤ −av(t) + b sup
`∈[t−τ,t]

v(`) (1)

where a > 0, b ≥ 0 and τ ≥ 0 are constants and v :
[−τ,+∞) → [0,+∞) is a scalar function of class C1.
The usual Halanay’s inequality result [8] is the following:
if a > b, then v(t) exponentially converges to zero as
t → +∞. In addition to our works [16] and [17] that
relax the requirement that the decay rate a is strictly larger
than the gain b, several other extensions of this result are
available in the literature e.g., in [6], [20], [23], and [24].
Time-varying versions have been studied in [2] and [15].

The fact that v in (1) is scalar valued is a limitation,
because when one analyzes a system with delay, such
a function may not be available, but functions vi :
[−τ,+∞) → [0,+∞) of class C1 and a Metzler matrix
M , and a matrix P with all positive entries, such that v̇1(t)

...
v̇n(t)

 ≤M
 v1(t)

...
vn(t)

+P


sup

l∈[t−τ,t]
v1(l)

...
sup

l∈[t−τ,t]
vn(l)

 (2)
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for all t ≥ 0 may be available, where the inequality in
(2) is componentwise. Using (2) to obtain a scalar valued
function v satisfying the requirements of Halanay’s theory
does not seem to be possible in general.

These remarks motivate this paper which continues our
search for generalized or relaxed versions of Halanay’s
inequality, which we began in [16] and [17]. While [16]
provided less restrictive versions of Halanay’s inequality
where the gain in the overshoot term can exceed the
decay rate including applications to systems with scarce
arbitrarily long sample intervals, and while [17] covered
sampled cases that were beyond the scope of earlier
Halanay’s inequality formulations such as [16], here we
pursue a very different direction, where the usual scalar
decaying function in Halanay’s inequality is replaced by a
vector valued function. This provides an analog to vector
Lyapunov function results that is applicable to stabilization
problems that were beyond the scope of earlier Razu-
mikhin function or diagonal stability based methods; see
[10], [22], and [26] for vector Lyapunov functions and
[5] for input-to-state stability (or ISS) for interconnected
systems via combinations of Lyapunov functions, or under
small gain conditions that we do not require here.

We propose two extensions of Halanay’s result in the
case where vector Halanay’s inequalities are satisfied.
First, we consider a vector and time invariant version of
this inequality. In Section II, we provide an easily checked
necessary and sufficient conditions for the convergence of
the vi’s to zero as time converges to +∞. Second, we
propose sufficient conditions for this convergence, for a
vector and time-varying version of Halanay’s inequality,
in Section III. We prove the results using ideas for Metzler
matrices and cooperative systems, e.g., from [4] and [7].
Then in Section IV, we provide three examples that
illustrate how our results add value to the literature.

We use standard notation, which is simplified when
no confusion would arise, where the dimensions of our
Euclidean spaces are arbitrary unless otherwise noted. The
standard Euclidean norm and induced matrix norm are
denoted by | · |, and | · |∞ is the usual sup norm. We define
Ξt by Ξt(s) = Ξ(t + s) for all Ξ, s ≤ 0, and t ≥ 0 for
which t+s is in the domain of Ξ, N = {1, 2, . . . , }, and b·c
denotes the floor function. For matrices M ∈ Rn×p and
N ∈ Rn×p with entries mi,j and ni,j in row i and column
j respectively, we writeM≤ N when mi,j ≤ ni,j for all
i ∈ {1, ..., n} an j ∈ {1, ..., p}, and similarly for < and
for vectors. A matrix is called nonnegative (resp., positive)
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provided all of its entries are nonnegative (resp., positive).
A matrix is called Metzler provided its off diagonal entries
are nonnegative, and I is the identity matrix. A continuous
linear system of the form Ξ̇(t) = L(t)Ξt having a delay
that is bounded above by a constant τ̄ > 0 is called
cooperative provided for each initial function satisfying
Ξ(t) ≥ 0 for all t ∈ [−τ̄ , 0], the corresponding solution
satisfies Ξ(t) ≥ 0 for all t ≥ 0. We also use the n-fold
product notation [0,+∞)n = [0,+∞) × . . . [0,+∞) and
usual definitions and properties for state transition matrices
(i.e., fundamental solutions) from [25, Appendix C.4].

II. TIME INVARIANT CASE

A. Statement of Result and Remarks

Let M ∈ Rn×n be a Metzler and Hurwitz matrix and
P ∈ Rn×n be a nonnegative matrix. Let τ > 0 be a
constant and V : [−τ,+∞)→ [0,+∞)n be C1 and

V̇ (t) = MV (t) + PS(Vt) (3)

hold for all t ≥ 0, where V = (v1 ... vn)> and

S(Vt) = sup
l∈[t−τ,t]

V (l), (4)

and where

sup
l∈[t−τ,t]

V (l) =

[
sup

l∈[t−τ,t]
v1(l) . . . sup

l∈[t−τ,t]
vn(l)

]>
, (5)

where vi is the ith component of V for each i, and
similarly for vector valued functions W below. We prove:

Theorem 1. All C1 solutions V : [−τ,+∞)→ [0,+∞)n

of (3) converge exponentially to the origin as t→ +∞ if
and only if M + P is Hurwitz.

Remark 1. One can prove that if M+P is Hurwitz, then
a C1 function V : [−τ,+∞)→ [0,+∞)n such that

V̇ (t) ≤MV (t) + PS(Vt) (6)

holds for all t ≥ 0 converges to 0 as t→ +∞. This can be
proved by the following variant of the usual comparison
principle. Consider a function W such that

Ẇ (t) = MW (t) + PS(Wt) (7)

with S(W0) > S(V0), and suppose there were a tc > 0
such that W (t) > V (t) for all t ∈ [0, tc) and such that
there is a i ∈ {1, ..., n} such that vi(tc) = wi(tc). Then

V (tc) ≤ eMtcV (0) +
∫ tc

0
eM(tc−`)PS(V`)d` and

W (tc) = eMtcW (0) +
∫ tc

0
eM(tc−`)PS(W`)d`,

(8)

where we used the fact that the Metzler property of M
implies that eMs ≥ 0 for all s ≥ 0 [11].

If we subtract the equality in (8) from the inequality
in (8) and recall that eMs ≥ 0 for all s ≥ 0 (so eMtc

is nonzero and nonnegative) and P ≥ 0, we get the

contradiction V (tc) < W (tc). Hence, W (t) > V (t) for
all t ≥ 0, and Theorem 1 ensures that W (t) exponentially
converges to 0 as t→ +∞. Hence, since V is nonnegative
valued, V (t) also exponentially converges to 0 as t→+∞.

Remark 2. We can use Theorem 1 to find novel sufficient
conditions for the origin to be a globally exponential stable
equilibrium on Rn for systems of the form

Ẋ(t) = AX(t) +
p∑
i=1

BiX(t− τi(t)) (9)

with multiple bounded delays τi for any integer p ≥ 1,
including cases where A is not required to be Metzler and
the Bi’s might not be nonnegative; see Section IV-B.

We can rewrite (3) in the form V̇ (t) = MV (t) +
P [v1(t − τ1(t)), . . . , vn(t − τn(t))]> with time-varying
delays τi, which is reminiscent of but beyond the scope of
[19, Theorem 4.1], because [19] was confined to constant
delays. Thus, no extension of [19, Theorem 4.1] to (9) is
possible. When M is not Metzler or P is not nonnegative,
then the nonnegative orthant is not positively invariant for
(3), and this motivates our conditions on M and P .

B. Proof of Theorem 1

First Part: Necessity. We prove that if M + P is not
Hurwitz, then the asymptotic convergence condition of the
theorem does not hold. To this end, notice that if M + P
were not Hurwitz, then the system

Ẋ(t) = (M + P )X(t) (10)

with X = (x1, . . . , xn)> is not exponentially stable.
Consider a solution V : [−τ,+∞) → [0,+∞)n of (3)
such that vi(r) = 2 for all i ∈ {1, ..., n} and r ∈ [−τ, 0]
and the solution X of (10) with the initial condition
X(0) = (1, ..., 1)>. Then X(t) ≥ 0 for all t ≥ 0, because
M + P is Metzler; see [11, Lemma 1]. We prove that

V (t) > X(t) (11)

for all t ≥ 0 by proceeding by contradiction.
Let us assume there is a te > 0 such that V (t) > X(t)

for all t ∈ [0, te) and that there is i ∈ {1, ..., n} such that
vi(te) = xi(te). By integrating, we obtain

V (te) = eMteV (0) +
∫ te

0
eM(te−`)PS(V`)d` and

X(te) = eMteX(0) +
∫ te

0
eM(te−`)PX(`)d`.

(12)

As in Remark 1, it follows that V (te) > X(te) because M
is Metzler. This yields a contradiction. Since X(t) does
not converge to 0 as t→ +∞ and is nonnegative valued,
it follows from (11) that V (t) also does not exponentially
converge to zero. This proves the necessity of Hurwitzness
of M + P for the convergence condition in Theorem 1.

Second Part. Sufficiency. We show that if (3) is such
that M + P is Hurwitz, then the convergence conclusion
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of Theorem 1 holds. To this end, we introduce the function
W (t) = e−MtV (t) for all t ≥ 0. Then (3) gives

Ẇ (t) = e−MtPS(Vt). (13)

By integrating (13) on [t − h, t] for any t ≥ h + τ and
h > 0, we obtain

e−MtV (t) = eM(h−t)V (t− h)

+
∫ t
t−h e

−M`PS(V`)d`
(14)

which gives

V (t) = eMhV (t− h)+
∫ t
t−he

M(t−`)PS(V`)d`. (15)

For all ` ≤ t, the matrix eM(t−`)P is nonnegative, because
P ≥ 0 and M is Metzler; see, e.g., [11, Lemma 1]. Hence,

V (t) ≤ eMhV (t−h)+
∫ t
t−he

M(t−`)Pd`Sh+τ (Vt)

= eMhV (t−h)+M−1
(
eMh−I

)
PSh+τ (Vt),

(16)

where Sh+τ (Vt) = sup`∈[t−h−τ,t] V (`). Thus,

V (t) ≤
(
eMh +M−1eMhP +R

)
Sh+τ (Vt) (17)

with
R = −M−1P. (18)

By Lemma 1 in the appendix below, the matrix R is
nonnegative and Schur stable. Hence we can find a real
value µ > 0 such that R+µH is Schur stable and positive
where H is the constant n×n matrix each of whose entries
is 1 (because of the continuity of eigenvalues of a matrix
as a function of the entries of the matrix). Also, since M is
Hurwitz, it follows that limh→+∞ |eMh| = 0. Hence, since
R is Schur stable, there is a constant h? > 0 such that for
all h ≥ h?, the matrix eMh + M−1eMhP + R + µH is
Schur stable and positive. Moreover, (17) is satisfied with
eMh +M−1eMhP +R replaced by eMh +M−1eMhP +
R + µH, since V is nonnegative valued. Then, by the
nonnegativity and Schur property of eMh+M−1eMhP +
R + µH, it follows from the proof of [1, Lemma 1] that
V (t) converges exponentially to zero as t→ +∞.

III. TIME-VARYING CASE

A. Studied Problem

Our main assumption throughout this section is:

Assumption 1. The matrix valued functions M : R →
Rn×n and P : R → Rn×n are bounded piecewise
continuous functions satisfying the following properties:

(i) M(t) is Metzler for all t ∈ R, (ii) P (t) is nonnega-
tive for all t ∈ R, and (iii) the system

Ẋ(t) = M(t)X(t) (19)

is uniformly globally exponentially stable on Rn.

Let Φ be the state transition matrix of M . Note for
later use that, for all s1 ≤ s2, we have Φ(s2, s1) ≥ 0

because M is Metzler (e.g. by [11, Lemma 1]). Also, there
are constants c1 > 0 and c2 > 0 such that |Φ(t, s)r| ≤
c1e
−c2(t−s) when t ≥ s ≥ 0 for all unit vectors r.

B. General Case

We introduce the following assumption:

Assumption 2. There are a constant α > 0 and a Schur
stable matrix R ≥ 0 such that

Φ(t, s) +
∫ t
s

Φ(t, `)P (`)d` ≤ R (20)

for all s ≥ 0 and t ≥ s+ α.

Since M and P are bounded, it follows from the
exponential stability condition on (19) that we can satisfy
Assumption 2 when α > 0 is large enough and |P | is small
enough. Note for later use that since R is nonnegative and
Schur stable, [7, Lemma 2.7, p.79] implies that there are
a vector U > 0 and a constant q ∈ (0, 1) such that

U>R ≤ qU>. (21)

We prove:

Theorem 2. Let Assumptions 1-2 hold. Consider a con-
stant τ > 0 and a vector valued function V : [0,+∞)→
[0,+∞)n of class C1 such that, for all t ≥ 0,

V̇ (t) ≤M(t)V (t) + P (t)S(Vt), (22)

where S(Vt) is defined in (4). Then limt→+∞ V (t) = 0.

Proof. First part. First, let us establish that V (t) is
bounded. By variation of parameters, we obtain

V (t) ≤ Φ(t, s)V (s) +
∫ t
s

Φ(t,m)P (m)S(Vm)dm (23)

when t ≥ s ≥ 0. It follows that

V (t) ≤
[
Φ(t, s)+

∫ t
s
Φ(t,m)P (m)dm

]
sup

`∈[s−τ,t]
V (`). (24)

Assumption 2 ensures that for all t ≥ s+ α,

V (t) ≤ R sup
`∈[s−τ,t]

V (`). (25)

Now, consider t? ≥ 0 and t ≥ t? + α. Then, from (25), it
follows that for all m ∈ [t? + α, t], the inequalities

V (m) ≤ R sup
`∈[t?−τ,m]

V (`) ≤ R sup
`∈[t?−τ,t]

V (`) (26)

are satisfied. It follows that

sup
m∈[t?+α,t]

V (m) ≤ R sup
`∈[t?−τ,t]

V (`). (27)

Therefore

U> sup
m∈[t?+α,t]

V (m) ≤ qU> sup
`∈[t?−τ,t]

V (`) (28)

where U is the vector in (21). Using

sup
`∈[t?−τ,t]

V (`) ≤ sup
`∈[t?−τ,t?+α]

V (`) + sup
`∈[t?+α,t]

V (`) (29)
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it follows from (28) that

U> sup
m∈[t?+α,t]

V (m) ≤ qU> sup
`∈[t?−τ,t?+α]

V (`)

+qU> sup
`∈[t?+α,t]

V (`).
(30)

Since q ∈ (0, 1), this inequality is equivalent to:

U> sup
m∈[t?+α,t]

V (m) ≤ q
1−qU

> sup
`∈[t?−τ,t?+α]

V (`). (31)

It follows that

U>V (t) ≤ q
1−qU

> sup
`∈[t?−τ,t?+α]

V (`). (32)

Hence, since U is a positive vector, V (t) is bounded.
Second part. Let us prove that limt→+∞ V (t) = 0. Let

us introduce the functions

N 1
i (a, b) = sup

m∈[a+α,b]

vi(m) and

N 2
i (a, b) = sup

m∈[a−τ,b]
vi(m),

(33)

for i = 1 to n, having the domains E1 = {(a, b) ∈
[0,+∞)2 : b ≥ a + α} and E2 = {(a, b) ∈ [0,+∞)2 :
b ≥ a} respectively, where we continue using the notation
from Section II-A. We have proved in the first part of the
proof that the functions N j

i are bounded. Moreover, they
are continuous, nonincreasing in their first argument and
nondecreasing in their second argument.

Hence, there are bounded functions Iji (a) such that

lim
b→+∞

N j
i (a, b) = Iji (a) (34)

for j ∈ {1, 2} and i ∈ {1, ...., n}. The functions Iji are
nonincreasing and lower bounded by 0. It follows that
there are contants Iji,∞ ≥ 0 such that

lim
a→+∞

Iji (a) = Iji,∞ (35)

for all j ∈ {1, 2} and i ∈ {1, ...., n}. Now, recall that for
any t? ≥ 0 the inequality (27) is satisfied for all t ≥ t?+α,
which we rewrite as N

1
1 (t?, t)

...
N 1
n(t?, t)

 ≤ R
 N

2
1 (t?, t)

...
N 2
n(t?, t)

 . (36)

It follows that I
1
1 (t?)

...
I1
n(t?)

 ≤ R
 I

2
1 (t?)

...
I2
n(t?)

 . (37)

Since
lim

a→+∞
sup

m∈[a+α,+∞)

vi(m) = I1
i,∞ (38)

and
lim

a→+∞
sup

m∈[a−τ,+∞)

vi(m) = I2
i,∞ (39)

we deduce that I1
i,∞ = I2

i,∞ for all i ∈ {1, ...., n}. Thus,

VI ≤ RVI , (40)

with VI = [I1
1,∞, . . . , I1

n,∞]>, by (37). Hence, U>VI ≤
qU>VI . Since q ∈ (0, 1), it follows that I1

i,∞ = 0 for all
i ∈ {1, ..., n}. Thus lima→+∞ supm∈[a+α,+∞) vi(m) = 0
for each i, so limt→+∞ V (t) = 0. This concludes the
proof.

C. Periodic Case

Consider the particular case where M and P are both
periodic of some period ω > 0; many systems are periodic.
However, one cannot simply apply Floquet theory to
reduce the periodic case to the constant coefficient case
from Theorem 1 because (a) Floquet theory is usually
nonconstructive and (b) the time-varying changes of co-
ordinates from Floquet theory applied to positive systems
do not necessarily yield a positive system. We propose a
stability condition which can be more easily checked than
Assumption 2 in this case. Let us introduce the function

ξ(t) = (I − Φ(t+ ω, t))−1
∫ t
t−ω Φ(t,m)P (m)dm (41)

where the existence of the inverse follows from the expo-
nential stability of (19), because if there were a nonzero
vector z ∈ Rn and a t ≥ 0 such that Φ(t+ω, t)z = z, then
the periodicity and semigroup properties and the global
asymptotic stability of (19) would give the contradiction
z = Φ(t+ω, t)kz = Φ(t+kω, t)z → 0 as k → +∞ with
k ∈ N. We also use the condition:

Condition 1. There is a positive Schur stable matrix B
such that

ξ(t) ≤ B (42)

for all t ∈ [0, ω].

We state and prove the following result:

Corollary 1. Let Assumption 1 hold, with M and P both
periodic with some period ω > 0. Then, Condition 1 is
satisfied if and only if Assumption 2 is satisfied.

Proof. First part. Assume that Assumption 2 is satisfied.
For notational convenience, we use the functions

ζ(t, s) =
∫ t
s

Φ(t,m)P (m)dm and
Λ(t, s) = Φ(t, s) + ζ(t, s).

(43)

Then there are h ∈ N and a Schur stable matrix R ≥ 0
such that

Φ(t, s) + ζ(t, s) ≤ R (44)

for all s ≥ 0 and t ≥ s+ hω.
Consequently, for all t ≥ hω where h is any integer

larger than h, the inequality Φ(t, t−hω)+ζ(t, t−hω) ≤ R
holds. It follows from the semigroup property of Φ that

$(t, h) +
h−1∑
k=0

∫ t−kω
t−(k+1)ω

Φ(t,m)P (m)dm ≤ R (45)
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with $(t, h) = Φ(t, t− ω)h. This equality implies that

H(h, t) ≤ R (46)

with H(h, t) =
∑h−1
k=0

∫ t
t−ω Φ(t, t − kω)Φ(t − kω,m −

kω)P (m)dm, since $(t, h̄) ≥ 0 and again using the
semigroup and periodicity properties. Since the matrix M
is periodic of period ω > 0, (46) is equivalent to

h−1∑
k=0

Φ(t, t− kω)ζ(t, t− ω) ≤ R. (47)

In terms of (41), (47) can be rewritten as

ξ(t) ≤ R+ κ(t, h)ζ(t, t− ω), (48)

where

κ(t, h) = (I − Φ(t+ ω, t))−1 −
h−1∑
k=0

Φ(t, t− kω). (49)

For each ε > 0, there is a hε ∈ N with hε ≥ h such that
for all h4 ≥ hε, we have |κ(t, h4)ζ(t, t− ω)| ≤ ε for all
t ≥ 0; this follows because of the geometric sum formula

+∞∑
k=0

Φ(t+ ω, t)k = (I − Φ(t+ ω, t))−1 (50)

and boundedness of M and P . Hence, Condition 1 holds.
Second part. Let us assume that Condition 1 is satisfied.

Let ε > 0 be a matrix such that B+ε is Schur stable. Since
(19) is uniformly exponentially stable, there is α1 > 0
such that for all t ≥ s+ α1, |Φ(t, s)| ≤ 1

2ε and∫ t−b t−sω cω
s

Φ(t,m)P (m)dm ≤ 1
2ε, (51)

by picking α1 > ω such that sup`∈[−1,1] Φ(t, s + `ω) is
small enough. Thus, if t ≥ s+ α1, then (43) gives

Λ(t, s) ≤
∫ t
t−jω Φ(t,m)P (m)dm+ ε (52)

with j = b t−sω c. We deduce that

Λ(t, s) ≤
j−1∑
k=0

∫ t−kω
t−(k+1)ω

Φ(t,m)P (m)dm+ ε. (53)

Recalling the periodicity of M and P and using the
semigroup property of Φ, it follows that Φ(t, l − kω) =
Φ(t, t − kω)Φ(t − kω, l − kω) = Φ(t, t − kω)Φ(t, l) for
all l ∈ [t− ω, t], and so also

Λ(t, s) ≤
j−1∑
k=0

∫ t
t−ω Φ(t, l − kω)P (l)dl + ε

=
j−1∑
k=0

Φ(t, t− kω)ζ(t, t− ω) + ε.

≤ ξ(t) + ε,

(54)

where the last inequality can be deduced from the def-
inition (41) of ξ, (50), the fact that the partial sums
in (54) form a nondecreasing sequence, the nonnegative
valuedness of ζ, and the fact that the periodicity of M

and the semigroup property of state transition matrices
give Φ(t + ω, t)k = Φ(t, t − ω)k = Φ(t, t − kω) for all
integers k ≥ 0. Hence, for all t ≥ s + α1, we have
Λ(t, s) ≤ ξ(t) + ε ≤ B + ε. Hence, since B + ε is Schur
stable, Assumption 2 is satisfied with R = B + ε.

IV. ILLUSTRATIVE EXAMPLES

A. First Illustration of Time Invariant Case

Consider the n-dimensional dynamics

Ż1(t) = −c1Z1(t) + Z2(t− τ1)

Ż2(t) = −c2Z2(t) + Z3(t− τ2)
...

Żn−1(t) = −cn−1Zn−1(t) + Zn(t− τn−1)

Żn(t) = −cnZn(t) +W (t)

(55)

with the input W , which occurs in [3, Lemma 2] in the
context of stabilization of linear strict-feedback systems
with delayed integrators, where the constants ci and τi are
positive for i = 1, 2, . . . , n − 1 (but the same reasoning
applies if the delays τi and τij in this subsection are
bounded continuous time-varying functions, provided the
upper bound τ in the following analysis is taken to be
a positive constant). We assume that W takes the form
W (t) = d1Z1(t−τn1)+ . . .+dnZn(t−τnn) for constants
τij ≥ 0 and di > 0 for i = 1, 2, . . . , n.

For such a function W , the system (55) is coopera-
tive; see [11, Lemma 1]. Thus, when proving asymptotic
stability properties for (55), we can restrict our attention
to its nonnegative valued solutions. Choosing τ > 0
such that τ > max{τ1, . . . , τn−1, τn1, . . . , τnn}, it fol-
lows that all C1 solutions Z : [−τ,+∞) → [0,+∞)n

of (55) are solutions of (6) in the special case where
M = diag{−c1, . . . ,−cn} is a diagonal matrix having
−ci as its ith main diagonal entry for i = 1, . . . , n and P
is the n× n nonnegative matrix

P =


0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
...

...
...

...
0 0 0 . . . 0 1
d1 d2 d3 . . . dn−1 dn

 . (56)

Then we can find conditions on the ci’s and di’s such that
the corresponding matrix M + P is Hurwitz, to ensure
that all C1 solutions X : [−τ,+∞) → [0,+∞)n of (55)
exponentially converge to the origin as t→ +∞.

For instance, in the special case where n = 2, it
follows from the quadratic formula that M+P is Hurwitz
provided c1 + c2 − d2 > 0 and c1(c2 − d2) > d1. For
n = 3, the Hurwitzness condition on M + P is that
all roots of the characteristic polynomial χM+P (λ) =
λ3 + (c1 + c2 + c3 − d3)λ2 + [c2(c3 − d3) + c1(c3 +
c2−d3)−d2]λ+c1[c2(c3−d3)−d2]−d1 of M+P have
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negative real parts, which is equivalent to the requirements
(c1 + c2 + c3−d3)[c2(c3−d3) + c1(c3 + c2−d3)−d2] >
c1[c2(c3−d3)−d2]−d1 > 0 and c1 +c2 +c3−d3 > 0 (by
the Routh-Hurwitz criterion for third order polynomials).
The preceding conditions can be checked even if there is
uncertainty in the positive values ci or in the nonnegative
values di, under suitable conditions on known intervals
containing these unknown parameter values. Moreover,
we can allow uncertainty in the positive delays τi and
τni (including continuous and time-varying delays), if we
know a bound τ > 0 satisfying our conditions above. This
illustrates how our work applies for delayed linear systems
with uncertain coefficients and uncertain delays.

B. Second Illustration of Time Invariant Case

Consider the system

Ẋ(t) = AX(t) +
p∑
i=1

BiX(t− τi(t)) (57)

for any integer p ≥ 1 with X valued in Rn with constant
matrices A and Bi for i = 1, . . . , p where A is Hurwitz
(but not necessarily Metzler), and where τ̄ > 0 will denote
a known bound on the piecewise continuous delays τi :
[0,+∞) → [0, τ ] for all i. We provide novel conditions
that are independent of the delays τi’s and that ensure
that one can build an interval observer whose existence
implies that (57) is globally exponentially stable to the
origin; see, for instance, [13] for the notion of interval
observer. While more complicated than standard analysis
for linear time invariant systems, our analysis is called for
because of the mildness of the conditions on the delays and
coefficient matrices, which puts this example outside the
scope of existing results for linear time invariant systems.
One key ingredient in our interval observer design will
be the proof of [12, Theorem 2] for Hurwitz matrices A,
which constructs a C1 function Q : [0,+∞) → Rn×n
with a bounded inverse and a constant Metzler matrix M
such that Q̇(t)Q(t)−1 +Q(t)AQ(t)−1 = M for all t ≥ 0.

To build the interval observer, first note that in terms of
any Q that satisfies the requirements from the preceding
paragraph, the new variable Z(t) = Q(t)X(t) satisfies

Ż(t) = MZ(t) +
p∑
i=1

Li(t)Z(t− τi(t)) (58)

for all t ≥ τ̄ , where Li(t) = Q(t)BiQ(t− τi(t))−1 for all
i and t ≥ τ̄ . Next, we introduce the dynamic extension

Ż(t) = MZ(t) +
p∑
i=1

Li(t)
+Z(t− τi(t))

−
p∑
i=1

Li(t)
−Z(t− τi(t))

Ż(t) = MZ(t) +
p∑
i=1

Li(t)
+Z(t− τi(t))

−
p∑
i=1

Li(t)
−Z(t− τi(t))

(59)

where C+ = [max{ci,j , 0}] and C− = C+ − C for all
matrices C = [ci,j ]. The change of coordinates Z‡(t) =
−Z(t) yields

Ż(t) = MZ(t) +
p∑
i=1

Li(t)
+Z(t− τi(t))

+
p∑
i=1

Li(t)
−Z‡(t− τi(t))

Ż‡(t) = MZ‡(t) +
p∑
i=1

Li(t)
+Z‡(t− τi(t))

+
p∑
i=1

Li(t)
−Z(t− τi(t)).

(60)

Since M is Metzler, it follows that (60) is cooperative; this
follows by a variant of the argument from the appendix in
[14], which also explains why global exponential stability
of (60) to the origin follows if all positive valued solutions
of (60) exponentially converge to the origin as t→ +∞.

Thus, we focus on the positive solutions of (60). Let

Z̃(t) = Z(t) + Z‡(t). (61)

Then

˙̃Z(t)=MZ̃(t) +
p∑
i=1

[Li(t)
++Li(t)

−]Z̃(t−τi(t)). (62)

Setting Sτ̄ (Z̃t)=sup`∈[t−τ̄ ,t] Z̃(`) gives

˙̃Z(t) ≤ MZ̃(t) +
p∑
i=1

[Li(t)
+ + Li(t)

−]Sτ̄ (Z̃t)

≤ MZ̃(t) + LSτ̄ (Z̃t)
(63)

where the matrix L ≥ 0 is such that
p∑
i=1

[Li(t)
+ + Li(t)

−] ≤ L (64)

for all t ≥ 0. Hence, if M + L is Hurwitz, then we
can apply Remark 1 to conclude that (62) is globally
exponentially stable to the origin. Since Z and Z‡ are
nonnegative valued, it follows from (61) that (60) is also
globally exponentially stable to the origin, so the origin
of (59) is also a globally exponentially stable equilibrium.

Since Li = L+
i −L

−
i for each i, the reasoning we used

in our proof of cooperativity of (60) shows cooperativity
of the dynamics for (Z+, Z−) = (Z −Z,Z −Z). Hence,
Z(t) ≥ Z(t) ≥ Z(t) for all t ≥ 0 if we choose any initial
functions for Z and Z such that Z(t) ≥ Z(t) ≥ Z(t)
for all t ∈ [−τ̄ , 0]. Therefore, (59) provides an interval
observer for (58) and all the solutions Z(t) exponentially
converge to the origin as t → +∞. The inequality
|X(t)| ≤ |Q(t)−1||Z(t)| for all t ≥ 0 and the boundedness
of Q(t)−1 allow us to conclude that the X dynamics are
globally exponentially stable to the origin.

Remark 3. In many cases, we can take Q to be constant,
notably when all eigenvalues of A are real, by picking Q
such that QAQ−1 = M is the Jordan canonical form of
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A. Then our sufficient condition for (57) to be globally
exponentially stable to the origin is that QAQ−1 + L is
Hurwitz. When A is Metzler, we can take Q = I and
then our sufficient condition is that A+

∑p
i=1[B+

i +B−i ] is
Hurwitz. See also [12, Section 4.3] for a Hurwitz matrix A
that has a conjugate pair of complex (nonreal) eigenvalues
and that calls for a nonconstant choice of the matrix Q.

C. Illustration of Corollary 1

We show that Corollary 1 makes it possible to prove
exponential stability in cases where (6) is satisfied and
some coefficients of P take large values at some instants,
and without any restriction on the delay bound, which we
believe puts this example outside the scope of previous
results. Given p ∈ N, consider the system

v̇1(t) = −3v1(t) + (1− 1
4 cos(t))v2(t)

+ c∗ sin2p(t) sup
l∈[t−τ,t]

v2(l)

v̇2(t) = −2v2(t) + 9
10 (1− sin(t)) sup

l∈[t−τ,t]
v1(l)

(65)

where τ and c∗ are positive constants, and v1 and v2 are
nonnegative valued. Let us show that for any c∗ > 0, the
origin of (65) is globally exponentially stable when

c∗ < 0.12
√

1 + p. (66)

With the notation of Section III, we can take ω = 2π,

M(t) =

[
−3 0

0 −2

]
and

P (t) =

[
0 H(t)

9
10 (1− sin(t)) 0

]
,

(67)

where H(t) = 1− 1
4 cos(t) + c∗ sin2p(t). Thus,

Φ(t, r) =

[
e−3(t−r) 0

0 e−2(t−r)

]
. (68)

Consequently,

(I − Φ(t+ 2π, t))−1 =

[ 1
1−e−6π 0

0 1
1−e−4π

]
. (69)

Also, since

Φ(t, `)P (`)

=

[
e−3(t−`) 0

0 e−2(t−`)

][
0 H(`)

9
10 (1− sin(`)) 0

]
=

[
0 e−3(t−`)H(`)

9
10e
−2(t−`)(1− sin(`)) 0

]
,

(70)

the choice H∗(t) =
∫ t
t−2π

e−3(t−`)H(`)d` gives∫ t
t−2π

Φ(t, `)P (`)d` =[
0 H∗(t)

9
10

∫ t
t−2π

e−2(t−`)(1− sin(`))d` 0

]
.

(71)

Then the function

ξ(t) = (I − Φ(t+ 2π, t))−1
∫ t
t−2π

Φ(t, `)P (`)d` (72)

from (41) satisfies

ξ(t) =

[
0 θ1(t) + θ2(t)

θ3(t) 0

]
, (73)

with the nonnegative valued functions

θ1(t) = 1
1−e−6π

∫ t
t−2π

e−3(t−`) (1− 1
4 cos(`)

)
d`, (74)

θ2(t) = c∗
1−e−6π

∫ t
t−2π

e−3(t−`) sin2p(`)d`, (75)

and

θ3(t) = 9
10(1−e−4π)

∫ t
t−2π

e−2(t−`)(1− sin(`))d`. (76)

Then simple Mathematica calculations give

θ1(t) = 1
3 −

3
40 cos(t)− 1

40 sin(t) ≤ 0.413 (77)

and

θ3(t)
= 9

10(1−e−4π)

(
1− e−4π

) (
1
2 + 1

5 (cos(t)−2 sin(t))
)

≤ 0.853

(78)

for all t ∈ R. We deduce that

ξ(t) ≤
[

0 0.413 + θ2(t)
0.853 0

]
(79)

for all t ≥ 0. Also, for each p ∈ N and t ≥ 0, we have

θ2(t) ≤ c∗
1−e−6π

∫ t
t−2π

sin2p(`)d`

≤ 4c∗
1−e−6π

∫ π
2

0 sin2p(`)d`.
(80)

By the integration by parts formula
∫
u(`)v′(`)d` =

u(`)v(`)−
∫
u′(`)v(`)d` with u = sin2p−1 and v = − cos

and the formula cos2 = 1− sin2, we solve for the second
integral in (80) to conclude that for all p ∈ N, we have∫ π

2
0 sin2p(`)d` =

(
1− 1

2p

) ∫ π
2

0 sin2(p−1)(`)d`. (81)

Thus, since ln(1− a) ≤ −a for all a ∈ (0, 1), we get∫ π
2

0 sin2p(`)d` = π
2

∏p
k=1

(
1− 1

2k

)
= π

2 e

p∑
k=1

ln
(
1− 1

2k

)
≤ π

2 e
− 1

2

p∑
k=1

1
k
,

(82)

by applying (81) recursively to reduce the power of sin in
the integrand to 0. Since

p∑
k=1

1
k ≥

∫ p+1

1
1
sds = ln(1 + p), (83)

we obtain∫ π
2

0 sin2p(`)d` ≤ π
2 e
−

ln(1+p)
2 = π

2
1√
1+p

. (84)
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It follows from (80) that

θ2(t) ≤ 4c∗
1−e−6π

1√
1+p

π
2 . (85)

Thus, ξ(t) ≤ G, where

G =

[
0 0.413 + 4c∗

1−e−6π
1√
1+p

π
2

0.853 0

]
. (86)

The matrix G is Schur stable if and only if the inequality(
0.413 + 4c∗

1−e−6π

π/2√
1+p

)
0.853 < 1 (87)

is satisfied. Condition (87) holds if (66) is satisfied. Hence,
Condition 1 is satisfied. Then Corollary 1 implies that
Assumption 2 is satisfied, so Theorem 2 applies.

V. CONCLUSION

We proved extensions of the stability analysis technique
based on Halanay’s inequality, which is suitable for the
analysis of interconnected systems. Key features included
our allowing time-varying delays, and our novel use of
positive systems and interval observers. This produced
vector analogs of Halanay’s inequality. Our results can be
used to study time-varying systems with uncertain time-
varying delays that were beyond the scope of the literature
for linear time invariant systems. The ISS property with
respect to additive disturbances can be proved. We hope to
obtain extensions for PDEs and sampling, where instead
of continuous time systems, we have continuous-discrete
systems whose states are reset at the sample times.

APPENDIX

We used this lemma in our proof of Theorem 1:

Lemma 1. Let the matrix M be Metzler and Hurwitz. Let
P ≥ 0 be a matrix such that M +P is Hurwitz. Then the
matrix −M−1P is nonnegative and Schur stable.

Proof. By [21, Proposition 1], −M−1 ≥ 0. Hence,
−M−1P is nonnegative. Also, [21, Proposition 1] pro-
vides a vector V > 0 and a real number c > 0 such that
(M + P )V ≤ −cPV . Since −M−1 ≥ 0, we deduce that
−M−1(M + P )V ≤ cM−1PV , which is equivalent to
−M−1PV ≤ 1

1+cV . Since 1
1+c ∈ (0, 1), [21, Proposition

2] allows us to conclude.
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