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Abstract: Addressing a real world sequential decision problem with Reinforcement Learning
(RL) usually starts with the use of a simulated environment that mimics real conditions. We
present a novel open source RL environment for realistic crop management tasks. gym-DSSAT is a
gym interface to the Decision Support System for Agrotechnology Transfer (DSSAT), a high fidelity
crop simulator. DSSAT has been developped over the last 30 years and is widely recognized by
agronomists. gym-DSSAT comes with predefined simulations based on real world maize experiments.
The environment is as easy to use as any gym environment. We provide performance baselines
using basic RL algorithms. We also briefly outline how the monolithic DSSAT simulator written in
Fortran has been turned into a Python RL environment. Our methodology is generic and may be
applied to similar simulators. We report on very preliminary experimental results which suggest
that RL can help researchers to improve sustainability of fertilization and irrigation practices.
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gym-DSSAT : un modèle de cultures converti en un
environnement d’apprentissage par renforcement

Résumé : La résolution d’un problème de décision séquentielle en conditions réelles s’appuie très
souvent sur l’utilisation d’un simulateur qui reproduit ces conditions réelles. Nous introduisons
un nouvel environnement pour l’apprentissage par renforcement (AR) qui propose des tâches
d’apprentissage réalistes pour la conduite de cultures. gym-DSSAT est une interface gym avec
le simulateur de cultures Decision Support System for Agrotechnology Transfer (DSSAT), un
simulateur de haute fidélité. DSSAT a été développé durant les 30 dernières années et est
largement reconnu par les agronomes. gym-DSSAT propose des simulations prédéfinies, basées
sur des expérimentations au champ avec du mäıs. L’environnement est aussi simple à utiliser
que n’importe quel autre environnement gym. Nous proposons des performances de base dans
l’environnement en utilisant des algorithmes d’AR conventionnels. Nous décrivons également
brièvement comment le simulateur monolithique DSSAT, codé en Fortran, a été transformé en
un environnement d’AR en Python. Notre approche est générique et peut être appliquée à des
simulateurs similaires. Quoique très préliminaires, les premiers résultats expérimentaux indiquent
que l’AR peut aider les chercheurs à rendre les pratiques de fertilisation et d’irrigation plus
durables.

Mots-clés : itinéraire technique, conduite des cultures, modèle de culture, agriculture, Appren-
tissage par Renforcement, DSSAT, OpenAI gym, Python
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Software availability

gym-DSSAT [https://gitlab.inria.fr/rgautron/gym_dssat_pdi] is an open source software,
released under a 3-Clause BSD licence. A complete documentation is available [https://
rgautron.gitlabpages.inria.fr/gym-dssat-docs/]. gym-DSSAT uses a modification of the
Decision Support System for Agrotechnology Transfer (DSSAT) software (https://dssat.net/)
and the PDI Data Interface (PDI) library (https://pdi.dev/master/). Both DSSAT and PDI are
open source software, released under a 3-Clause BSD licence. In this work, we used gym-DSSAT

0.0.7.

1 Introduction

During a growing season, farmers perform series of crop operations in their fields in order to
reach production objectives. They make these decisions under uncertainty, for instance weather
uncertainty. We consistently use the adjective uncertain for events with unsure realizations.
Reinforcement Learning (RL) addresses such problems where an agent learns to control the
evolution of an unknown and uncertain dynamical system, in order to perform a given task.
In RL, addressing a complex real-world problem usually starts with the use of a high-fidelity
simulator which mimics real learning conditions. We present gym-DSSAT, an RL environment
based on a celebrated crop model, the Decision Support System for Agrotechnology Transfer
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4 Gautron & al.

(DSSAT, Hoogenboom et al., 2019) cropping system model. In this introduction, we define the
concepts of crop management, mechanistic models and RL, and show how gym-DSSAT ties together
these notions as an RL environment for crop management tasks.

Crop management is the series of crop operations a farmer performs in a field in order to
reach production objectives (Sebillotte, 1974, 1978), such as reaching at least minimum yield and
grain protein content. In a field, complex physical, chemical and biological dynamical processes
interact (Husson et al., 2021). Uncertain factors, such as weather events, drive the evolution of
this dynamical system. In rainfed cropping systems, i.e. non-irrigated cropping systems, rainfall
is a major determinant of maize yield besides nutrient availability (Mueller et al., 2012; Kadam
et al., 2014; Li et al., 2019). Water stress occurring during maize flowering period may greatly
reduce final grain yield (Kamara et al., 2003). Weather forecasts remain highly uncertain beyond
1-month lead time (Hao et al., 2018). Consequently, at the beginning of the growing season,
harvest is highly uncertain in rainfed cropping systems.

Learning sustainable crop management practices is not a trivial task. Nitrogen fertilization
requires future minimum rainfall and temperature following the application for the fertilized
nitrogen to become available to plants. For an efficient nitrogen fertilizer management, available
nitrogen in soil must match plant uptake, both in time and quantity (Meisinger and Delgado,
2002). Indigenous soil nitrogen supply, i.e. nitrogen supply which does not come from fertilizer
applications during the current growing season, is often the first crop nitrogen supplier (Cassman
et al., 2002). If total nitrogen supply is greater than total plant uptake, the excess of nitrogen
will be a source of water pollution, especially with excessive rainfall. If total nitrogen supply is
less than total plant nitrogen uptake, then crops may suffer nitrogen deficiency. Maize nitrogen
uptake depends on growth stage, and is greater during silking (Hanway, 1963). Early and severe
maize nitrogen deficiencies require earlier nitrogen supply compared to situations without such
early nitrogen deficiencies (Binder et al., 2000). Thereby, designing an optimal fertilization policy
is a complex task. At the time a farmer makes a decision on fertilization, future plant nitrogen
uptake, temperature, rainfall and other important factors that determine nitrogen plant nutrition
are uncertain and so are the consequences of nitrogen applications (Morris et al., 2018).

In order to address complex crop management decisions, such as designing fertilization or
irrigation policies, scientists have developed specialized simulators. Mechanistic models are based
on the laws of nature and implemented with expert knowledge to simulate physical, chemical,
and/or biological processes with high fidelity (Sokolowski and Banks, 2012). These models have
often evolved into complex software over decades of research and collaborative development. Crop
models, often called process-based crop models, are mechanistic models which a user uses to
simulate crop growth, generally at the plot scale. They model interactions among crops, soil,
atmosphere, and crop operations (e.g. planting, fertilizing: see Wallach et al., 2018). As an
example, the Decision Support System for Agrotechnology Transfer1 (DSSAT, Hoogenboom et al.,
2019) software is a high-fidelity crop model developed over the past three decades. DSSAT is
widely recognized by agronomists for crop simulations. It is based on the daily integration of a set
of partial differential equations describing the various processes at stake. For instance, nitrogen
dynamics partially depend on soil dynamics (e.g. mineralization processes or soil water flows)
and plant uptake (itself partially determined by physiological processes such as carbohydrate
allocation in plant, depending on growth stages). Crop models can be used as exploratory tools to
find best management practices. For instance He et al. (2012) identified best sweetcorn irrigation
and fertilization practices in Florida, USA, based on simulations.

Reinforcement Learning (RL, Sutton and Barto, 2018) is a domain of Machine Learning (ML)
and more generally Artificial Intelligence (AI) that addresses sequential decision problems under
uncertainty. A decision maker, called an agent, interacts with a dynamical system called the

1https://dssat.net
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Figure 1: The Reinforcement Learning loop. The goal of the decision maker, called the agent,
is to control the evolution of a dynamical system called the environment, in order to perform a
given task. Sequentially, the agent observes the environment and takes an action based on this
observation. The action affects the environment, and the agent receives a return that indicates
how it is performing regarding the task to perform. The process repeats until the decision series
eventually ends.

environment which dynamics may be stochastic. The goal of the agent is to control the evolution
of the environment in order to perform a given task. Along a series of decisions, named an episode,
the agent sequentially interacts with its environment until the decision sequence eventually ends.
At each time step of an episode, the agent observes its environment, decides on an action and
performs it. After the agent has taken an action, the action impacts the environment, and the
agent receives a return from the environment. In general, the return is a scalar value, which
indicates how the agent is performing regarding his task. The agent task is to maximize, in
expectation, the total reward it has collected during an episode. To do so, the agent learns from
multiple episodes in a trial and error fashion. Figure 1 illustrates the interaction loop occurring
during an episode. One can think of the “hot and cold” kid game where the hunter’s goal is to
find a hidden object in a room. Each time after the hunter has moved, if he gets closer to its
target, the other kids indicate “hotter”, else “colder”. Based on trial and error, the hunter will
try to refine its position to maximize the temperature. This process repeats until the hunter
finally finds the object, and the episode ends. This simple example illustrates the concepts of RL,
where the hunter is the agent, the environment is the room with the position of the hunter and
the hidden object, and finally the temperature is the return. RL generalizes these concepts to the
stochastic case where after each action, the environment evolution and returns are drawn from
probability distributions. RL seems an relevant tool to solve crop management problems, and in
particular, to address sustainable agriculture challenges (Binas et al., 2019; Gautron et al., 2022).

In the vast majority of RL applications, researchers only experiment with simulated RL
environments. Nonetheless, RL algorithms ultimately intend to directly learn from real-world
interactions (Sutton and Barto, 2018, Chapter 17, Section 6). Still, real-world RL applications
generally begin with the use of a simulator of the environment as testbed for candidate algorithms,
and/or used to facilitate real-world learning with the help of prior knowledge learned from
simulated interactions. In the latter case, such knowledge transfer from imperfect simulations to
reality is still challenging in practice (e.g. Golemo et al., 2018). The simulation of real conditions
require complex models that accurately mimic the evolution of the environment. These simulators
embed state-of-the-art and continuously evolving knowledge. Crop models are consequently of
great interest to address real world crop management problems with RL.

Crop modellers historically belong to scientific communities that are generally far from the
ML/RL communities. Crop models were not designed to fit into an RL interaction loop. Most
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6 Gautron & al.

of widely used crop models (see examples in Camargo and Kemanian, 2016) internally work
on a daily state update during the growing season but do not allow daily interactions with
the user (be it human or virtual). A user first parametrizes a simulation, which often requires
substantial domain specific knowledge. Then the simulator runs until reaching a final state which
is generally crop maturity. After completion of the simulation, the user accesses partial in-season
intermediate and final field states that have been internally stored during the execution. Moreover,
crop modelers usually have implemented these models using Fortran, C, or C++ programming
languages whereas RL researchers tend to favor Python nowadays. It follows that turning a crop
simulator into a proper RL environment –without the burden of simulation setting requiring
advanced expert knowledge– is challenging. To turn the monolithic DSSAT Fortran crop model
into an RL environment, we introduce the use of the PDI Data Interface2 (PDI) which allows
loose coupling between C/C++/Fortran code and Python code. Beyond DSSAT, this approach
may be used to turn other C/C++/Fortran monolithic mechanistic models into RL environments.
We think this approach could reveal the value of many existing simulators as RL environments.

Section 2 presents similar works which turned crop models into RL environments. Section 3
briefly introduces mathematical and practical formalization of RL problems. Section 4 describes
gym-DSSAT features and decision problems. In Section 5, we show the internals of gym-DSSAT

in a nutshell. Section 6 provides an example of how to address the problem of maize nitrogen
fertilization in gym-DSSAT as a use case, and discusses execution time and reproduciblity of
experiments using gym-DSSAT. Finally, in Section 7 we open on limits of our current crop
management environment and discuss future improvements.

2 Related work

Early seminal works addressed agricultural decision-making under uncertainty at the farm
scale (Tintner, 1955; Freund, 1956). The first case of an RL agent interacting with a crop simulator
in order to learn crop management is found in Garcia (1999). The author used a modification of
the Déciblé crop model (Chatelin et al., 2005). The RL agent learned wheat sowing and nitrogen
fertilization under pollution constraints. During simulations, weather series were stochastically
generated. The modified version of Déciblé is not available anymore. In Garcia (1999), the RL
agent did not manage to outperform the crop management policy of an expert. Opportunities
modern RL techniques bring for learning sustainable crop intensification have been prospected by
Binas et al. (2019); Gautron et al. (2022). Recently, several works directly used crop models or
surrogate models as RL environments (e.g. Sun et al., 2017; Wang et al., 2020; Chen et al., 2021).
However, none of these works has provided an open source and standardized crop management
RL environment.

Overweg et al. (2021) proposed CropGym, a gym interface to train an agent to perform wheat
nitrogen fertilization. The environment uses the Python Crop Simulation Environment (PCSE)
LINTUL3 (Shibu et al., 2010) wheat crop model. Fertilization is treated as a weekly choice of
a discrete amount of fertilizer to apply. The authors successfully trained an RL algorithm to
address nitrogen fertilization in their RL environment. The agent performed better than the two
expert fertilization policies they considered. In the aforementioned RL environment, there is no
built-in stochastic weather generation. Overfitting describes the fact an algorithm, after being
trained, performs poorly in unseen situations, despite having shown good performance in training
situations. In CropGym, simulations use a limited set of historical weather records, which may
favor overfitting due to limited randomness, especially for data intensive algorithms used in deep
RL (see Section 3.1).

2https://pdi.dev
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Contribution gym-DSSAT provides both maize fertilization and irrigation RL problems. Our
RL environment features a built-in stochastic weather generator. We designed gym-DSSAT to
allow researchers to easily customize realistic crop simulations of one of the most celebrated crop
simulator, the DSSAT crop model. DSSAT datasets being abundant in the literature, gym-DSSAT
allows to mimic a wide range of real-world growing conditions. Our Python RL crop management
environment provides to the user a simple standardized interface, and still results in a lightweight
software. Our technical approach is generalizable to any of the 41 other crops DSSAT simulates,
and more broadly to other C/C++/Fortan mechanistic models.

3 Formalization of RL decision problems

Sections 3.1 and 3.2 present most common mathematical formalization of RL decision problems.
Section 3.3 presents gym, a practical pythonic interface to RL environments.

3.1 From Markov decision processes to reinforcement learning

Though RL paradigm may address a wide range of sequential decision problems, RL is usually
employed to solve Markov Decision Problems (MDP). We introduce minimal materials on MDPs,
for the reader to get an appropriate understanding of this paper. For an in-depth presentation of
MDPs, see Puterman (1994).

Markov decision process A Markov Decision (MD) process describes the evolution of a
dynamical system over discrete time. The system evolution is impacted by the actions an agent
can perform. An MD process M is defined by a tuple M = 〈S,A,p, r〉. At each decision step
t ∈ {1, 2, 3, · · · }, an agent observes the state of the environment st∈S and takes an action at∈A,
where S is the state space, i.e. the set of all possible states and A is the action space, i.e. the set
of all possible actions. Each action a ∈ A leads to a stochastic transition from current state st
to next state st+1. p, the transition function, defines the transition dynamics: p(s, a, s′) is the
probability the environment transits to state s′ if action a has been performed in state s. After
performing an action, the agent receives a return, or reward, from the environment. Returns
are given by the real function r, named return function. r(s, a, s′) is the expected return when
action a is performed in state s leading to next state s′. The interaction between an agent and an
MD process generates a sequence s0, a0, r0, s1, a1, r1, s2, a2, r2, etc., called an episode, as Figure 2
illustrates. An MD process verifies the Markov property: the probability law of st+1 is fully
specified by the knowledge of the current state st and the action performed in this state at at
time t (and M). There may exist a subset of states Sfinal ⊂ S, called the set of final states, such
that when the agent reaches a state s ∈ Sfinal, the episode ends.

Markov decision problem A Markov decision problem (MDP) is a Markov decision process
in which the agent has to optimize a given objective function. Let us consider an MDP in which
the agents performs a given number T of interactions and let us define the objective function J
as:

J(T ) =

T−1∑
t=0

rt, (1)

where rt is the return collected by the agent at time step t. The state reached at time T is a
final state. The agent goal is to maximize J(T ). A policy π : S → P(A) maps each state to a
distribution over the set of actions P(A). A policy specifies which action the agent performs in any
state. The objective function J(T ) depends on the returns the agent has collected between t = 0
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p

r

...st

rt

at at+1

...

...

Figure 2: In reinforcement learning, a Markov decision process models the environment. At each
time step t, the agent observes the environment current state st. Depending on st, the agent takes
an action at according to its policy. As a consequence of taking action at, the environment transits
to next state st+1, depending on the transition function p, and the agent observes the return rt
which depends on the return function r. This process repeats until the episode eventually ends.

and t = T − 1. Collected returns depend on the agent policy, consequently, J(T ) is a function
of the agent policy. The more a policy maximizes J(T ), the better the policy is. Considering a
policy π, we define the value of a state s as the expectation of the objective function when the
agent follows policy π starting from state s:

Vπ(s) = Eπ
[ T−1∑
t=0

rt

∣∣∣∣s0 = s

]
,∀s ∈ S. (2)

The Q-value of state s and action a is defined as the expectation of the objective function when
the agent performs a in s and then follows π:

Qπ(s, a) = Eπ
[ T−1∑
t=0

rt

∣∣∣∣s0 = s, a0 = a

]
,∀(s, a) ∈ S ×A. (3)

The goal of the agent is to learn an optimal policy π? that maximizes the value in all states.
For the MDPs we consider in this paper, it can be proven that at least one optimal policy exists
(Puterman, 1994). When an MDP is fully defined, i.e. S, A, p, r, and T are known to the agent,
finding an optimal policy is an optimization problem where all necessary quantities to compute a
solution are available. For instance, dynamic programming can be employed to approximate an
optimal policy. When p, r (and T ) are unknown, then RL can be employed. In the latter case, in
general p and r can only be sampled through interactions of the agent with the environment.
Most of RL algorithms belong to one of the three following families (Sutton and Barto, 2018): (1)
critic methods which are algorithms that learn a value function (e.g. Q-Learning, FQI, DQN) and
then derive an optimal policy from it; (2) actor methods which are algorithms that directly learn
an optimal policy (e.g. REINFORCE); (3) actor-critic methods which simultaneously combine
actor and critic methods (e.g. A2C, PPO, SAC). In order to deal with potentially very large state
and/or action spaces, RL algorithms generally use function approximators, to compactly represent
value and/or policy functions. Deep RL is a special case of RL where function approximators are
neural networks (Lapan, 2018).

3.2 Partially Observable Markov Decision Process

An MDP is an idealized model of a real-world system because real systems are unlikely to verify
the properties associated to MDPs, in particular the Markov property. A field plot involves many
interleaved dynamical processes, and parameters which are still partially discovered/measurable

Inria



gym-DSSAT RL environment 9

and the study of these dynamics are active areas of research (e.g. Husson et al., 2021). In an
MDP, each state is supposed to contain all necessary information for the agent to be able to
decide which action is the best to perform in order to optimize the objective function. Except
from synthetic problems like games with complete information, such as the game of Go, for most
systems, the exact environment state is unknown to the agent. In contrast, with real-world
systems, the agent is likely to only access uncertain or incomplete observations of states. Such
problems can be formalized as Partially Observable Markov Decision Problem (POMDP, Åström,
1965). POMDPs are a specific topic of study in the RL literature, and require ad-hoc algorithms
to solve them (e.g. Spaan, 2012).

3.3 gym environments

OpenAI gym3 is an open source toolkit initially developed by the Open AI company, that
provides light RL environments with a standardized Application Programming Interface (API).
gym API has become a reference in the RL community to create standardized RL environments
in order to compare performances of RL algorithms. Many environments are available with gym,
for instance with simulated games or physical dynamical systems, including robots. Typically,
gym environments are straightforward to use: all simulated dynamics are pre-parametrized and
hidden. The user instantiates an environment as simply as:

import gym

env = gym.make("CartPole -v0") # create an instance of the environment CartPole -v0

As Figure 3 shows, gym is a wrapper that gives access to a more complex simulator. gym

environments come with default attributes which specify action and observation spaces. For
instance in the case of the CartPole-v0 environment, the user gets the specifications of a
four-dimensional state space and a set of two possible actions:

>>> env.observation_space # outputs observation lower bound , upper bound , shape ,

data type

Box(-3.4028234663852886e+38, 3.4028234663852886e+38 , (4,), float32)

>>> env.action_space # if Discrete class , outputs the number of possible values

Discrete(2)

The user interacts with the environment through standardized methods. gym is independent
of the implementation of the agent policy. The agent interacts with the environment by calling
the step() method with an argument at specifying the action to take, in order to receive the
transition and reward generated by p and r. The objective function is neither part of gym

implementation, hence to optimize Equation 2, one specifies γ as a parameter of the learning
algorithm trying to build an optimal policy.

To illustrate the simplicity of interactions, we exhibit a basic RL loop:

observation = env.reset() # reset the environment and get initial observation

# >>> observation

# array ([-0.03325944 , -0.02851367 , 0.00086817 , -0.00618905 ])

done = False # True when the episode is ended

while not done:

action = policy(observation) # get action depending on agent policy

observation , reward , done , info = env.step(action) # perform the action

# update the policy

env.render () # graphical representation of environment state

env.close() # gracefully exits the environment

3https://gym.openai.com/
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parametrization

Simulator

.step()

.reset()

data input

...

.render()

GymEnvClass

...

User

Figure 3: From a user’s perspective, gym environments are simplified interfaces to simulators,
through standardized methods.

observation corresponds to a possibly incomplete MDP state st, reward corresponds to rt, done
is True if the episode has ended, i.e. if the agent has reached a final state, and finally info

provides optional extra information about the environment. We refer to the documentation
available at https://gym.openai.com/ for further details.

4 Decisions problems in gym-DSSAT

In Section 4.1 we introduce the default crop management problems gym-DSSAT provides and
Section 4.2 outlines how a user can create customized crop management problems.

4.1 Default crop management problems of gym-DSSAT

By default, gym-DSSAT sequential decision problems simulate a maize experiment which has
been carried out in 1982 in the experimental farm of the University of Florida, Gainesville, USA
(Hunt and Boote, 1998, UFGA8201 experiment). An episode is a simulation of a growing season. A
simulation starts prior to planting and ends at crop harvest which is automatically defined as the
crop maturity date. Crop maturity, a final state in gym-DSSAT, depends on crop growth, which
depends itself on crop management and weather events, and the time to reach it is stochastic.
Note that other final states exist in gym-DSSAT. For instance, improper crop management or too
stressing weather conditions may lead to early crop failure, which is also a final state. During
the whole growing season (about 160 days on average), an RL agent daily decides on the crop
management action(s) to perform: fertilize and/or irrigate. By default, for each episode, the
weather is generated by the WGEN stochastic weather simulator (Richardson, 1985; Soltani and
Hoogenboom, 2003). WGEN has been parametrized based on historical weather records of the
location of the original experiment. The duration between the starting date of the simulation
and the planting date, which lasts about one month, induces stochastic soil conditions at the
time of planting (e.g. soil nitrate, or soil water content), as a result of stochastic weather events.

The number of measurable attributes in a field is extremely large. In contrast, farmers have
been described to make crop management decisions based on a limited practicable number of field
observations (Papy, 1998). For this reason, in gym-DSSAT, the RL agent only accesses a restricted
subset of DSSAT state variables which constitutes the observation space of the environment.
Based on agronomic knowledge, we selected this subset with the constraint of the variables to be
realistically measurable/proxiable in real conditions. These observation variables are mixed, and
take either continuous or discrete values. We documented all observation and action variables in
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the gym-DSSAT YAML configuration file4. This file includes description of variables type, range,
and agronomic meaning.

In DSSAT, the WGEN stochastic weather simulator is implemented as a first-order Markov chain,
but all other processes are deterministic. Therefore, gym-DSSAT decision problems are Markovian.
Because the agent only accesses a subset of all DSSAT internal variables, a gym-DSSAT problem is
a POMDP, similarly to the real problems faced by farmers. From an RL perspective, one can
rigorously address a gym-DSSAT decision problem as a POMDP, or follow the common pragmatic
approach which treats a POMDP as an MDP. In contrast with many toy RL environments,
the environment is autonomous: it evolves by itself and not only because an action has been
performed by the agent. Indeed, if on a given day a farmer does not fertilize/irrigate, its field
plot still evolves. A do-nothing action is always available at each time step, which corresponds to
the spontaneous field evolution.

DSSAT simulates dynamics at the plot level; likewise, the agent performs actions on the whole
field plot. Growing conditions such as soil characteristics and other crop operations such as
soil tillage, cultivar choice are fixed. We defined default return functions based on agronomic
knowledge following the reward shaping principle (Randløv and Alstrøm, 1998; Ng et al., 1999),
such that rewards were as much frequent and as much informative as possible regarding the
desired behaviour of the agent. Reward shaping aims both at facilitating an agent learning and to
steer policies towards desirable trade-offs such as maximizing grain yield and minimizing induced
pollution. We define return functions in a standalone Python file, and users can find admissible
values of actions in the environment YAML configuration file, or in gym-DSSAT action space
attribute.

By default, gym-dssat provides three RL problems:

1 A fertilization problem in which the agent can apply every day a real valued quantity of
nitrogen, as indicated in Table 1. Crops are rainfed, and no irrigation is applied during
the growing season, excepted a single one before planting. DSSAT automatically performs
planting operation when soil temperature and humidity lie in favorable ranges. Denoting
trnu(t, t+ 1) the plant nitrogen uptake (kg/ha) from its environment between days t and
t+1; and anfer(t) the nitrogen fertilizer application (kg/ha) on day t, we crafted the default
fertilization return function as:

r(t) = trnu(t, t+1)︸ ︷︷ ︸
plant nitrogen

uptake

− 0.5︸︷︷︸
penalty
factor

× anfer(t)︸ ︷︷ ︸
fertilizer
quantity

(4)

The return is the daily population nitrogen uptake (to be maximized) which we penalize if
the agent has fertilized the previous day. We defined the penalty factor based on expert
knowledge such that the return corresponds to a desirable trade-off between agronomic, eco-
nomical and environmental potentially conflicting objectives. Table 2 details the observation
space.

2 An irrigation problem in which the agent can provide every day a real valued quantity
of water to irrigate, as indicated in Table 1. Independently of agent actions, this problem
features at the same time a deterministic low input nitrogen fertilization (see Table 3).
Planting date is fixed, about one month after the beginning of simulation. The daily-based
return is the daily change in above the ground population biomass (to be maximized),
which we penalize if the agent has irrigated the previous day, similarly to the fertilization
problem. We provide default reward function in Appendix Figure 6 and observation space
in Appendix Table 8.

4https://gitlab.inria.fr/rgautron/gym_dssat_pdi/-/blob/stable/gym-dssat-pdi/gym_dssat_pdi/envs/

configs/env_config.yml
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Table 1: gym-DSSAT available actions

action description range
fertilization daily nitrogen fertilization amount (kg/ha) [0,200]
irrigation daily irrigation amount (L/m2) [0,50]

Table 2: Default observation space for the fertilization task.

definition
istage DSSAT maize growing stage
vstage vegetative growth stage (number of leaves)
topwt above the ground population biomass (kg/ha)
grnwt grain weight dry matter (kg/ha)
swfac index of plant water stress (unitless)
nstres index of plant nitrogen stress (unitless)
xlai plant population leaf area index (m2 leaf/m2 soil)
dtt growing degree days for current day (◦C/day)
dap days after planting (day)

cumsumfert cumulative nitrogen fertilizer applications (kg/ha)
rain rainfall for the current day (L/m2/day)
ep actual plant transpiration rate (L/m2/day)

3 A mixed fertilization and irrigation problem which combines both previous decision
problems: every day, the agent can fertilize and/or irrigate. Planting date is fixed, about
one month after the beginning of simulation. In this case, the return has two components,
one for each sub-problem: this is a multi-objective problem (e.g. Hayes et al., 2021). The
default observation space is the union of the observation spaces of the fertilization and
irrigation problems.

We did not define returns of decision problems as economic returns to avoid issues due to
cost variations over time (e.g. petrochemicals). Fossil fuel necessary to produce artificial nitrogen
fertilizers (see the Haber process Modak, 2002) or to pump water are highly variable over time,
making these decision problems non-stationary. Consequently, optimal solutions are likely to
change through time. This is why we chose an arbitrary penalization of actions as a proxy
of a notion of cost with sound agronomic trade-off, as shown in Equation 4. Despite their
apparent simplicity, from an agronomic perspective, the three aforementioned decision problems
are non-trivial. These problems can be made harder by providing a more restricted and/or noisy
observation space to the agent, see the discussion of the fertilization use case (Section 6.1).

Table 3: Expert fertilization policy. ‘DAP’ stands for Day After Planting.

DAP quantity (kg N/ha)
40 27
45 35
80 54
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DSSAT-PDI

Figure 4: Configuration files used by the crop management reinforcement learning environment.
At the top of the figure, files in dashed boxes define the reward function and state and action
spaces of the Markov decision process. Dashed boxes indicate straightforward to customize
configuration files. At the bottom of the figure, DSSAT files parametrize simulations, and the PDI

specification tree is a technical file which manages the communication between DSSAT-PDI and
gym-DSSAT.

state/action space
definition

YAML

PDI
specification tree

YAML

DSSAT-PDI

contains all
DSSAT
internal 
variables

gym-DSSAT

available state
variables

agent

observation

Figure 5: Successive subsets of DSSAT state variables until agent observations. Boxes filled with
grey indicate files defining state variable subsets.

4.2 Custom scenario definition

A user can customize gym-DSSAT problems, with an ease that depends on the features to be
modified, see Figure 4. An observation is a subset of DSSAT internal state variables. Figure 5
shows the technical files which define the subset of variables constituting an observation. A
user can straightforwardly modify the observation space in the YAML configuration file. In the
same way, the definition of the return functions can be easily modified by the user by editing a
standalone Python file5. Built-in DSSAT features can be directly leveraged, such as environmental
modifications with changes in atmospheric CO2 concentration or meteorological features, to
mimic the effects of climate change. Including other state variables, actions, crops, soil or weather
generation parametrizations requires a deeper understanding of how gym-DSSAT works and some
agronomic knowledge. This goes beyond the scope of this report; additional information is
available in gym-DSSAT GitLab page.

5https://gitlab.inria.fr/rgautron/gym_dssat_pdi/-/blob/stable/gym-dssat-pdi/gym_dssat_pdi/envs/

configs/rewards.py
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5 Software architecture of the environment

In contrast with the simplicity of use of gym-DSSAT, we had to modify the original DSSAT
simulator in a non-trivial manner to enable daily interactions with an agent and to interface
the modified DSSAT Fortran program with Python. DSSAT was not designed to be used in an
interaction loop. In this section, we detail how we have technically proceeded.

5.1 The PDI Data Interface

The PDI Data Interface (PDI, Roussel et al., 2017) was the key element in gym-DSSAT which
turned the original monolithic DSSAT simulator implemented in Fortran into an interactive Python
RL environment. PDI is a library designed to decouple C/C++/Fortran codes, typically high-
performance numerical simulations, from Input/Output (I/O) concerns. It offers a declarative
low-invasive API to instrument the simulation source code, enabling the exposition of selected
memory buffers used in the simulation to be read/written from/to PDI, and the notification
to PDI of significant steps of the simulation. By itself, PDI does not provide any tool for the
manipulation of data, instead it offers an event-driven plugin system to ease interfacing external
tools with the simulation.

PDI moves most of the logic for the I/O interface away from the code: specifically, a YAML
file is used to describe data structures and to specify when and which actions (provided by the
different PDI plugins) to trigger on the selected data. The exposed data is selected by adding
a few PDI calls in the source code with a very simple syntax. Other I/O libraries in the High
Performance Computing field follow a similar declarative approach, such as ADIOS-II (Godoy
et al., 2020), Damaris (Dorier et al., 2016) or XIOS (Meurdesoif et al., 2013). However, most of
these alternatives are mainly focused on providing high-level abstractions of high-performace I/O
operations, working with some domain-specific assumptions and providing additional features
on top of parallel I/O streams, such as burst buffering or compression. PDI design has a general
and global approach, aiming at more versatile scenarios, with a plugin system that enables
substantially different possibilities and I/O strategies, such as the interaction with external
Python code. As a result, PDI makes possible the implementation of gym-DSSAT: an external
software (gym), directly interacts with a modification of a stand-alone, monolithic simulator
(DSSAT).

Figure 6 shows a simplified example of PDI use in gym-DSSAT, for the fertilization problem.
Figure 6a lists chunks of the YAML file with declarations of exposed variables in the simulation
code and definitions of events to be triggered. This YAML file corresponds to the PDI specification
tree file in Figure 4. Figure 6b shows a snippet of the instrumented Fortran source code of DSSAT,
with PDI initialization and three exposed simulation variables: two are read by PDI and will be
available as observation variables, the third one is written by PDI, and corresponds to the action
decided by the agent regarding crop fertilization for the current day. The whole instrumented
code corresponds to DSSAT-PDI, see Section 5.2.

5.2 Internals of gym-DSSAT

We present a generic procedure which is an important methodological contribution of this work.
gym-DSSAT is made of two communicating processes, as shows Figure 7a:

(i) DSSAT-PDI which is the compiled Fortran code of a modification of the original DSSAT crop
model, using the PDI library.

(ii) gym-DSSAT which, from a user perspective, is the usual gym interface to the RL environment.
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(a) PDI YAML file. (b) DSSAT code instrumented with PDI calls.

Figure 6: Simplified example of PDI use in gym-DSSAT for the fertilization decision problem. The
left-hand side corresponds to the PDI specification tree (Figure 4), and the right-hand side to the
Fortran code of DSSAT-PDI (Section 5.2).

DSSAT-PDI The modification of the original DSSAT software, named DSSAT-PDI, allows an
agent to daily interact with the crop simulator during a growing season. This interaction loop
consists in repeatedly pausing DSSAT, reading DSSAT internal variables, providing these internal
variables to the agent, specifying the action(s) of the agent to DSSAT and finally resuming DSSAT

execution. DSSAT being in continuous development, the goal was to modify as little as possible the
original source code for easy updates. Minimal interventions on DSSAT code have been facilitated
by the PDI library. PDI manages data communication with a Python process, through the PDI

pycall plugin. Figure 7b illustrates how DSSAT-PDI works. During the execution of the internal
daily loop of DSSAT, PDI code snippets allow data coupling: accessing, writing in memory variables
and triggering events. DSSAT-PDI execution starts with an initialization event, which provides all
necessary elements for PDI, DSSAT-PDI and gym-DSSAT to start. Then, DSSAT-PDI enters its daily
loop which consists in all successive daily updates of the crop simulator state during a growing
season. While the daily loop executes, when the get state event occurs, PDI stores the values of
a subset of DSSAT internal state variables in the PDI Store. After then, the PDI pycall plugin

accesses these values, executes a Python script corresponding to the interaction with the agent,
and stores back in the PDI Store the action(s) taken by the agent. Then, when the set action

event occurs, PDI writes the variables corresponding to the agent action(s) into DSSAT memory
and releases DSSAT daily loop execution. Finally, at the end of the simulation, a finalization

event occurs to gracefully terminate the whole process. For the same parametrization and input,
DSSAT-PDI and the vanilla DSSAT both consistently provide the same output.

gym-DSSAT From a user’s perspective, the gym-DSSAT environment is a simple interface to
DSSAT-PDI, but from a technical point of view, gym-DSSAT handles all the execution of DSSAT-PDI.
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gym-DSSAT provides the necessary data input to DSSAT-PDI, including parametrization and weather
data; it manages data communication and translation between the RL agent and DSSAT-PDI

without extra effort. Finally, gym-DSSAT is responsible for the graceful termination of DSSAT-PDI.

Messaging between DSSAT-PDI and gym-DSSAT. During the execution of a block of Python
code, the PDI pycall plugin accesses DSSAT-PDI state variables, which have been previously
stored in the PDI Store. Nevertheless, the data available in this Python process still requires to
be communicated to gym-DSSAT, another Python process which is independent of the DSSAT-PDI

process. As shown in Figure 7a, the communication between gym-DSSAT and DSSAT-PDI is
powered by ZeroMQ (Hintjens, 2013) Python sockets, with the PyZMQ package. Python sockets
exchange data as JSON files, encoded as strings. Every transaction is a blocking event such that
DSSAT-PDI daily loop is resumed only after DSSAT-PDI has received agent action(s).

6 Experimenting with gym-DSSAT

In this section, we provide an RL use case for the maize fertilization problem using gym-DSSAT.
We also discuss execution time and reproducibility issues using gym-DSSAT.

6.1 Use case: learning an efficient maize fertilization

As a simple use case, we present an example of how to address the fertilization task. We provide
the irrigation use case in Appendix A. The source code of these experiments is available in
gym-DSSAT GitLab page.

Methods We consider the nitrogen fertilization task, as introduced in Section 4.1. The decision
problem being on a finite horizon, i.e. each episode lasted during a growing season, we defined
the objective function of the agent as the undiscounted sum of returns, see Equation 1. Table 2
presents the subset of DSSAT internal variables we have selected to define the observation space
provided to the agent. These observation variables were selected as they could be realistically
measured on farm. As a common practice, we pragmatically addressed this decision problem as
an MDP, even though it is a POMDP (Section 4). We used the Proximal Policy Optimization
algorithm (PPO, Schulman et al., 2017), as implemented in Stable-Baslines3 1.4.0 (Hill et al.,
2018). PPO belongs to the family of deep RL actor-critic methods (see Section 3.1) and uses
gradient descent to search for a good policy. PPO generally performs well on a wide range of
problems and has been adopted as a standard baseline by the RL community. It is versatile
as it can deal with both continuous and/or discrete actions and observation variables. In this
experiment, we considered three policies:

• We first considered the most trivial fertilization policy: the “null” policy that never fertilized.
As there still remains nitrogen in soil before cultivation (Morris et al., 2018), without mineral
fertilization, the reference experiment, or control, is usually the null policy. Agronomists
then measure the effect of a nitrogen fertilization policy as a performance gain compared to
the null policy, in order to decouple the effect of nitrogen fertilizer from the effect of already
available nitrogen in soil (Vanlauwe et al., 2011).

• The second baseline is the ‘expert’ policy, which is the fertilization policy of the original
maize field experiment (Hunt and Boote, 1998, UFGA8201 experiment number #1), see
Section 4.1. As Table 3 shows, this policy consists in three deterministic nitrogen fertilizer
applications, which only depend on the number of days after planting.
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PyZMQPDI

process 1 process 2

DSSAT-PDI PDI
pycall

gym-DSSAT
compiled
Fortran Python Python

RL
agent

(a) The reinforcement learning environment consists of two interacting
processes. (i) the core modification of the DSSAT simulator, DSSAT-PDI,
with its PDI module to execute Python code (pycall plugin); (ii) the
gym Python interface gym-DSSAT. PyZMQ handles messaging between (i)
and (ii) through Python sockets.

DSSAT daily 
main loop

initialization finalization
parameter reading
data initialization
socket creation
...

end signal
socket termination
...

pycall plugin

 get state eventset action event

PDI Store

(b) Simplified PDI data coupling and program execution of DSSAT-PDI

which is the instrumented code of DSSAT. PDI handles the oftware ini-
tialization, data exchange with gym-DSSAT during the whole simulated
growing season through the pycall plugin, and finally software graceful
termination. The execution of the Python code by PDI pycall plugin is
a blocking transaction.

Figure 7: The elements of gym-DSSAT.
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• Finally, the policy learned by PPO. As our goal was not to obtain the best performance with
an RL algorithm, but to simply establish a baseline, we used PPO default hyper-parameters
as set in Stable-Baselines3 1.4.0. It is most likely better PPO hyper-parameters may
be found. We trained PPO during 106 episodes, with stochastic weather generation. The
training procedure was light in terms of computation: it was possible to complete the 106

episodes in about 1.5 hour of computation with a standard 8 core laptop. During training,
the performance of PPO was evaluated on a validation environment every 103 episodes. We
seeded the validation environment with a different seed than for the training environment.
Consequently, the validation environment generated a different sequence of weather series
compared to the training environment. The model with the best validation performance
was saved as the result of the training.

In order to compare fertilization policies, we measured their performance with 103 episodes
in a test environment. Test environment also featured stochastic weather generation, but with
isolated seeds i.e. different from the ones used in training and evaluation environments of PPO.
This guaranteed that while testing policies, none of the stochastic weather series have been met
by PPO during training or evaluation phases, in order to avoid over-optimistic performance
measures (Stone, 1974). In the performance analysis of policies, the evolution of returns rt
provides information about the learning process from an RL perspective, but returns are still not
directly interpretable from an agronomic perspective. Performance analysis of crop management
options require multiple evaluation criteria (Doré et al., 2006; Duru et al., 2015). To remedy this
problem, we used a subset of DSSAT internal state variables, provided in Table 4, as performance
indicators. Note that these variables are not necessarily contained in the observation space of the
fertilization problem (Table 2) because we used them for another purpose than algorithm training.
Each of these performance criteria covariates with the other ones. For instance, increasing the
total fertilizer amount is likely to increase the grain yield, but also likely to increase the pollution
induced by nitrate leaching. The agronomic nitrogen use efficiency (ANE, Equation 1, Vanlauwe
et al., 2011) is a common indicator of fertilization sustainability. For a fertilization policy π,
denoting grnwtπ the dry matter grain yield of the policy π (kg/ha), grnwt0 the dry matter grain
yield with no fertilization (kg/ha), and cumsumfertπ the total fertilizer quantity applied with
policy π (kg/ha), we have:

ANEπ(t) =
grnwtπ(t)− grnwt0(t)

cumsumfertπ(t)
(5)

The ANE indicates the grain yield response with respect to the null policy provided by each
unit of nitrogen fertilizer. Maximizing the ANE relates to economic and environmental aspects,
leading to an efficient use of fertilizer which limits risks of pollution. Performance indicators
presented in Table 4 express a complex trade-off between conflicting objectives.

Results Figure 8a displays the evolution of undiscounted cumulated rewards (Equation 1) of
policies, against the day of simulation. PPO ended with the highest mean cumulated return
compared to the null and expert policies. PPO cumulated returns were less variable than with the
expert policy, as can be seen from the reduced range of values between upper and lower quantiles.
Figure 8b provides a 2D histogram of fertilizer applications, against the day of simulation. The
darker a cell, the more frequent the fertilizer application. PPO fertilizer applications were more
frequent at the beginning of the growing season and around day of simulation 60. The latter
application date corresponds to the beginning of the floral initiation stage, see Table 11 in
Appendix. Nevertheless, the variability of rates and application dates of PPO indicated that PPO
policy did not only depend on days after planting as the expert policy did, but also depended
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Table 4: Performance indicators for fertilization policies. An hyphen means gym-DSSAT does not
directly provide the variable, but it can be easily derived.

variable definition comment
grnwt grain yield (kg/ha) quantitative objective to be maximized
pcngrn massic fraction of nitrogen in grains qualitative objective to be maximized

cumsumfert total fertilization (kg/ha) cost to be minimized
– application number cost to be minimized
– nitrogen use efficiency (kg/kg) agronomic criteria to be maximized

cleach nitrate leaching (kg/ha) loss/pollution to be minimized
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Figure 8: Undiscounted cumulated returns and applications for the fertilization problem.

on more factors. Note that while the expert policy was deterministic, the day of simulation of
applications showed slight variations. This was because in simulations, the planting date was
automatically determined within a time window, depending on soil conditions, depending itself
on (stochastic) weather events. Because the expert policy specified fertilizer application dates in
days after planting, and not in days of simulation, a shift in planting dates consistently induced a
shift in the corresponding day of simulation of fertilizer applications.

Table 5 shows statistics of the performance indicators detailed in Table 4. As expected, there
was no policy that was optimal for all performance criteria. PPO policy exhibited performance
trade-offs between the expert and the null policies we deemed satisfying. Grain yield and nitrogen
content in grains (a nutritional criteria) were close to the ones of expert policy. On average,
PPO policy consumed about 28% less nitrogen than the expert policy. Consistently, PPO ANE
(Equation 5) –a key metric of sustainable fertilization– was about 29% greater than for the
expert policy. From a practical perspective, a good fertilization policy consists in a limited
number of applications during an episode, as the expert policy suggests. Indeed, each nitrogen
application costs both in terms of fertilizer (as a product of natural gas) and application costs
(e.g. mechanized nitrogen broadcasting). The mean number of applications of PPO (about 6)
was higher than for the expert policy (3), but still practicable. Finally, PPO policy showed a
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Table 5: Mean (st. dev.) fertilization baselines performances computed using 1000 episodes. For
each criterion, bold numbers indicate the best performing policy.

null expert PPO
grain yield (kg/ha) 1141.1 (344.0) 3686.5 (1841.0) 3463.1 (1628.4)
massic nitrogen in grains (%) 1.1 (0.1) 1.7 (0.2) 1.5 (0.3)
total fertilization (kg/ha) 0 (0) 115.8 (5.2) 82.8 (15.2)
application number 0 (0) 3.0 (0.1) 5.7 (1.6)
nitrogen use efficiency (kg/kg) n.a. 22.0 (14.1) 28.3 (16.7)
nitrate leaching (kg/ha) 15.9 (7.7) 18.0 (12.0) 18.3 (11.6)

slighlty lower nitrate leaching than the expert policy, which means less nitrate pollution induced
by nitrogen fertilization.

Discussion We have shown that with an off-the-shelf Stable-Baselines3 PPO implemen-
tation, we have been able to learn a relevant fertilization policy that slightly outperforms the
expert fertilization policy regarding the objective function. From an agronomic perspective, PPO
policy reached superior nitrogen use efficiency, with a substantially reduced nitrogen fertilizer
consumption compared to the expert policy, while still yielding maize grain with satisfying
quantity and quality. PPO focused nitrogen fertilizer applications at the beginning of the floral
initiation stage, where maize nitrogen needs are the greatest and most crucial (Hanway, 1963).
The performance of PPO is likely to increase with a proper tuning. Nevertheless:

(1) The fertilization policy an agent has learned still requires explainability. For instance,
discovering which are the most important observation variables that determine a fertilizer
application, how their values impact fertilization, and if these results are consistent with
the agronomic knowledge is a requirement. For crop management decision support systems,
user trust is essential (Rose et al., 2016; Evans et al., 2017). As an example, Garcia (1999)
translated an RL agent policy into a set of simple decision rules (e.g. “if condition 1 or
condition 2, then do ...”) which were easily interpretable and usable by farmers and/or
agronomists.

(2) In real conditions, each field observation costs. As an example, the growth stage (istage,
Table 2), which is an observation variable, would only require a periodic visual inspection of
the field. Growth stage is consequently a realistic and inexpensive observation. In contrast,
the measure of the daily population nitrogen uptake, necessary to compute the return (trnu,
Equation 4), would require destructive plant sampling and extensive laboratory analysis. In
case the agent is trained with real field trials, then computing rewards becomes necessary,
and might be problematic. Consequently, in latter case, an alternative reward function could
be employed. The cost of measuring each observation variable –related to the precision of
measurement– and the frequency of these observations should be minimized for practical
applications.

(3) Learning a relevant fertilization policy from scratch required 106 episodes. The stochastic
weather time series gym-DSSAT used being sampled from independent and identically distri-
butions, 106 episodes means 106 cultivation cycles under different weather conditions. If the
objective of the experiment is to design in silico fertilization policies, then learning efficiency
and field measure costs (2) are not problematic, but remark (1) still applies. If gym-DSSAT
is used to mimic real-world conditions and the objective is to design an RL algorithm able
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to learn/improve from real interactions, then the learning efficiency of the off-the-shelf PPO
clearly precludes any straight application in real conditions. Thereby, researchers must
reduce the sample complexity of the decision problem, i.e. simplify the problem to reduce
the number of samples required to solve this problem, and/or researchers must use/design
other RL algorithms with improved learning efficiency (e.g. using demonstration learning
Taylor and Stone, 2009, to leverage existing expert policies).

6.2 Execution time and reproducibility

In this section, we now briefly highlight that gym-DSSAT is a lightweight RL environment and
discuss reproducibility issues.

Execution time We performed all measures of gym-DSSAT execution time for the fertilization
task. The mean duration of an episode was 156 ± 7 days (1 time step was 1 simulated day),
averaged over 1000 episodes. We measured the following time executions averaged over 1000
episodes, each episode lasted until 100 time steps. In practice, we insured that all episodes did
not end between step 1 and step 100, so environments had to update their state for the 100
time steps. During an episode, actions were randomly sampled from the action space. On a
standard 8 core laptop, the mean running time to simulate one day in gym-DSSAT i.e. taking
a single step in the environment was 2.56 ± 0.22 ms. In comparison, the mean running time
of taking a step in gym default MuJoCo (version 2.1.0) environment HumanoidStandup-v2 was
0.61± 0.21 ms. While gym-DSSAT is more expensive in time than typical gym environments, the
simulation is still responsive enough for typical usage in RL experiments.

Reproducibility According to the Association For Computing Machinery (ACM), a compu-
tational experiment is said reproducible if an “[. . . ] independent group can obtain the same
result using the author’s own artifacts”6, summarized as “different team, same experimental
setup”. Based on our tests, we successfully reproduced the results of the present study on the
same platform i.e. on the same hardware and software layers. This means that both results of
gym-DSSAT and Stable-Baselines3 PPO were reproducible on the same platform. Nevertheless,
as a more general reproducibility issue, we cannot guarantee the cross-platform reproducibility.
Reaching cross-platform reproducibility is a generally hard issue, even for deterministic software,
due to the multiple factors at stake. As an example, compiling DSSAT Fortran code with two
different compilers may not result in the same exact DSSAT outputs. This is because the order of
multiple arithmetic operations, despite being mathematically commutative, may not follow the
same order in practice and the final result might be different because of floating point number
rounding effects. To enhance reproducibility, we provide Docker containers for various Linux
distributions for gym-DSSAT (see installation instructions7).

7 Concluding remarks

In this paper, we briefly presented gym-DSSAT, a Reinforcement Learning (RL) environment
for crop management, and exposed uses cases for fertilization and irrigation decision problems.
gym-DSSAT is based on DSSAT, a celebrated crop simulator used by worldwide agronomists. To
turn the original Fortran DSSAT software into a Python gym environment, we used a recently

6Artifact Review and Badging Version 1.1 - August 24, 2020, https://www.acm.org/publications/policies/
artifact-review-and-badging-current

7https://rgautron.gitlabpages.inria.fr/gym-dssat-docs/Installation/index.html
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introduced library, named PDI. Currently, only maize fertilization and irrigation problems are
available. gym-DSSAT can be extended to any of the 41 other crops DSSAT currently simulates,
such as wheat or sorghum and/or to other crop operations. Further predefined scenarios will
be defined to reflect a diversity of soil and climate combinations. Weather forecasts being of
major interest for crop management (Hoogenboom, 2000), short time weather predictions of
stochastically generated weather will be provided in the state space. gym-DSSAT will be connected
to Ray rllib (Liang et al., 2017) to enhance environment scalability. For both irrigation and
fertilization use cases, we showed that an untuned RL algorithm was able to learn more sustainable
practices than the expert policies we considered. Beyond the use cases we have provided, further
work is still required to tailor RL algorithms to the idiosyncracies of crop management problems.
The performance baselines of each decision problem can be iteratively refined, for instance using
the expert policy with Transfer Learning (Taylor and Stone, 2009) or extra exploration such as
with Random Network Distillation (Burda et al., 2018). With a limited software development
effort, PDI can be used to turn other existing mechanistic models into gym environments, hence
opening the doors of a potentially large number of mechanistic models to the RL community. We
hope the whole approach we used to create gym-DSSAT will be replicated to other complementary
C, C++ or Fortran based crop models, such as STICS (Brisson et al., 2003) and other mechanistic
models.

Inria



gym-DSSAT RL environment 23

Acknowledgments

The authors acknowledge the PDI team, in particular Karol Sierocinski, for their help. The authors
also acknowledge Bruno Raffin for his support and Essam Morsi for his initial help. Thanks to the
DSSAT team, especially Gerrit Hoogenboom and Cheryl Porter for their continuous support. We
thank Jacob van Etten for his remarks. We acknowledge the Consultative Group for International
Agricultural Research (CGIAR) Platform for Big Data in Agriculture and we especially thank
Brian King. We acknowledge the AIDA team of the French Agricultural Research Centre for
International Development (CIRAD) and the outstanding working environment provided by Inria
and the Scool research group.

References
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A Irrigation use case

We provide a simple baseline for the irrigation problem, as introduced in Section 4.1.

Methods Overall, the irrigation use case follows the same methods than the fertilization use
case (Section 6.1). It only differs from the fertilization use case in the observation space and
return function. Table 8 details the default observation space for the irrigation problem. Denoting
topwt(t, t+ 1) the above the ground population biomass change between t and t+1 (kg/ha); and
amir(t) the irrigated water on day t (L/m2), the default irrigation return function was defined as:

r(t) = trnu(t, t+ 1)︸ ︷︷ ︸
plant nitrogen

uptake

− 15︸︷︷︸
penalty
factor

× amir(t)︸ ︷︷ ︸
irrigated water

quantity

(6)

We considered 3 different policies:

• The ‘null’ policy that never irrigated, which corresponded to rainfed crops. Agronomists
may measure the effect of an irrigation policy as a performance gain compared to the null
policy, in order to decouple the effect of irrigation from the effect of rainfall (Howell, 2003).

• The second baseline was the “expert” policy, which was an approximation of the irrigation
policy of the original maize field experiment (Hunt and Boote, 1998, UFGA8201 experiment
number #3), see Section 4.1. As Table 6 shows, this policy consisted in sixteen deterministic
water applications, which only depended on the number of days after planting. In contrast
with the fertilization expert policy (Table 3), this irrigation expert policy was a simplistic
approximation of the true expert policy of the original field experiment. Indeed, the true
expert policy, unavailable, was likely to depend on more factors (e.g. soil moisture, or
days without effective rainfall in a given growth stage) rather than only on days after
planting. Nevertheless, the irrigation policy in Table 6 was still a convenient baseline for
this experiment.

• The policy learned by PPO.

For an irrigation policy π, denoting grnwtπ the dry matter grain yield of the policy π (kg/ha) ;
grnwt0 the dry matter grain yield with no fertilization (kg/ha); and totirπ the total irrigated
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Table 6: Expert irrigation policy. ‘DAP’ stands for Day After Planting.

DAP quantity (L/m2)
6 13
20 10
37 10
50 13
54 18
65 25
69 25
72 13
75 15
77 19
80 20
84 20
91 15
101 19
104 4
105 25

Table 7: Performance indicators for irrigation policies. An hyphen means gym-DSSAT does not
directly provide the variable, but it can be easily derived.

variable definition comment
grnwt grain yield (kg/ha) quantitative objective to be maximized
totir total irrigation (L/m2) cost to be minimized

– application number cost to be minimized
– water use efficiency (kg/m3) agronomic criteria to be maximized

runoff running-off water (L/m2) loss to be minimized
cleach nitrate leaching (kg/ha) loss/pollution to be minimized

water with policy π (L/m2), we define the water use efficiency (WUE, Equation 15, Howell, 2003)
as:

WUEπ(t) = 10× grnwtπ(t)− grnwt0(t)

totirπ(t)
(7)

Similarly to the fertilization use case, Table 7 shows the performance indicators we considered
for the irrigation problem. In particular, for excessive irrigation, nitrate leaching may increase
(Meisinger and Delgado, 2002). Thus, nitrate leaching is a pollution performance indicator of
irrigation.

Results Regarding the maximization of the undiscounted objective function, PPO showed the
best mean performance and slightly outperformed the expert policy, but had an increase variance
than the latter, see the wider range of values between upper and lower quantiles in Figure 9a.
PPO water applications were more frequently found between days 80 and 120 of the simulation,
which mostly corresponds to the grain filling stage, see Table 10 in Appendix. During this period,
in most cases, PPO irrigated less water than the expert policy, see Figure 9b. As indicated in
Table 9, PPO irrigation policy consumed in average about 49% less water than the expert policy,
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Table 8: Default observation space for the irrigation task.

definition
istage DSSAT maize growing stage
vstage vegetative growth stage (number of leaves)
grnwt grain weight dry matter (kg/ha)
topwt above the ground population biomass (kg/ha)
xlai plant population leaf area index (m2 leaf/m2 soil)
tmax maximum temperature for current day ◦C
srad solar radiation during the current day (MJ/m2/day)
dtt growing degree days for current day (◦C/day)
dap duration after planting (day)
sw volumetric soil water content in soil layers (cm3 [water] / cm3 [soil])
ep actual plant transpiration rate (L/m2/day)

wtdep depth to water table (cm)
rtdep root depth (cm)
totir total irrigated water (L/m2)

Table 9: Mean (st. dev.) irrigation baselines performances computed using 1000 episodes. For
each criterion, bold numbers indicate the best performing policy.

null expert PPO
grain yield (kg/ha) 3734.8 (1852.2) 8306.6 (562.0) 7082.2 (1455.7)
total irrigation (l/m2) 0 (0) 264.0 (0) 133.8 (40.3)
application number 0 (0) 16.0 (0.0) 16.2 (3.7)
water use efficiency (kg/m3) n.a. 17.3 (7.1) 26.3 (13.6)
runoff (L/m2) 0.4 (3.5) 0.4 (3.5) 0.4 (3.5)
nitrate leaching (kg/ha) 18.5 (12.6) 24.6 (9.0) 18.7 (9.6)

while maintaining a maize grain yield close to the one of the expert policy. Consistently, the
water use efficiency (Equation 7) of PPO policy was 54% higher than for the expert policy. Total
nitrate leaching for PPO policy was very close to the null policy, and was about 24% less than
for the expert policy. The number of water applications were similar for both expert and PPO
policies. Null, expert, and PPO policies had similar water runoff, indicating no water loss due to
excessive irrigation of expert or PPO policies.

Discussion PPO showed a great efficiency advantage over the expert policy, while maintaining
a comparable average grain yield. Water applications of PPO were most frequently focused during
maize anthesis period, where maize water needs are the greatest and most crucial with respect to
grain yield (NeSmith and Ritchie, 1992). Because the expert irrigation policy was likely to be a
poor simplification of the real expert irrigation strategy, the advantage PPO irrigation strategy
showed might be overly optimistic. However, because PPO has shown largely reduced irrigated
water and nitrate leaching, we still deem these results interesting. An alternative baseline could
be to reproduce the built-in automatic irrigation policy implemented in DSSAT (Hoogenboom
et al., 2019), and compare its performance to the irrigation policy of PPO.
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Figure 9: Undiscounted cumulated returns and applications for the irrigation problem.

Table 10: Mean (st. dev.) days of simulation to reach growth stages for the irrigation problem
(1000 episodes).

istage meaning null expert ppo
8 50% of plants germinated 28 (0) 28 (0) 28 (0)
9 50% of plants with some part visible at soil surface 29 (0) 29 (0) 29 (0)
1 end of juvenile stage 40 (3) 40 (3) 40 (3)
2 50% of plants completed floral initiation 64 (4) 64 (4) 64 (4)
3 50% of plants with some silks visible outside husks 69 (4) 69 (4) 69 (4)
4 beginning of grain filling 110 (4) 110 (4) 110 (4)
5 end of grain filling 120 (4) 120 (4) 120 (4)
6 50% of plants at harvest maturity 158 (4) 158 (4) 158 (4)

B Fertilization use case complement

Table 11 provides statistics about the growth stages for the three policies of the fertilization use
case.
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Table 11: Mean (st. dev.) days of simulation to reach growth stages for the fertilization problem
(1000 episodes).

istage meaning null expert ppo
8 50% of plants germinated 22 (1) 22 (1) 22 (1)
9 50% of plants with some part visible at soil surface 23 (1) 23 (1) 23 (1)
1 end of juvenile stage 34 (3) 34 (3) 34 (3)
2 50% of plants completed floral initiation 60 (5) 60 (5) 60 (5)
3 50% of plants with some silks visible outside husks 65 (5) 65 (5) 65 (5)
4 beginning of grain filling 107 (4) 107 (4) 107 (4)
5 end of grain filling 117 (4) 117 (4) 117 (4)
6 50% of plants at harvest maturity 155 (5) 155 (5) 155 (5)

RR n° 9460



RESEARCH CENTRE
LILLE – NORD EUROPE

Parc scientifique de la Haute-Borne
40 avenue Halley - Bât A - Park Plaza
59650 Villeneuve d’Ascq

Publisher
Inria
Domaine de Voluceau - Rocquencourt
BP 105 - 78153 Le Chesnay Cedex
inria.fr

ISSN 0249-6399


	Introduction
	Related work
	Formalization of RL decision problems
	From Markov decision processes to reinforcement learning
	Partially Observable Markov Decision Process
	gym environments

	Decisions problems in gym-DSSAT
	Default crop management problems of gym-DSSAT
	Custom scenario definition

	Software architecture of the environment
	The PDI Data Interface
	Internals of gym-DSSAT

	Experimenting with gym-DSSAT
	Use case: learning an efficient maize fertilization
	Execution time and reproducibility

	Concluding remarks
	Irrigation use case
	Fertilization use case complement

