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Highlights

Validation of a data-driven fast numerical model to simulate the Immersion
Cooling of a Lithium-ion Battery Pack.

Elie SOLAI, Maxime GUADAGNINI, Hélöıse BEAUGENDRE, Rémi DACCORD, Pietro
CONGEDO

• We develop a data-driven fast numerical model to predict the behavior of the battery
pack.

• We provide data of an experimental test case of Li-ion cells immersion cooling.

• We apply Bayesian calibration method to get posterior distributions of input parameters
using experimental data.

• Our approach allows reducing the numerical error bar of the model temperature re-
sponse dramatically.
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Abstract

Thermal management of Lithium-ion batteries is a key element to the widespread of elec-
tric vehicles. In this study, we illustrate the validation of a data-driven numerical method
permitting to evaluate fast the behavior of the Immersion Cooling of a Lithium-ion Battery
Pack. First, we illustrate an experiment using a set up of immersion cooling battery pack,
where the temperatures, voltage and electrical current evolution of the Li-ion batteries are
monitored. The impact of different charging/discharging cycles on the thermal behavior of
the battery pack is investigated. Secondly, we introduce a numerical model, that simulates the
heat transfer and electrical behavior of an immersion cooling Battery Thermal Management
System. The deterministic numerical model is compared against the experimental measure-
ments of temperatures. Then, we perform a Bayesian calibration of the multi-physics input
parameters using the experimental measurements directly. The informative distributions
outcoming of this process are used to validate the model in different experimental conditions
and reduce the uncertainty in the model’s temperatures predictions. Finally, the learned
distributions of inputs and the numerical model are used to design the system under realistic
conditions representing a realistic racing car operation. A Sobol indices based sensitivity
analysis is performed to get further analysis elements on the behavior of the BTMS.

Keywords: Lithium-ion batteries, Immersion cooling, Experimental dataset, Numerical
simulation, Uncertainty quantification, Sensitivity analysis, Surrogate model, Bayesian
calibration

1. Introduction

1.1. Industrial context

Encouraging the use of electric vehicles requires ultra-fast charging of batteries to close
the gap between the time needed for filling the tank of a petrol car and charging an electric
vehicle. The ultra-fast charging capability corresponds to high electric currents going through
the Lithium-ion (Li-ion) cells. At the same time, race vehicles are turning to electrification
requiring high average power out of large batteries: alternating sequences of high regenerative
breaking (charging) and powerful accelerations (discharging). Those constraints provoke heat
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loads on the battery pack, which forces derating of performances. Indeed, high temperatures
cause damages to the battery pack and reduce the lifespan of the system.

Figure 1: Rise of patents families related to liquid immersion cooling technology over the last 70 years,
presenting a compound annual growth rate (CGAR) around 40%. Data extracted and plotted from the
European Patent Office database by the company Capax Infinity.

Industrials focus their efforts on developing Battery Thermal Management Systems (BTMS)
to keep the batteries in a safe range of temperatures during the vehicle operation and en-
sure temperature homogeneity between the cells and within a cell. Conventional indirect
cooling techniques such as water cold plates can not cope with this high heat generation. A
promising solution to reach high-performance cooling is immersion cooling technology [1, 2].
As it is highlighted in Fig. 1, immersion cooling recently received an increasing attention
from BTMS manufacturers. The number of patents related to immersion cooling technology
shows a significant rise since 2016. In such systems, a high heat transfer rate dielectric fluid
flows in direct contact with the Li-ion batteries, and the liquid has access to a much wider
cooling surface much closer to the hot spots.

1.2. Li-ion batteries immersion cooling experimental setup and dataset

Many experiments of immersion cooling configurations have been conducted in the litera-
ture. While experimental facilities and methods can differ, measurements are often related to
the temperature evolution of Li-ion cells under various conditions. Notably, most references
study the effect of charge and discharge rates on the batteries temperature evolution. These
facilities usually feature a pack composed of few cells, going from a lonely cell as in [3] up to
larger configurations as in [4] with 32 cells. The packs are immersed in fluid within a tank or
enclosure. The fluid utilized is either air or coolants with better thermal performances. Cells
temperatures are usually measured by thermocouples placed on the skin of the cells. Using
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Figure 2: Battery module from the company e-Mersiv composed of 21700 cylindrical Li-ion cells - 5.2 [kWh].
Capable of 10 [C] for 10 [sec] and 7 [C] continuously, cooled by immersion in a dielectric fluid.

thermocouples on each of the cells allows evaluating the temperature uniformity within the
packs. These setups focus on different parameters of interest, such as maximum temperature,
maximum spatial temperature deviation and temperature uniformity, giving informative in-
sights on the behavior and performances of immersion cooling systems. Let’s review some
results from the literature provided by such experimental investigations.

The immersion cooling experimental setups usually allow studying the impact of the ge-
ometry and the arrangement of the cells. Refs [5, 6, 4] studied the influence of arrangement
geometries on the cooling effectiveness. Indeed, [4] showed experimentally that an aligned
arrangement in straight rows of cells displays the best cooling capabilities, based on temper-
ature measurements within the pack.

The thermal regimes cooling performances are also studied through those experimental
setups. [7] assess the performances of a newly developed cooling system, a thermoelectric
cooler, by comparing it against natural and forced convection cooling using the same facility.
[8] also assess capabilities of their innovative oil impingement cooling technique. The refer-
ence [9] provides experimental measurements of temperature for the case of heated batteries
immersed in a fluid, under different cooling regimes. The variety of fluids utilized allows
to investigate the efficiency of air or liquid cooling involving more complex fluids. Also, for
each fluid, several incoming velocities are applied and the resulting temperature evolution is
measured.

Some authors use experimental setups to build or calibrate numerical models. For in-
stance, [10] assess the heat generated by the batteries from temperature measurements and
include it as a source term in the model to ensure good numerical reproducibility of the
experimental data.

Many of the cited experiments use steady discharge rates in each investigated experimen-
tal condition. Only a few references perform temperature measurements while alternating
charge, discharge, and rest cycles at different rates. In [3, 8] the temperature evolution the
cells are investigated during such cycles.
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The first contribution of the present paper is to describe an experiment, which gathers
many of the features described above, providing novel experimental data. Precisely, the setup
consists of a lab-scale battery pack of eight 18650 cylindrical cells immersed in a coolant and
under a forced convection regime. The spacing between each cell and with the enclosure walls
is narrow. In that sense, the current setup gets closer to realistic geometries of manufactured
battery packs. Thermocouples measure temperatures at cathode and anodes locations for
some of the eight cells. The experiment’s goal is to measure the temperature evolution of
the batteries submitted to different charging and discharging cycles. In addition, electrical
characteristics such as voltage and electrical current are monitored and put in perspective
with the temperature evolution. The several cycles investigated present various charging
rates within the same experiment. The experimental measurements allow quantifying the
effect of charging rates in a transient regime and how the cooling capabilities are affected by
such variations. The experimental results are provided in a dataset available at [11].

1.3. Data-driven numerical model

The second contribution of this paper concerns the validation of a data-driven numerical
model permitting to predict the performance of the BTMS system.

Several modeling approaches exist to perform the simulation of BTMS. The authors in
[12] identify the modeling methods to represent the thermal and electrical behavior of the
Li-ion batteries in immersion cooling systems. They state that the usual approach is either
to consider the batteries and cooling system in either a 1D, 2D, 3D geometry or using a
so-called lumped model.

The simulation of immersion cooling BTMS requires solving thermal and electrical equa-
tions to estimate the temperature, voltage and state of charge evolution of the Li-ion cells,
under given discharging or charging conditions. For the thermal part, the classical approach
is to use 2D or 3D computational fluid dynamics (CFD) models to solve the conjugate heat
transfer in such configuration. Several references solve Navier-Stokes and energy conserva-
tion equations in various geometries of BTMS [13, 14, 15, 16, 10, 17]. CFD models allow
predicting the temperature fields evolution in both solid (Li-ion batteries) and fluid (coolant)
domains under different operation conditions of the BTMS. In terms of computational cost,
solving the conjugate heat transfer for BTMS could turns out to be very costly if one seeks
to represent the thousands of cells usually composing a real battery pack, as the one shown
in Fig. 2.

Also, other types of models, involving some simplified approaches, can be found in lit-
erature to represent the thermal and electrical behavior of the batteries. For instance the
authors in [18] developed a 1D electro-thermal model to couple the electrical parameters of
the battery such as voltage and resistance, among others, with the temperature prediction
of heated Li-ion batteries. The authors in [19] show a model representing the thermal and
electrical performances of a battery and their interaction, using equivalent circuit models and
electrical analogy to compute the heat generation in a simplified Li-ion cell. Also, the lumped
body approach consider the temperature uniformly distributed in the battery. For example,
[20] apply a lumped thermal model to compute the heat generation in the battery and heat
transfer between the battery surface and surrounding fluid. The lumped and 1D model de-
veloped in these studies, featured a good representation of the temperature evolution with
respect to experimental data.

Finally, some authors represent the whole physics, with higher fidelity, from the chemical
level up to the heat transfer at the module level, mixing CFD models for the flow and

4



heat transfer with partial differential equations for the electro-chemical phenomenon. The
references [21, 22] performed such a comprehensive approach.

A Battery Thermal Management System is a multi-physics system involving various un-
certain parameters. First, thermal parameters, namely the radial and axial thermal conduc-
tivities, and the specific heat of the Li-ion cells involved in the energy equation are in practice
really hard to evaluate due to the complex chemical structure of the Li-ion cells [23, 24, 25].
Furthermore, electrical parameters such as the internal resistance and state of health of the
cell feature also complex behaviors. It is commonly agreed in the literature that the heat
generated by the Li-ion cells is, for the most part, due to the Joule effect, coming from the
internal resistance and the electric current going through the cells [26, 27]. Consequently, the
internal resistance parameter is expected to significantly influence the temperature evolution
of the Li-ion cells when solving the heat equation. Finally, parameters related to the fluid
domain present as well some uncertainties. The mass flow rate of the cooling fluid is given
indirectly by the operation of the pump generating the convective heat transfer. Due to the
geometry of the arrangement of the Li-ion cells within the pack, it is hard to assert a value
of the mass flow rate from the pump input instructions. Overall, uncertainties coming from
those multi-physics parameters will generate considerable variability in the numerical model’s
temperature, voltage, and state of charge prediction. Most of the references addressing Un-
certainty Quantification on Li-ion cells focus on the equations governing the electrochemical
behavior within a Li-ion cell [28, 29, 30, 31]. Some authors [32, 33] focus on coupling elec-
tronics partial differential equations to the thermal equation to compute the heat produced
within a single Li-ion cell. To the best of our knowledge, no references are studying the
effects of uncertainties for the heat transfer between the batteries and a cooling fluid.

In this context, the second contribution of this paper is twofold, i) to develop a fast-
to-evaluate model to reduce the computational constraints inherent to CFD models, ii) to
illustrate the interest in a UQ-based approach to assess the model predictivity. Specifically,
the heat transfer between the solid and fluid domains is solved by coupling the 2D heat
equation in the solid domain with a heat balance in the fluid domain seen as a conduct.
Electrical parameters are computed using equivalent circuit models and parameters’ esti-
mation through data tables related to specific Li-ion cells. Including uncertainties coming
from the Li-ion batteries’ thermal and electrical parameters permits assessing the impact of
those multi-physical parameters uncertainties on the temperature predicted by the numerical
model. In addition, experimental data are directly used to reduce these uncertainties and
learn about the parameter values and the model behaviour thanks to the resolution of a
Bayesian inverse problem. Finally, a sensitivity analysis is performed to get further insights
into the behaviour of the whole system.

The article is structured as follows. First in section 2, the immersion cooling experi-
mental setup is presented. The thermal performances of the system are quantified thanks
to the results of this experiment. Then, Section 3 illustrates the numerical model and its
performance on the experimental data reproducibility. Section 4 details the source of uncer-
tainties related to the specified parameters. The mathematical framework to deal practically
with the uncertainties is presented at this point. Finally, section 5 gives the results of the
Bayesian calibration and uncertainty quantification approach in three different cases of dis-
charging/charging conditions. Conclusions and perspectives outcoming of this study are
drawn in section 6.
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2. Experimental test case: lab-scale immersion cooling

The experimental case setup is represented in Fig. 3. It is made of a representative
batch of eight cylindrical cells. The batteries used are the cylindrical cells 18650-VTC6 from
Murata with 3 Ampere-hour capacity (denoted [A · h] in the following). They are stored
in an enclosure, a cube with sides of 150 [mm]. The cells have a diameter of d = 18 [mm]
and a height of L = 65 [mm]. They are spaced 0.5 [mm] from each other and staggered
in a hollow shape that also lets a 0.5 [mm] spacing from the walls. A dielectric fluid loop
circulates bottom-up in direct contact with the cells. The flow goes axially along with the
cells within the enclosure, from the bottom to the top. The fluid is entering the enclosure at
a speed of 0.04 m.s−1. Temperature sensors are placed on the busbars, at the bottom and
above sides of the cells. The position of the sensors in the battery pack is detailed in Fig.
3. The working fluid used in this experiment is the CFX70 from Chemours™ company. The
physical properties of the fluid are detailed in Tab. 1.

Temperature sensors

Li-ion cells

Figure 3: Experimental set up. Position of the temperature sensors (left), computer aided design (middle)
and real set up (right).

Li-ion cells are submitted to different charging and discharging electric current cycles.
The experimental cycles define the amplitude of the electric current inputted to the cells and
the duration of charging and discharging sequences. In this study, two cycles conditions are
applied: the first one named Datasheet cycle (DS) and the second Racing Cycle (RC). For
one Li-ion cell, the DS cycle comprises a sequence of I = −30 [A] discharging current during
242 [sec] followed by a sequence of I = 5 [A] charging current during 1468 [sec]. The RC
cycle comprises a alternation of 10 [sec] discharging at I = −30 [A] and 10 [sec] charging
at I = 30 [A] sequences, during 672 [sec]. Then, a rest sequence with I = 0 [A] during 400
[sec] is applied. The nominal conditions of the experiment parameters are detailed in Tab.
2. The circulating fluid cools the heated batteries at a steady flow rate. The purpose of the
experiment is to monitor the temperature evolution of the Li-ion cells using the temperature
sensors shown in Fig. 3. The flow rate of the cooling fluid, the voltage and the electric
current of the batteries are also monitored. This experimental setup allows investigating the
effect of various input electric currents on the temperature behavior of the Li-ion cells, cooled
by immersion at a steady flow rate.

The whole experimental data for both DS and RC cycles are available at the link provided
in [11]. The dataset includes the measurements of the inlet, outlet fluid temperatures. Also,
three cathodes temperatures at three different locations and two anodes temperatures at two
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Property Units CFX70

Boiling point oC 70.6
Freeze point oC < −80
Density at 25 oC g · cm−3 1.63
Viscosity at 25 oC cP 0.75
Heat of vaporization kJ · kg−1 98
Liquid conductivity W · (m ·K)−1 0.093
Liquid specific heat at 25 oC kJ · (kg ·K)−1 0.75
Coefficient of expansion K−1 0.0014
Dielectric strength, 0.1” gap kV 37
Volume resistivity Ω · cm 2.10 · 1015

Dielectric constant 1.82
Ozone depletion potential (ODP) 0
Global warming potential (GWP) < 20

Table 1: Physical properties of CFX70 fluid.

other locations within the pack are available. Finally, measurements of the voltage for one
cell and the electric current going through the battery pack are provided. The provided
measurements cover four cycles for the DS case and one cycle for the RC cycle.

Mass flow rate Electrical current Sequences Init. voltage Init. fluid temp
[L ·min−1] [A] [sec] [V] [oC]

Datasheet cycle (DS) 1.0 I = −30 t = [0; 242] 4.16 45.22
I = 5 t = [242; 1468]

Race cycle (RC) 1.0 I = ±30 in 10 [sec] periods t = [0; 672] 3.58 45.28
0 t = [672; 1045]

Table 2: Nominal experimental conditions for DS and RC cycles.

The results of the experiment for the DS and RC cycles are shown in Fig. 4 and Fig.
5 respectively. Note that the electric current is measured for the whole pack of batteries.
Thus, the values obtained in the plots for the electrical current are eight times higher than
the values specified in Tab. 2 (given for one cell), according to the wiring of the pack.

For both cycles, the temperature discrepancy between the cathode and the anode tem-
peratures is explained by their respective location in the enclosure. The cathode of Li-ion
cells is at the entrance of the cooling fluid in the enclosure, while the anode is at the exit.
As a consequence, the cooling fluid retrieves some heat while flowing around the cells. Also,
from t ≈ 50 [sec] in the RC cycle and the beginning of DS cycle, the fluid temperature at
the inlet is lower than the temperature at the outlet, which agrees with the cooling process
taking place within the enclosure. Overall, the flow rate measurements show that the steady
condition is fulfilled, even if the rate presents some small noisy variations.
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(a) Temperature and mass flow rate evolution (b) Voltage and electric current evolution

Figure 4: Experimental measurements for the Race cycle.

For the RC cycle results in Fig. 4, heat is mostly produced during the alternation of
charging and discharging sequences. Then, while the electric current is set to I = 0 [A],
the fluid is cooling the batteries, decreasing the temperature as they are not producing heat
anymore. For the anode, the temperature increases quickly during the first 400 seconds of the
experiment. The slope of the temperature curve is significantly decreasing after t = 500 [sec].
The cathode temperature is increasing at a more regular rate during the charging/discharging
sequence. Furthermore, the curve of the anode temperature shows a quick increase during the
first 150 seconds of the experiment, which might appear to be uncorrelated with the following
part of the curve. A plausible explanation can be drawn by considering that the internal
resistance of a Li-ion battery can vary a lot at the beginning of its solicitation, notably
because the stationary regime of chemicals reactions within the battery can be quite long to
reach. During this period, the thermal behavior of the battery might not be as predictable
as it would be on an established steady-state regime.

For the DS cycle results in Fig. 5, heating with a high discharging electric current at
I = −30 [A] is much shorter than in the RC cycle. In contrast with the RC cycles results,
a single heat transfer regime seems to be observable in this first sequence. Then, during the
charging sequence at I = 5 [A], the heat produced by the battery is lower than the heat
retrieved by the coolant. Moreover, temperature decreases, even if some electric current is
still submitted to the batteries.

3. Numerical model

The model presented in this paper computes the transient heat transfer between a Li-
ion battery and a surrounding fluid together with the evolution of electrical parameters, for
the case of a Li-ion battery submitted to unsteady input electric currents. The approach
chosen was to develop a model allowing insights on some parameters of interest evolution in
immersion cooling configuration. For the thermal part, the variables computed by the model
are the temperature of the Li-ion battery and surrounding fluid. The voltage and the state
of charge of the battery are computed in the electrical part. The description of the whole
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(a) Temperature and mass flow rate evolution (b) Voltage and electric current evolution

Figure 5: Experimental measurements for the Datasheet cycle.

numerical model is resumed in Alg. 1.

3.1. Thermal equations

In this section, we describe the equations representing the heat transfer between the
coolant (fluid domain) and the Li-ion cell (solid domain), both pictured in Fig. 7.

First, the solid domain Ωs represents half of the cylindrical Li-ion battery in a 2D geome-
try. The temperature T (xs, t), for a given position xs ∈ Ωs and a time t ∈ [t0, tf ], is obtained
by solving the heat equation:

ρCp
∂T (xs, t)

∂t
= λ∆T (xs, t) + q (1)

where ρ is the density of the Li-ion cell, Cp its specific heat capacity and λ = (λr, λz)
is the vector of thermal conductivities in radial and axial directions respectively. q is the
volumetric source term representing the heat generated within the Li-ion cell by the Joule
effect and is computed as follows

q ∝ R0 · I2(t) (2)

where R0 stands for the internal resistance of the cell, and I(t) is the electric current sub-
mitted to the batteries at a given time t. The heat is generated in the battery through the
volumetric source term in Eq. 2 and then is spread in the domain through Eq. 1. As the
computational domain represents only half of the Li-ion cell, a symmetry condition is applied
for the temperature at the center of battery Γsym. For a position xΓint

∈ Γint, on the interface
Γint between the fluid and solid domains, a Neumann condition is applied, giving the heat
flux generated by the temperature difference between these domains:

∂T (xΓint
, t)

∂n
= −hfSΓint

(
T (xf , t)− T (xs, t)

)
(3)

where SΓint
is the surface of the whole boundary, T (xf , t) the temperature in the fluid domain

and T (xs, t) the temperature in the solid domain at the other side of the interface. In practice,
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the solid domain is meshed and finite differences scheme is used for space and time to solve
the heat equation Eq. 1. The mesh containing 100 cells is visible in Fig. 6. It is meshed
using a cartesian grid with the same number of cells in both radial and vertical direction.
The mesh is then more refined in the radial direction.

Figure 6: Mesh of solid domain with temperature unknowns in the center of each mesh cell

The energy transfer between the fluid and the solid domains is computed through the
specific enthalpy of the fluid h. It is a function of the location in the fluid domain xf and
time t, so we denote the enthalpy h(xf , t). The fluid layer around the battery is seen as
a conduct. The heat balance for a control volume in the conduct is established, allowing
to compute the specific enthalpy difference due to the heat produced by the Li-ion battery.
Referring to Fig. 7, let’s consider the control volume V in the fluid layer. The flow of the
coolant is assumed steady, incompressible and the effects of gravity are neglected. Also,
no mechanical power is brought to the fluid in this case. According to the first law of
thermodynamics, for two locations of the fluid domain xf and x′f defining the control volume
V in the conduct, the heat balance for any time t reads:

ṁ
(
h(x′f , t)− h(xf , t)

)
= ϕth (4)

where ṁ is the mass flow rate of the fluid flowing through the conduct. The heat flux ϕth

defined in following represents the heat exchanged between the battery and the surrounding
fluid in the control volume V :

ϕth = hf · SV

(
T (xf , t)− T (xs, t)

)
(5)
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where hf is heat transfer coefficient of the fluid. SV is the surface of the interface between
the solid domain and the control volume.

For a position xΓinlet
at the fluid inlet boundary Γinlet, a Dirichlet condition is applied for

the specific enthalpy:
h(xΓinlet

, t) = hini. (6)

For a position xΓoutlet
at the fluid outlet boundary Γoutlet, an homogeneous Neumann

condition is applied:
∂h(xΓoutlet

, t)

∂n
= 0 (7)

The temperature of the fluid is obtained by interpolation of tables linking the specific
enthalpy, the pressure and the temperature using the REFPROP data base [34]. In the
following, the interpolation operator of 2D gridded data for a scalar output quantity u is
written as:

u = Interp2(xq, yq, [T1,T2,TU])

With this notation, the table [T1,T2,TU] contains the values of the quantity to compute
u ∈ TU, depending on the values in the vectors T1 and T2. The value u is computed for the
query points xq ∈ T1 and yq ∈ T2, by interpolation on the values in TU corresponding to
the query points. Numerically speaking, the Interp2 function utilized is the Matlab ’interp2’
routine (table lookup). The value u is obtained via a linear interpolation of the data available
at the neighborhood of the query point (xq, yq).

The temperature of the fluid is then linked with the pressure P0 and enthalpy h(xf , t)
in the table written [h,P,Temp], composed of possible values for enthalpy, pressure and
temperature stored in the vectors h,P,Temp respectively. Then, temperature of the fluid
at a location xf and a time t is given as follows:

T (xf , t) = Interp2

(
h(xf , t), P0; [h,P,Temp]refprop

)
(8)

Note that the query points for the 2D interpolation are the enthalpy h(xf , t) and the
pressure of the fluid P0, which is known and assumed steady in this study. The pressure
is set to P0 = 100 [mBar]. The range of possible values in the temperature table Temp
goes from −34.6oC to +120.5oC. The biggest discrepancy between two consecutive data is
0.67oC.

The specific enthalpy hini at the inlet fluid boundary Γinlet is given by the following
interpolation:

Tini = Interp2

(
hini, P0; [h,P,Temp]refprop

)
(9)

where Tini is the temperature at the beginning of the simulation t0 and also stands for the
steady temperature outside the computational domains.

The equation system formed by Eq. 1, Eq. 4, Eq. 8 and the boundary conditions allows
to compute the three unknowns of the problem: the temperature in the solid domain T (xs, t),
the specific enthalpy of the fluid h(xf , t) and the temperature in the fluid domain T (xf , t),
at any time t.

As specified in the introduction, the objective of the uncertainty quantification approach
is to compute statistics on some outputs of the numerical model. Specifically, in this paper,
we focus on the mean of the temperature within the battery on the right side, nearby the
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solid-fluid interface, as shown is Fig. 7. This zone is denoted Ωright
int and its surface SΩright

int
.

This temperature is chosen to try to simulate the skin temperature of the battery as if it
was located within a gap between two cells in a larger pack configuration. To get a scalar
quantity, the mean of the temperatures in this area is computed, giving at any time t the
temperature denoted Tqoi(t). At any time t, the temperature of interest Tqoi(t) is computed
using

Tqoi(t) =
1

SΩright
int

∫
Ωright

int

T (xs, t)dx. (10)

Figure 7: Computational domains: solid domain and fluid layer, control volume scheme for the specific
enthalpy computation.

3.2. Electrical equations

Along with the thermal equations, electrical parameters of the Li-ion cells are also com-
puted during the simulated time. In this study, the attention is focused on the computation
of the voltage and state of charge evolution of the Li-ion battery.

The state of charge SOC of the cell is computed at each time t of the simulation using
the relation:

SOC(t) = 1 · SOH − I(t)

C · 3600
· t (11)

where C stands for the capacity of the cell in [A · h]. SOH is the state of health of the
battery, expressed with a percentage. I(t) is the electrical current submitted to the battery
at a time t. The capacity C is given at the beginning of the simulation by a 1D interpolation
in tables linking the temperature and the capacity as follows

C = Interp1

(
Tini; [Temp,CAh]

)
. (12)
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Similarly to the 2D interpolation function, Interp1 is based on the ’interp1’ function from
Matlab. Interp1 performs a 1D linear interpolation between data in the neighborhood of the
query point, by comparison with Interp2 which takes two inputs x, y. The table CAh is a
vector containing values of capacity from 2.88 to 3 [A · h] multiplied by the SOH parameter.
The query point is the temperature at t = 0, knowing Tini. The data in the table CAh are
provided by the cell constructor Murata.

To compute the voltage of the battery, the Li-ion battery is approximated with an adapted
Thevenin model [35]. It is represented in Fig. 8 with all the notations of the involved electrical
parameters. A parallel RC circuit (with resistance R1 and capacity C1) is connected to the
voltage source of the battery Em and its internal resistance R0. Following this approximation,
the full voltage V of the battery, depending on time t, is given by the following relation:

V (t) = Em(t) + Z(t) · I(t). (13)

The voltage source of the circuit is the electromotive force denoted Em. Z is the impedance
of the RC circuit representing the battery. Em represents the no-load voltage of the open
circuit. It is computed at each time t of the simulation using the following relation:

Em(t) = Ei(t)− ET (t). (14)

Note that Ei is the voltage of a cell with no input electric current, and its value is obtained
by interpolation of tables linking the electrical current, the state of charge and the voltage,
as follows

Ei(t) = Interp2

(
I = 0, SOC(t); [I,SOC,Ei]

)
. (15)

Note also that ET is the voltage of the cell dependant on the initial temperature and
is obtained by interpolation of tables linking the temperature, the state of charge and the
voltage, computed as follows

ET (t) = Interp2

(
Tini, SOC(t); [Temp,SOC,ET ]

)
. (16)

The table Ei and ET contain values of the voltage with average discrepancy of 0.2 [V] between
two consecutive data.

Following the RC circuits wiring in Fig. 8, the impedance Z of the battery is then
expressed:

Z(t) =
R1(t)

1 +R1(t)C1(t)
+R0, (17)

where R1 and R0 are the internal resistance of the RC circuit. R0 represents the main
contribution to the resistance of the battery. A constant value is chosen for this parameter.
The resistance R1 is obtained by interpolation of tables linking the temperature, the state of
charge and the resistance:

R1(t) = Interp2

(
Tini, SOC(t); [Temp,SOC,R1]

)
(18)

The table R1 contains values of resistance from 0.5 to 10 [mΩ] with a maximum discrepancy
of 4 [mΩ] between two values.
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The query points are the initial temperature Tini and the state of charge SOC(t). Note
that the capacity C1 is the internal capacitance of the battery. It is interpolated from tables
linking the temperature, the state of charge and the capacitance, computed as follows

C1(t) = Interp2

(
Tini, SOC(t); [Temp,SOC,C1]

)
(19)

The table C1 contains values of capacitance with a maximum discrepancy of 2.7 ·10+3 Farads
between two values.

Note that in practice, R0 is assumed much bigger than R1. To simplify the thermal
model behavior and in the perspective of performing the calibration of the internal resistance
parameter, the choice was made to consider only the contribution from R0 for the internal
resistance in the heat generation of the Li-ion battery in Eq. 1. All the data tables used in
the previous equations are provided by the battery manufacturer.

Figure 8: Adapted Thevenin equivalent model of the Li-ion battery.

In addition, this model allows to simulate the electrical parameters for an equivalent
battery pack, rather than a single cell. To do that, the type of connections in the battery
pack is considered, i.e. the parallel and serial configuration of the connections between all
Li-ion cells. Using Kirchoff’s laws, the equivalent input electrical current and voltage can be
computed.
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Algorithm 1 Numerical model

t = 0
Init. thermal and flow parameters: [ρ Cp λr λz ṁ hf P0]
Init electrical parameters: [SOH C R1 C1 R0]
Init. conditions:

T (xs, t = 0) = T (xf , 0) = Tini
h(xf , t = 0) = hini
SOC(t = 0) = 1 · SOH
V (t = 0) = V0

while t < tf do
Read electrical current input I(t)
thermal model

q ← R0 · I2(t)
Compute T (xs, t) through Eq. 1. Apply the BC at Γint,Γsym

Compute h(xf , t) through Eq. 4. Apply the BC at Γinlet, Γoutlet

Compute T (xf , t) through Eq. 8
Compute the temperature of interest Tqoi(t)

electrical model
Compute SOC(t) through Eq. 11
Compute Em(t), R1(t), C1(t) through Eq. 14,15,16,18,19
Compute Z(t) through Eq. 17
Compute V (t) through Eq. 13

t← t+ δt
end while
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3.3. Numerical results

The thermal performances of the model are shown in Fig. 9 and Fig. 10. The tempera-
ture evolution computed by the numerical model is compared against the experimental data
(Anode 1 temperature, see Fig. 3) and measurement error envelope. Same values of input
parameters are taken for both cases so it is possible to compare quantitatively the perfor-
mances of the model in each situation. The values of the thermal input parameters used in
these simulations are given in Tab. 3. Those values were obtained after the calibration pro-
cess detailed later in the study. Especially the range of values for the thermal conductivities
and the specific heat capacity to initiate the calibration procedure were inspired from the
references [24, 23].

Parameter Symbol Value Units

Mass flow rate ṁ 2.925 · 10−3 kg · s−1

Heat transfer coefficient hf 2.140 · 10+2 W.m−2.K−1

Internal resistance R0 3.253 · 10−3 Ω
State Of Health SOH 9.975 · 10+1 %
Radial thermal conductivity λr 9.101 · 10−1 W.(mK)−1

Axial thermal conductivity λz 3.391 · 10+1 W.(mK)−1

Specific heat capacity Cp 1.157 · 10+3 J.(kg.K)−1

Table 3: Values of input thermal parameters.

Figure 9: Temperature computed by the numerical model for the Datasheet cycle case.

For the Datasheet cycle in Fig. 9, the model seems to underestimate the battery temper-
ature in the discharging sequence. However, the cooling period occurring during the charging
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sequence seems well captured by the model and the final temperature is close to the experi-
mental measurements. Several hypothesis could explain this temperature discrepancy during
the discharging sequence. The temperature probes position in the experimental setup could
induce an overheating which the model might not be able to compute. Indeed, the cells ar-
rangement of the experimental setup generates variations in the coolant flow and overheating
zones are expected to appear at some locations. It could be the case for the thermocouple
position of Anode 1. The low order of the model for the fluid equations could limit its ca-
pability in reproducing such phenomenon. Also, the voltage of the battery drops rapidly in
this sequence (see Fig. 5b). The low SOC at this point might provoke an higher heating rate
from the cell and is omitted by the model.

Figure 10: Temperature computed by the numerical model for the Race cycle case.

For the Race cycle in Fig. 10, the temperature predicted by the model gets close to
the experimental data at the end of the heating sequence. The almost steady temperature
regime, observable from the experimental measurements, seems also well represented by
the model. From a physical perspective, in the Race cycle case, the experimental curve of
temperatures in Fig. 10 shows a heating behavior in the first 150 seconds which seems not
correlated to the shape of the curve after 200 seconds. A plausible explanation can be drawn
by considering that the internal resistance of a Li-ion battery can vary a lot at the beginning
of its solicitation, notably because the stationary regime of chemicals reactions within the
battery can be quite long to reach. During this period, the thermal behavior of the battery
might not be easy to be predicted by the model.

However, these numerical results show that the model reproduces well the overall heating
and cooling behaviours of the immersed cells under different operating conditions.
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4. Data-driven methodology

4.1. Source of uncertainties

As described in previous sections, solving the heat transfer in an immersion cooling con-
figuration is a multi-physics problem involving physical parameters of different natures. Un-
fortunately, some of these parameters are hard to assess with good accuracy and confidence.
Here, we propose an Uncertainty Quantification approach to address this problem. This
section is devoted to characterize each uncertainty, i.e. consider a physically sound range
of variation for each parameter and associate a prior distribution. Let’s review which pa-
rameters are considered uncertain in this specific case of the Li-ion batteries immersive heat
transfer problem.

First, the thermal parameters, λr, λz, Cp, are uncertain in the heat equation in the Li-ion
cells, namely the thermal conductivities and the specific heat. The Li-ion cell is a ”jelly-
roll” layered structure of positive and negative electrodes, separator and electrolyte. A
Li-ion battery is generally composed of a positive electrode made of lithium cobalt oxide,
manganese oxide, or nickel oxide. The negative electrode is made of hard carbon or graphite.
An electrolyte of a non-aqueous solvent is intercalated between the electrodes. This structure
is responsible for the anisotropic thermal behavior of the batteries [36]. Due to the complex
chemical structure of Li-ion cells and electrochemical reactions occurring between the ”jelly-
rolled” layers composing the cells, the radial and axial thermal conductivities and the specific
heat capacity parameters are dependent on the electrochemical state of these layers [23, 24].
The highest fidelity models used to evaluate the axial and radial thermal conductivities of the
batteries solve the electrochemical reactions within the layers of the cell, seen as porous media
[24]. Even using this approach, it remains challenging to assess the thermal conductivity of
all the layers in the structure.

Also, the heat generated by the Li-ion cells is mainly due to the Joule effect, coming from
the electric current going through the cells and its inherent internal resistance [27, 10, 16, 26].
The above-described complex structure of a Li-ion cell is responsible for the obstruction of
electrons transfer between the anode and cathode materials of the Li-ion cells. The behavior
of the internal resistance parameter R0 plays a crucial role in the heating process of the Li-ion
cells. Then, to represent the heat transfer in a BTMS, it is essential to obtain an accurate
model or value for the resistance parameter. The internal resistance depends mainly on the
temperature of the Li-ion battery and its state of charge (SOC). In practice, it is costly to
assess the effects of the temperature and the state of charge on the resistance, especially
for an extensive range of temperatures. Most of the models include dependency either on
temperature [26, 16, 10] or on both temperature and state of charge, but often for sparse
values of these parameters [37, 38, 6]. Then it is practically difficult to assess a value for the
internal resistance and its behavior in a wide range of temperatures with good accuracy.

The battery’s state of charge quantifies using a unitless number the amount of electric
current which the battery is still capable of delivering during a given time. It is computed
from its nominal capacity expressed in [A · h] and the capacity at a given time during a
charging or discharging sequence. The state of charge is a percentage of the state of health
(SOH) of the battery, which is the actual value of its capacity when it is considered fully
charged. The state of health is a way of quantifying the age of the battery. Many parameters
could influence its values for a given battery, and various research efforts are focused on
forecasting the evolution of this parameter [39, 40]. Considering the simulation of a battery
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pack with numerous cells, it seems a reasonable approach to admitting a range of variation
for the state of health, in percentages, to track its influence when modeling a BTMS.

Finally, the model used to represent the BTMS used in this case simulates the heat
transfer between the Li-ion cell and the cooling fluid flowing around. The convective heat
transfer performances between the solid and fluid domains, in this case, depends on the
mass flow rate ṁ and heat transfer coefficient of the fluid hf . Those parameters are also
hard to assess with reasonable accuracy in practice. The coolant used in this application is
a complex fluid presenting excellent heat transfer performances. However, this fluid’s heat
transfer coefficient depends on temperature and pressure during operation and the flow speed
used in the experiment, in a non-linear relationship. Besides, the value for the mass flow rate
used during the operation of the BTMS is given indirectly through a pump generating the
flow, which drives the forced convective heat transfer. Then, the value of the mass flow rate
is never known precisely.

Overall, the seven following parameters are considered as uncertain: the mass flow rate
ṁ, the heat transfer coefficient of the coolant hf , the internal resistance R0, the state of
health of the cell SOH, the radial and axial thermal conductivities of the Li-ion cell λr,λz,
the specific heat capacity Cp. Based on the user experience and the references mentioned
above, the lower and upper bounds of the range of uncertainties for each parameter is given
in Tab. 4.

X Parameter Symbol Lower bound Xmin
i Upper bound Xmax

i Units

X1 Mass flow rate ṁ 2.64 · 10−3 3.96 · 10−3 kg · s−1

X2 Heat transfer coefficient hf 200 600 W.m−2.K−1

X3 Internal resistance R0 1 · 10−3 18 · 10−3 Ω
X4 State Of Health SOH 98 102 %
X5 Radial thermal conductivity λr 0.77 1.55 W.(mK)−1

X6 Axial thermal conductivity λz 10.37 45.83 W.(mK)−1

X7 Specific heat capacity Cp 800 1200 J.(kg.K)−1

Table 4: Uncertain parameters and bounds of their respective range of variation.

4.2. Uncertainty quantification problem definition

Let us define the mathematical framework allowing to deal with the uncertainties previ-
ously described. The uncertain inputs are stored in a vector X = [X1, ..., X7]. To represent
the uncertainties, each of the input parameter Xi is seen as a random variable, taking its
values according to a given distribution denoted πi, for i = 1, ..., 7.

The numerical model is from now seen as a black box functionM, giving the output from
its evaluation at some input X. Here, the purpose of the study is to estimate the temperature
of the cell at given times of the simulation. The output of the computational model M is
a vector of the temperatures of interest Tqoi(t) evaluated at some times. Let us define the
output vector of p elements as T = [T1, ..., Tp] with Ti the temperatures at the times ti, such
that Ti = Tqoi(ti) for i = 1, ..., p. The numerical model evaluation on the input X results in
the output vector T according to

T =M(X). (20)
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One objective of Uncertainty Quantification aims at computing some statistics on the
outputs of interest. In the current study, the attention is set on the first and second-order
statistical moments of the output vector components, namely the mean and variance. For
each component Ti of the vector of interest T those quantities are denoted as:

Statistical mean: E[Ti]

Statistical variance: V[Ti] (21)

Practically, the Monte Carlo method is used to compute those statistics on the outputs
of interest. From a large number NMC of input samples X(k), k ∈ [1, NMC ], the numerical
model is evaluated through samples of the output:

T(k) =M(X(k)) = [T
(k)
1 , ..., T (k)

p ] (22)

Then, the statistical mean and variance of each output Ti are evaluated using:

E[Ti] =
1

NMC

NMC∑
k=1

T
(k)
i

V[Ti] =
1

NMC

NMC∑
k=1

(
T

(k)
i − E[Ti]

)2

(23)

4.3. Surrogate model construction

To reach a proper convergence of these statistics, the number of samples NMC should
be high enough. The convergence requires then numerous evaluations of the computational
model, which turns out to be very costly. The way around consists in building a mathematical
function MK , mapping the output T with the input X:

MK : R7 → Rp

X 7→ T (24)

Here, we build this function is built using a stationary Gaussian Processes regression
technique, known as Kriging [41, 42]. Its evaluation presents a very low computational cost
compared to the numerical model.

First, we build a set of NLHS points called the Design of Experiment (DOE). The Design
of Experiment is obtained by sampling NLHS vectors of inputs and by running the numerical
model for each of these inputs. The DOE is the set of points denoted as

XDOE =
{(

X(i),T(i)
)
, i = 1, ..., NLHS

}
(25)

The set XDOE contains several samples of the vectors of input X and output T.
The Kriging model is dependent on so-called hyperparameters governing the form of

the function. The construction of the Kriging model consists in finding the values of these
hyperparameters maximizing the likelihood of the observations in XDOE. The computational
cost of the Kriging construction is then reduced to solving the optimization problem to
maximize the likelihood function.
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To generate the Design of Experiment, the inputs points are sampled using the Latin
Hypercube Sampling technique [43]. Here the DOE is made of NLHS = 170 samples, chosen
after a convergence study not reported here for brevity. This method allows to explore well
the stochastic space for each input variable Xi with a reasonable number of samples. Each
input variable Xi is sampled according to a uniform distribution π[Xi], which range is given
in Tab. 4:

Xi ∼ π[Xi] = U
(
Xmin

i , Xmax
i

)
, i = 1, ..., 7 (26)

Finally to compute the statistics on the quantities of interest, Monte Carlo sampling is
applied like in Eq. 23 using a number NMC = 4.2 · 104 of evaluations on the surrogate model
MK instead of the actual numerical model M.

The accuracy of the surrogate model MK with respect to the numerical model M is
assessed by evaluating both models on an independent set of Nval = 60 input points. Values
of both models are plotted against each other. As shown in Fig. 11, the values are close to
the y = x straight line for most of the input points. This results give good confidence on the
ability of the surrogate model to represent the true numerical model.

Figure 11: Plot of the values of temperatures computed by the surrogate model (YKriging) against the values
from the numerical model (YNumerical model), evaluated on an independent validation set of input points.

4.4. Prior and posterior uncertainties: Bayesian calibration of input parameters

One problem when doing Uncertainty Quantification is to formulate appropriate prior
distributions of the input parameters, typically chosen based on the user’s experience. The
issue is to obtain more informative distributions for the input parameters, which give a
model response close to the experimental data and with reduced variability in the output
predictions.
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The experimental measurements of temperatures Texp can directly be used to learn more
informative distributions of the inputs by solving a Bayesian Inverse problem [44]. Following
the Bayes paradigm, the objective is to compute the distributions of the inputs by taking
into account the information provided by the experimental data. It is called the posterior
distribution and it can be computed using the Bayes theorem in Eq. 27:

π[X|Texp] =
π[Texp|X] · π[X]

π[Texp]
(27)

π[Texp|X] stands for the likelihood and π[X] is the prior distribution defined in the pre-
vious section. π[Texp] is seen as a normalization constant called the marginal likelihood.

The posterior distribution π[X|Texp] is approximated using a Markov Chain Monte Carlo
(MCMC) algorithm [45, 46]. Using the Adaptive Metropolis algorithm [47], the Markov
Chain is constructed by sampling iteratively candidate values for the inputs X(l). The chain
goes from the iteration (l) to (l+1) by accepting a new candidate X(l+1) with a probability of
acceptance pl, defined in the Adaptive Metropolis algorithm. This next sample is evaluated
through the surrogate model MK and accepted with the probability pl.

4.5. Global sensitivity analysis

The global sensitivity analysis aims to quantify the effect of each uncertain input and
their correlated effect on a given scalar quantity of interest [48]. The analysis is performed
using a variance-based decomposition of the black box model known as Analysis of Variance
(ANOVA) decomposition [49]. For notations purposes in this section only, let us denoteMY

a single scalar output of the lastly described numerical model, by comparison withM which
outputs a vector of quantities of interest. The ANOVA decomposition of the modelMY can
be written as follows:

MY (X)
ANOVA

:= MY
0︸︷︷︸

mean

+
7∑

i=1

MY
i (Xi)︸ ︷︷ ︸

first order

+
7∑

i1=1

7∑
i2=i1+1

MY
i1i2

(Xi1 , Xi2)︸ ︷︷ ︸
second order

+ · · ·+MY
1,...,7(X1, ..., X7)︸ ︷︷ ︸
seventh order

.

(28)
The numerical model is seen as a sum of functions representing the contribution from

each input variable Xi and their correlations up to the seventh order. This decomposition
leads naturally to the definition of the normalized Sobol indices [50]. The first order Sobol
index S1

i for an input variable Xi is defined by:

S1
i =

V
[
E[MY (X)|Xi]

]
V [E[MY (X)]]

(29)

The first order index quantifies the effect of the variable Xi only on the variability of the
quantity of interest Y by computing the variance ratio in Eq. 29. The total Sobol index ST

i

for the variable Xi is computed as follows

ST
i = 1−

V
[
E[MY (X)|X̄\i]

]
V [E[MY (X)]]

(30)

where X̄\i represents the set of all input variables and their combinations except Xi. The
total Sobol index quantifies the impact of the variable Xi and its correlation with all other
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variables on the variability of Y . For a given input Xi, a Sobol index close to 1 means that
this variable has a great impact on the variability of the quantity of interest Y . On the
opposite, a Sobol index close to 0 means that the quantity Y is almost independent on the
variability of Xi. Note that for a given quantity of interest, all the Sobol indices should sum
to 1. In practice, the input variables are sampled according to a given distributions and the
Sobol indices are computed using Monte Carlo evaluations of the specified quantities in Eq.
29 and in Eq. 30.

5. Results

5.1. Posterior distributions calibrated from the Datasheet cycle case. Forward propagation of
the posterior distributions.

The Bayesian inverse problem is solved using the Datasheet cycle case which the in-
put current cycle is described in section 2. In this section, the simulation is performed
only on the first 250 seconds of the cycle during the discharging sequence. The experi-
mental data Texp selected to learn the distributions is constituted of six measurements of
temperatures at different times expressed in seconds and stored in the following vector:
texp = [49 99 129 159 199 239]. For computational reasons related to the performances of
MCMC algorithm, the choice have been made to compute the posterior distributions with
only six measurements of the discharging sequence. In Fig. 12 are shown the posterior
distributions of the seven uncertain inputs parameters obtained after running the MCMC
algorithm. The units for each of the parameters are given in Tab. 4. The first consideration
from these results is that the supports of the posterior probability density functions (PDF)
are significantly more narrow than the prior uncertainties arbitrarily defined in section 4.
The MCMC simulation allowed us to detect which values of the inputs are more likely to
give a numerical response close to the experimental data, i.e. the values close to the peak of
each distribution.

Because of narrower shapes of inputs’ distributions, the variance of predicted temperatures
is expected to be reduced. In Fig. 13, distributions of the temperatures computed by the
surrogate model are shown, using the prior (blue) and posterior (red) distributions as inputs.
The uncertainty in the predicted temperature is significantly decreased. When sampling the
surrogate model from the posterior distributions, the values of the inputs X are more likely to
be closer to each other compared to a sampling from the broad prior distributions. This fact
might be an interpretation to explain why the model’s response comprises a narrow range of
values.

In addition, one can note that the distributions of the posterior predictions embrace
well the experimental data and its measurement error envelopes. Then, an outcome of the
MCMC simulation stands as a validation of the ability of the numerical model to reproduce
the experimental data through its accurate representation with the surrogate model.

The approach can be extended to more than six quantities of interest, i.e. to many
output temperatures at times covering the whole discharging sequence. In a similar way to
section 4.3, a surrogate model is constructed mapping the inputs X ∈ R7 to a vector of
49 temperatures of interest T = [T1, ..., T49]. The mean and variance of each temperature
of interest are computed using Eq. 23 and using the surrogate model. These statistics are
computed by sampling the surrogate model from the prior and posterior distributions of the
inputs. The comparison’s results between the prior and posterior sampling are shown in Fig.
14. The blue and red crosses represent the mean of the estimated temperature of interest
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Figure 12: Posterior distributions of the input parameters after the calibration.

with the prior and posterior distributions, respectively. The blue and red areas represent the
95% confidence interval, computed with prior and posterior distributions, respectively.

This plot of the statistics on the whole simulation cycle sampled from the posterior and
prior distribution strengthen the results from Fig. 13. The uncertainty reduction in the nu-
merical prediction is highlighted by the comparison of the standard deviation envelopes. The
standard deviation and mean sampled from the posteriors compare well to the experimental
measurements, which gives reasonable confidence in the ability of the numerical model to
reproduce the experimental temperature measurements.

5.2. Application: Propagation of the calibrated distributions on the experimental Race Cycle
case

Distributions calibrated from the experimental Datasheet cycle can be used to reproduce
another experimental cycle, the Race cycle. The cycle reproduced here consists of the dis-
charging sequence of 672 [sec] and the rest sequence with no electric current of 400 [sec].
The surrogate model is constructed from a set of numerical simulations representing these
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Figure 13: Distributions of the prior and posterior predictions for the six quantities of interest. Comparison
with experimental measurements and error envelopes.

experimental conditions. In the present case, the surrogate model outputs 53 temperatures of
interest covering the full simulated time of 1072 [sec]. The posterior distributions calibrated
from the DS experimental conditions, obtained in 5.1, are directly used to sample the inputs
and estimate the mean and variance of each temperature of interest through the surrogate
model evaluations. The results are shown in Fig. 15.

The plot of the mean values and standard deviation envelopes are close to the experimental
measurements. These results show that the values and the distributions of the inputs learned
from the Datasheet cycle are reproducible with other conditions. This trend ensures further
confidence in the numerical model behavior and the learned values of the inputs.

5.3. Application: forward propagation of calibrated distributions on a realistic race cycle and
sensitivity analysis

This section aims to use distributions and associated probabilities for the input parameters
from the previously described experimental conditions in a pure design perspective. Here,
input conditions for the electric current simulate an actual race cycle, composed of numerous
alternating charge and discharge sequences. These sequences aim at representing a real
usage of the vehicle submitted to racing conditions. The simulated time is 1115 [sec]. The
discharging sequences stand for the short and numerous accelerations of the car. The charging
sequences represent the regenerative braking that loads the battery pack when the car slows
down. The electrical part of the numerical model is adapted to represent the voltage and state
of charge of a full battery pack composed of thousands of Li-ion batteries. The equations
used are Eq. 13 and Eq. 11. The cells’ connections within the battery pack allow computing

25



Figure 14: Posterior and prior predictions of the surrogate model mean and 95% confidence interval. Com-
parison with experimental measurements and error envelope.

the equivalent voltage and electric current, using Kirchoff’s laws. For the thermal part, the
heat transfer is still computed for an equivalent single-cell Li-ion representing the battery
pack as described in section 3.

A surrogate model is built to map the inputs X to 56 temperatures of interest covering
the simulated time. We use the same procedure as in sections 5.1 and 5.2. Then, inputs
are sampled according to the calibrated distributions, and Monte Carlo evaluations give the
mean and variance of the temperatures of interest. Fig. 16 shows the mean and standard
deviation envelopes of the surrogate model temperature predictions by sampling from the
prior (blue) and posterior (red) distributions. As in Fig. 14, the sampling from the posterior
shows a significant variance reduction in the model predictions. The calibration process is
then essential when designing the system, as the temperature interval of 95% confidence is
much narrower than sampling from the priors.

Besides, the mean for each of the temperatures of interest presents periodic and local
slopes switch, while having a global rising trend. This trend results from the high-frequency
alternation of charging and discharging sequences, while the temperature of the Li-ion cell is
slightly rising during the simulation.

To get further analysis elements on the BTMS’ behavior under these real racing con-
ditions, a global sensitivity analysis is performed by computing the Sobol’ indices. In this
section, we focus on both the electrical and thermal behaviors of the system. Hence, the
quantities of interest are the minimal value of the state of charge SOC, the minimal value
of voltage V and the maximal value of temperature Tqoi reached during the simulated time
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Figure 15: Posterior predictions in the Race Cycle case. Comparison with experimental measurements.

from t0 to tf . These quantities are denoted:

Y1 = min
t∈[t0,tf ]

SOC(t)

Y2 = min
t∈[t0,tf ]

V (t) (31)

Y3 = max
t∈[t0,tf ]

Tqoi(t)

Practically, an other surrogate model is constructed to map the inputs X to the three
scalar quantities of interest. The total Sobol’ indices and first order Sobol’ indices for each
quantity of interest are shown in Fig. 17 and in Fig. 18 respectively and detailed in Tab. 5
and Tab. 6.

ṁ hf R0 SOH λr λz Cp

Y1 0.0000 0.0000 0.0098 0.9879 0.0000 0.0000 0.0000
Y2 0.0000 0.0000 0.1360 0.8581 0.0000 0.0000 0.0000
Y3 0.1955 0.1668 0.5937 0.0148 0.0029 0.0220 0.0002

Table 5: Total Sobol’ indices for the three quantities of interest.

The total and first-order Sobol’ indices underly the same conclusions about the model’s
behavior. There is no significant difference between the results from the total and first-order
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Figure 16: Posterior and prior predictions of the surrogate model mean and 95% confidence interval, for the
real racing case.

ṁ hf R0 SOH λr λz Cp

Y1 0.0021 0.0021 0.0114 0.9901 0.0021 0.0021 0.0021
Y2 0.0046 0.0046 0.1383 0.8636 0.0046 0.0046 0.0046
Y3 0.2053 0.1748 0.5978 0.0236 0.0123 0.0313 0.0096

Table 6: First order Sobol’ indices for the three quantities of interest.

indices for all three quantities of interest. Then, input parameters do not feature a strong
correlation effect between each other.

About the minimum of SOC, the parameter showing the most significant impact on its
variability is the battery’s state of health with a total and first-order Sobol index value close
to one. For the minimum voltage, the state of health has the most significant influence on its
variability. The battery’s internal resistance has a non-negligible impact as well, with Sobol’
indices around 0.13. Physically, the state of charge of the Li-ion cell is directly related to its
voltage, so it was expected to see the SOH having the most considerable influence on this
parameter. In the same way, the internal resistance is also physically directly related to the
voltage. However, the Sobol analysis shows that the impact of the resistance is smaller than
the state of health on the voltage variability.

Finally, regarding the maximum temperature computed during the simulations, the ther-
mal parameters influence different magnitudes. The first lesson is that the internal resistance
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Figure 17: Total Sobol’ indices for the three quantities of interest.

presents the most significant impact on the variability of the maximal temperature. Another
consideration from first-order Sobol’ indices in Fig. 18 is that the parameters related to the
convective heat transfer, namely the mass flow rate ṁ and the heat transfer coefficient of
the fluid hf have indices around 0.2. The impact of these parameters is considerably more
important than the parameters playing a role in the heat equation within the battery, namely
λr, λz and Cp. In conclusion, through the internal resistance R0, the Joule effect seems to
be the critical element governing the thermal behavior of the battery.
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Figure 18: First order Sobol’ indices for the three quantities of interest.
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6. Conclusion

In this study, we propose a data-driven fast numerical model to simulate the Immersion
Cooling of a Lithium-ion Battery Pack. First, we illustrate an experimental setup represent-
ing a small battery pack immersed in a cooling fluid, that was used to measure the batteries’
temperatures under different charging and discharging cycles conditions. The results of the
experiment allowed us to quantify the cooling performances of the immersive system. In ad-
dition, the experiment allows to evaluate the effect of electrical current rates on the thermal
behavior of the Li-ion batteries.

Secondly, a simulation under uncertainties of the immersion cooling system was performed
in this work. A numerical model was developed to simulate the heat transfer between a Li-ion
battery and a coolant. Then, uncertainties coming from multi-physical parameters involved
in the immersive heat transfer were considered. Uncertainty quantification methods, such
as Kriging surrogate models and Monte Carlo evaluations, allowed treating the uncertainties
coming from the model’s physical parameters. The experimental data were used directly to
compute posterior distributions of the input parameters by solving the Bayesian inversion
problem. Posterior learned distributions allowed reducing significantly the uncertainty in
the model prediction of temperatures. The model and calibrated distributions showed good
reproducibility capability when comparing the numerical results to the experimental data un-
der different conditions. Specifically, the support of the posterior distributions is significantly
reduced with respect to the prior. The propagation of the posterior distributions showed a
good ability to match the experimental data, with a very narrow 95% confidence interval in
both Datasheet and Race cycles. Finally, the posterior distributions and the numerical model
were used to assess the temperature response of a BTMS under realistic racing conditions.

The Sobol sensitivity analysis showed the role of each uncertain input in the variability
of the several quantities of interest considered. First, the total and first order Sobol indices
showed very similar values, for the three quantities of interest. Then the uncertain param-
eters considered don’t show a strong dependency between each other in the variability of
the outputs. Also, the sensitivity analysis showed that the SOH is the most influential pa-
rameter for the variability of the minimum voltage and SOC with values around 0.9 and 0.8
respectively. For the maximum temperature, the internal resistance R0 is the most important
parameter with a total index close to 0.6. The mass flow rate and heat transfer coefficient
show a significant influence too with total indices around 0.2.

This global sensitivity analysis allows to draw conclusions related to the simulation of a
Battery Thermal Management System. For the thermal part, it is crucial to have an accurate
model to represent internal resistance because of its impact on the battery temperature
evolution. Also, representing the conjugate heat transfer by developing 2D or 3D CFD models
for the fluid domain could provide more information about assessing the value of the heat
transfer coefficient and guess more precisely the effect of the mass flow rate. Finally, for the
electrical parameters, the state of health parameter should be simulated with good accuracy
to correctly represent the effects induced by the ageing of the batteries. As shown in some
references [38, 51], the SOC of the battery depends strongly on its SOH and have an impact on
the internal resistance parameter. Developing enhanced models for these parameters should
allow to represent the thermal and electrical behavior of Li-ion batteries with higher fidelity.
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