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Héber H. Arcolezi1[0000−0001−8059−7094], Jean-François
Couchot1[0000−0001−6437−5598], Bechara Al Bouna2[0000−0002−7741−9905], and

Xiaokui Xiao3[0000−0003−0914−4580]

1 Femto-ST Institute, Univ. Bourg. Franche-Comté, UBFC, CNRS, Belfort, France
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Abstract. Longitudinal studies of human mobility could allow an un-
derstanding of human behavior on a vast scale. Mobile phone data call
detail records (CDRs) have emerged as a prospective data source for
such an important task. Nevertheless, there are significant risks when it
comes to collecting this type of data, as human mobility has proven to
be quite unique. Because CDRs are produced through the connection
of mobile phones with mobile network operators’ (MNOs) antennas, it
means that users cannot sanitize their data. Once MNOs intend to use
such a data source for human mobility analysis, data protection author-
ities such as the CNIL (in France) recommends that data be sanitized
on the fly instead of collecting raw data and publishing private output
at the end of the analysis. Local differential privacy (LDP) mechanisms
are currently applied during the process of data collection to preserve the
privacy of users. In this paper, we propose an efficient privacy-preserving
LDP-based methodology to collect and analyze multi-dimensional data
longitudinally through mobile connections. In our proposal, rather than
regarding users as unique IDs, we propose a generic scenario where one
directly collects users’ sensitive data with LDP. The intuition behind
this is collecting generic values, which can be generated by many users
(e.g., gender), allowing a longitudinal study. As we show in the results,
our methodology is very appropriate for this scenario, achieving accu-
rate frequency estimation in a multi-dimensional setting while respecting
some major recommendations of data protection authorities such as the
GDPR and CNIL.

Keywords: Local differential privacy · Call detail records · Mobility
analytics · Multi-dimensional data · Mobile phone data.

⋆ This work was supported by the Region of Bourgogne Franche-Comté CADRAN
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2 H. H. Arcolezi and J.F. Couchot et al.

1 Introduction

Currently, with the increasing of massive data generated by mobile phones, the
acquisition of these data has attracted considerable attention. When users make
a call, send SMS, or connect to the internet, a call detail record (CDR) is gener-
ated with information on users’ ID, the antennas that handled the communica-
tion service (coarse level location), and the duration and type of communication,
for example. CDRs are stored by mobile network operators (MNOs) for billing
and legal purposes, which implies an offline, archived, and constant update of
the data without changing nor deleting old records. In other words, CDRs are
of easy access and, therefore, have become one of the most used data for re-
search [6,17,10], e.g., on human mobility.

In addition to CDRs, MNOs store subscription data from clients such as
gender, date of birth (age), and invoice address. Such a combination of personal
data makes mobile phone CDRs a rich source of information [6], which could
allow research progress and improve individuals’ life. For instance, CDRs can be
used to model human mobility for tourism [16], to improve urban planning, and
to help governmental decisions, which could be in the short-term, e.g., response
to natural disasters [21], the spread of new diseases/pandemics [26,36,28] like the
ongoing COVID-19 outbreak [31]. Or to the long-term, to building new hospitals,
schools, and improving transportation systems [23,17,27]. CDRs are also the
type of data that we focus on in this paper, which will be used equivalently
when mentioning mobile phone data.

1.1 Context of the problem

However, mobility data are quite sensitive as human mobility has proven to be
highly unique and predictable [24]. If users can be tracked away by their presence
or location, in some cases the users’ home/work addresses, their religion, and
habits can be disclosed. Additionally, even though MNOs have the right and
duty to store CDRs, according to some privacy legislation, such as the GDPR
(General Data Protection Regulation) [14], it does not mean MNOs have the
right to use those data for other purposes. Therefore, once MNOs intend to use
such a data source for human mobility analysis, these data must be properly
sanitized. Therefore, it is vital to improving privacy-preserving techniques to
collect mobile phone data [23,38].

For instance, one could think of a straightforward solution to publishing mo-
bility analysis according to all CDRs collected in a given time interval (e.g.,
a day) using k -anonymity [30] or differential privacy (DP) [11,12], which are
two well-known privacy models. On the one hand, k -anonymity assumes that a
trusted curator holds users’ raw data and relies on hiding each released record in
a crowd of k−1 other similar ones. However, k -anonymity might not be sufficient
to guarantee users’ privacy [38] since it does not offer strong guarantees and may
be vulnerable to intersecting and/or homogeneity attacks, for example. On the
other hand, DP assumes that a trusted curator holds the raw data from users
and adds noise to output private queries. By ‘trusted’, we mean that curators do
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not misuse or leak private information from individuals. However, this assump-
tion does not always hold in real-life. To address non-trusted services in DP,
authors in [19] introduced the concept of local differential privacy (LDP), which
proposes to sanitize each individual’s data independently during the process of
data collection.

Indeed, DP- or k -anonymity-based approaches normally require the entire
dataset of raw CDRs, which is not in accordance with recommendations of data
protection authorities such as the CNIL (National Commission on Informatics
and Liberty, in English) [8], in France, which requires that data be sanitized
on the fly. More specifically, according to CNIL and GDPR, there are some
important recommendations to be respected once MNOs aims to collect CDR-
based data for analyzing human mobility. These recommendations are briefly
described in the following: (i) CDRs are produced through the connection of
mobile phones with carrier networks (e.g., receiving or making calls). This means
that users cannot sanitize their data via a built-in application, for example.
Hence, all sanitization procedures must be done on the fly instead of collecting
raw data and publishing private output at the end of the analysis. (ii) MNOs
cannot store or work with data containing users’ unique identifiers (IDs) or a
hashed version of it as they are still unique IDs. For instance, if one can detect
the same hash(ID) for many days, it violates the privacy of this user as s/he
can be easily tracked away. And (iii), as a longitudinal study, users can generate
multiple data points (e.g., they can receive/make calls every day for a month).
In the literature, this problem is referred to as continuous observation [13,9],
and it must be addressed to avoid ‘averaging’ attacks.

1.2 Purpose and contributions

In summary, we describe the targeted problem of this work as follows. How can
MNOs, which store CDRs for billing purposes, also collect longitudinal and multi-
dimensional data based on mobile connections to publish high-utility analysis of
human mobility? To this end, the privacy-preserving methodology must comply
with the three (i)-(iii) aforementioned recommendations according to the GDPR
and CNIL.

We describe our system model in the following. The first entity, namely users,
refers to n clients U = {u1, u2, ..., un} of the MNO. The second entity is the
MNOs themselves, which legally store the signature data of their clients (date of
birth, gender, invoice address, ...) and billing data (CDRs) into a data server. In
order to avoid data breaches and to be compliant with privacy legislation such
as the GDPR, these data must be stored in a secure environment. Therefore,
in the data privacy context, when users connect to the MNO’s antennas, there
is a need for an efficient approach for privately ‘exporting’ (collecting) data for
high-utility mobility analytics.

Without loss of generality, we assume that all the data MNOs will extract
from this data server, for publishing human mobility analysis, is categorical. That
is, in this paper, we aim to address the aforementioned problem as a general fre-
quency estimation in categorical data. The reason behind this is the collection
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Fig. 1: Overview of our system model with an LDP-based privacy-preserving
solution to sanitize users’ data on the fly.

of generic values on a population through mobile connections in a given time
interval to produce flows and mobility indicators based on socio-demographic
data (e.g., such as in [5,27]). Indeed, multi-dimensional human mobility anal-
yses would provide more insights into people’s mobility behavior by attribute
values (e.g., gender, origin, age-ranges). For instance, local authorities and/or
organizations could take advantage of such knowledge to identify strategies to
propose better decision-making solutions to society, e.g., the spread of diseases,
urban planning, natural disasters, and so on [10,29,20,36,26,28,21].

Therefore, in this paper, we introduce an LDP-based privacy-preserving
methodology to sanitize each CDR-based data on the fly. The main reason behind
our choice to use the local model is because neither MNOs nor ‘trusted cura-
tors’ (e.g., researchers) can analyze human mobility through raw CDRs data,
according to privacy legislation such as the GDPR and CNIL (in France). Fig. 1
illustrates an overview of our system model, which includes our proposed LDP-
based methodology as a solution to collecting data through mobile connections.

Each time a user makes a call, or sends SMS, or connects to the internet, a
CDR is generated and is stored offline for billing and legal purposes in a secure
data server. Notice that the secure environment is also responsible for applying
the LDP sanitization to all users’ data with ǫ-LDP, where ǫ is a public param-
eter, before sending them to a sanitized data server. Therefore, the sanitized
data server can store and aggregate this data for producing statistics through
frequency estimation, which depends on the LDP algorithm and public param-
eter ǫ. In this scenario, both users and MNOs are safeguarded as no raw data
will be collected for the purpose of human mobility analysis. On the one hand,
ǫ-LDP values are robust to post-processing and can be stored and shared with
‘trusted’ curators for studying human mobility. However, ǫ-LDP values must not
be regarded as unique identifiers. In a worst-case scenario, if one can detect a
unique ǫ-LDP value for many days, it would violate the privacy of this user as
s/he could be easily tracked away. In this case, we propose to use the generalized
randomized response (GRR) [34,33,18] LDP mechanism, which corresponds to
the situation where no particular encoding is chosen. In other words, with GRR,
ǫ-LDP private reports are generic to many users (e.g., feminine or masculine,
for the gender attribute), which could have been generated by any user u1 or
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u2 and, therefore, allowing a longitudinal collection of data. To summarize, this
paper makes the following contributions:

– We introduce an LDP-based privacy-preserving methodology to sanitize
multi-dimensional CDR-based data on the fly for two longitudinal data col-
lection scenarios:

I Frequency estimates: In this case, MNOs initialize a single server to col-
lect sanitized data for each time interval. This allows MNOs to publish
the frequency of users per d attributes. For example, the frequency of
users in a given city and day per gender, location (antenna coverage
areas), age-ranges, and so on.

II Cumulative frequency estimates: In addition to point 1., MNOs can pri-
vately extend the analysis to include users data on different sanitized
data servers. This would allow MNOs to estimate the number of users
at the intersection or union of different time intervals. In this paper, we
only focus on this scenario as the Frequency estimates scenario is already
part of the latter.

– We extended the analytical analysis of GRR for multi-dimensional studies
where we prove that sending only r = 1 attribute out of d possible ones
provides much higher utility.

– We present extensive experiments with a 7-days, multi-dimensional, and real-
world mobility dataset (CDR-driven) from [5] to validate our proposals.

Roadmap. The remainder of this paper is organized as follows. In Section 2 we
review related work. In Section 3, we briefly describe the privacy notions that we
are considering, i.e., LDP and the GRR mechanism with its extension for multi-
dimensional data. Next, we explain our proposed methodology in Section 4. In
Section 5, we present our results and its discussions. Last, in Section 6 we present
the concluding remarks and future directions.

2 Related Work

Numerous previous [20,21,36,16] and current studies [10,26,28,29,27] have shown
the validity and benefits of mobility studies based on CDRs. Although event-
based (i.e., data are only available when using the MNOs’ services) and with
coarse location (i.e., antennas that handled the service), CDRs are a real marker
of human presence. Such a data source has been proven as a prominent way to
analyze large-scale human mobility due to the high penetration rates of cell
phones and low collection costs [6,17,10].

Regarding human mobility, some studies have shown that humans follow par-
ticular patterns with a high probability of predictability. This motivates, even
more, a conscientious use of mobile phone data for allowing research progress,
which could benefit individuals and society [24,23]. Indeed, in recent contexts,
Oliver et al. [26] highlight the importance of mobile phone data like CDRs for
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fighting the current COVID-19 pandemic [31], and [10] review and discuss appli-
cations, opportunities, and some key challenges to use CDRs for urban climate
change adaption.

Concerning CDRs sanitization, the authors in [1] describe a differentially
private scheme to release the spatio-temporal density of Paris regions using CDRs
of about 2 million users over one week. The authors propose data pre-processing
techniques such as sub-sampling and clustering, which aims at enhancing the
utility of the DP mechanism. Zang and Bolot [38] have performed extensive
experiments showing that the anonymization of location data from CDRs using
k -anonymity leads to privacy risks. Mir et al. [22] extended a framework namely
WHERE and proposed DP-WHERE, which produces synthetic CDRs to model
mobility patterns of metropolitan populations respecting DP guarantees. In [3],
the authors applied a DP mechanism namely BLIP (Bloom-than-fLIP) on a
CDRs dataset. Each BLIP stores the users’ ID, and in the end, each bit is flipped
with a given probability to guarantee DP for each user. Afterward, in [2], authors
proposed an upgraded version of BLIP namely Pan-Private BLIP (PP-BLIP),
which guarantees privacy protection to the internal state while the BLIP is being
built as well as to its output. The authors applied PP-BLIP to human mobility
modeling via wi-fi connections while highlighting its extension to CDR-based
data.

Notice that the aforementioned works provide a means to model human mo-
bility through CDRs. However, when using DP, these works collect raw data
and sanitize it in the end. Secondly, using BLIP or PP-BLIP would require an
unbounded privacy budget as each Bloom Filter (e.g., per day) uses ǫ-DP. By
the sequential composition theorem [12,39], it is clear that these methods do not
allow a long-term analysis. Last, these approaches collect users’ ID or a hashed
version of it and do not allow collecting other data rather than the presence of
users itself. In this paper, we introduce a way to address these concerns with
LDP, which allows a longitudinal collection of data with high privacy guarantees
to each user. The local DP model has received considerable attention in both
academia [32,25,19,33,34,4,15] and practical deployment [13,9] since it does not
rely on sharing raw data anymore, which has a clear connection to the concept
of randomized response [35]. We refer the interested reader to the survey work
on LDP from Xiong et al. [37] for more insights about this approach.

3 Background

In this section, we briefly present the privacy concepts considered in this work,
i.e., local differential privacy (Subsection 3.1). Further, we describe the gener-
alized randomized response LDP mechanism (Subsection 3.2), and its extension
to a multi-dimensional setting based on random sampling (Subsection 3.3).

3.1 Local differential privacy (LDP)

The centralized DP outlined in the introduction assumes trusted data collec-
tors. By ‘trusted’, it means that they do not steal or leak private information
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from individuals. However, this assumption does not always hold in real-life.
To address non-trusted services, local differential privacy [19] was proposed to
preserve users’ privacy in the process of data collection. Rather than trusting in
a trusted curator to have the raw data and sanitize it to output queries, LDP
allows users to sanitize their data before sending it to the data collector server.
A randomized algorithm A is said to provide ǫ-local differential privacy if, for
any two input values v1, v2 ∈ Domain(A) and any possible output y of A:

Pr[A(v1) = y] ≤ eǫ · Pr[A(v2) = y]. (1)

Intuitively, ǫ-LDP guarantees that an attacker can not distinguish whether
the true value is v1 or v2 (input) with high confidence (controlled by ǫ) ir-
respective of the background knowledge one has. That is because both have
approximately the same probability to generate the same sanitized output.

3.2 Generalized randomized response (GRR)

Randomized response (RR) was proposed by Warner [35] in 1965 to collect
statistics on sensitive topics while guaranteeing the survey respondents with
strong deniability. The RR model was designed for binary attributes (v = 2
values). Further, an LDP mechanism was introduced as a general version of the
RR technique to be used for v ≥ 2 values. This LDP mechanism is referred to as
k -RR in [18], as GRR in [34], and direct encoding protocol in [33]. In this paper,
we refer to this LDP mechanism as GRR.

Let V = {v1, v2, ..., vj} be a set of j values of the personal data in consider-
ation (e.g., age ranges) and ǫ be the privacy budget. Given a value vi, GRR(vi)
outputs the true value vi with probability p = eǫ

eǫ+j−1 , and any other value vk

for k 6= i with probability q = 1−p
j−1 = 1

eǫ+j−1 , where j = |V |. A statistical-based

(SB) approach for estimating the number of times T̂ that a value vi occurs for
i ∈ [1, j], is computed as:

T̂ (vi) =
Ni − nq

p− q
, (2)

where Ni is the number of times the value vi has been reported and n is the
total number of users. Wang et al. [34,33] proved that this estimator is unbiased
and its variance is computed as:

Var[T̂GRR(i)] = n ·
eǫ + j − 2

(eǫ − 1)2
, (3)

where [34,33] remark that this variance is linear in n and j. That is, if an attribute
has too many values the accuracy of using GRR decreases. Indeed, as j increases
the probability p of reporting the true value decreases. Moreover, in [33], the
authors have proven that if j < 3eǫ + 2, the GRR mechanism presents higher
utility in comparison with many other state-of-the-art LDP mechanisms, e.g.,
Basic One-time RAPPOR [13] and optimized unary encoding [33] (OUE).
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3.3 Collecting multi-dimensional data with GRR

There are few works for collecting multi-dimensional data with LDP based on
random sampling [32,25,33], which mainly focused on numerical data [37]. This
technique reduces both dimensionality and communication costs, which will also
be the focus of this paper by extending the analysis to the GRR mechanism.
Suppose there are d ≥ 2 attributes, n users, and a privacy budget ǫ > 0. A
naive solution is splitting the privacy budget (M1 ), i.e., assigning ǫ/d for each
attribute. The other solution is based on randomly sampling (without replace-
ment) only r attribute(s) out of d possible ones (M2 ), i.e., assigning ǫ/r per
attribute. Notice that both solutions satisfy ǫ-LDP according to the sequential
composition theorem [12,39].

As the number of users n differs (n and rn/d) in the two solutions, we nor-
malize the estimator T̂ in Eq. (2) to the range 0 to 1. The GRR variance in Eq.

(3) is now described as V ar[T̂GRR(i)/n] =
1
n ·

eǫ+j−2
(eǫ−1)2 . For the first case (M1 ), the

GRR variance is Var1 = 1
n · eǫ/d+j−2

(eǫ/d−1)2
and for the second case (M2 ), the GRR

variance is Var2 = d
nr · eǫ/r+j−2

(eǫ/r−1)2
. The objective is finding r, which minimizes

Var2 and guarantees that Var2 < Var1.

Following the work in [32], we multiply Var2 by ǫ. Next, let x = r/ǫ be the

independent variable and Var2 rewritten as y = 1
x · e1/x

(e1/x−1)2
be the dependent

one; d/n and j − 2 are omitted as they are simply summing or multiplication
factors. Since y is an increasing function, i.e., y increases as the x value increases,
we then have a minimum and optimal when r = 1. The remaining question is if
Var1 − Var2 > 0. Since

Var1 − Var2 =
1

n

(

eǫ/d

(eǫ/d − 1)2
−

d · eǫ

(eǫ − 1)2

)

, (4)

omitting j − 2, it has been proven in [33] that Var1 − Var2 is always positive,
and hence, the proof ends.

In this multi-dimensional setting (M2 ), one can see our solution as applying
the GRR mechanism only once in d times (1/d) and reporting nothing 1 − 1/d
times. In short, Alg. 1 shows the pseudocode of using GRR for multi-dimensional
data collection, which will be referred to as GRR-M2 for the rest of this paper.
Given the set A = {A1, ..., Ad} of all d attributes and a tuple t = [v1, ..., vd] with
the user’s true values, the GRR-M2 algorithm returns a tuple t∗ = 〈r,GRR(vr)〉,
i.e., with the sampled attribute r and its ǫ-LDP value. Notice that, to ensure
(strengthen) users’ privacy over time, each user must always report the same
unique attribute r. On the server-side, the SB estimator in Eq.(2) to the number
of times T̂ that a value vi occurs for i ∈ [1, j] has to be scaled d times.
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Algorithm 1 GRR for multi-dimensional data collection (GRR-M2 )

1: Input : tuple t = [v1, ..., vd], set A = {A1, ..., Ad}, and ǫ.
2: Output : tuple t∗ = 〈r,GRR(vr)〉.
3: r ← Uniform({1, 2, ..., d})
4: B ← t[r] = vr
5: b← Bern (eǫ/(eǫ + |Ar| − 1))
6: if b = 1:
7: B′ = vr
8: else:
9: B′ ← Uniform({Ar/vr})
10: return : t∗ = 〈r,B′〉

4 LDP-Based Privacy-Preserving Longitudinal Data

Collection Through Mobile Connections

In this section, according to the system overview in Fig. 1, we detail our LDP-
based solution (Subsection 4.1) regarding the Cumulative frequency estimates
scenario outlined in the introduction and its limitations (Subsection 4.2). Notice
that the Frequency estimates scenario of collecting data only per single time
intervals is part of the Cumulative frequency estimates scenario, and one can
intuitively simplify some steps to apply only it.

4.1 Proposed methodology

Fig. 2 illustrates the overview of our methodology applied to collect users’ data
for days and union of days in a flow chart. Without loss of generality, we present
our methodology for days, but it can be extended to any timestamp one desires
as users’ LDP data are generic to many users by using the GRR mechanism.

1. Initialization. According to the left side of Fig. 2, the secure-server defines
the privacy guarantee ǫ, which is uniform for all users. Let Nb be the whole
period of analysis (e.g., total number of days), the MNOs’ sanitized data
server initializes Nb(Nb+1)/2 empty databases. For instance, if Nb = 3 one
will have setdb = {D1, D2, D2 ∪D1, D3, D3 ∪D2, D3 ∪D2 ∪D1}.

2. LDP-based sanitization on the fly. The MNOs’ secure-server is respon-
sible to applying the LDP-based sanitization model on the fly (cf. Fig. 1).
This process uses our GRR-M2 solution (Alg. 1). Because LDP is applied on
the secure server of MNOs, there are a few issues to be taken into account.
To ensure and strengthen privacy over time using GRR-M2, users must al-
ways report the same unique attribute r. To solve this issue, we suggest
that MNOs generate a random seed that will be associated with each user
for a cryptographically secure pseudorandom number generator. Thanks to
this, the same memoized and sanitized B′ can always be assigned for each
user, according to the same and unique sampled attribute r. Indeed, if dif-
ferent values B′ were to be sent in each day, in the long-term, attackers who
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Fig. 2: Overview of our LDP-based privacy-preserving methodology to collecting
data through mobile connections for days and union of days.

can isolate reports from a single user could infer with high confidence the
true sensitive value by averaging attacks [13,9]. Also, in the real world, it
is noteworthy noticing that in a given time interval between tsini to tsend,
the same user can generate multiple connections to MNOs’ antennas. This
de-duplication issue can be simply solved by the MNO’s secure-server via
Bloom filters [7], for example.

3. Private data collection. Each time a user connects to MNO’s antennas, a
CDR is generated, which contains the user’s identifier (ID) and timestamp
(actual day - AD), for example. CDRs are stored offline in a data server,
which contains subscription data of users such as gender, date of birth, origin
(invoice address), for example. Hence, without loss of generality, each user
ui (1 ≤ i ≤ n) has a discrete-encoded tuple record t = [v1, v2, ..., vd], which
contains d categorical attributes A = {A1, A2, ..., Ad}. Therefore, the MNO’s
secure-server consistently uses the memoized sanitized data B′ of users to
send for storage according to the users’ list of databases listdb. That is, by
knowing the days this user “was present” (by CDRs), it allows calculating
listdb, which is a list of databases (days and union of days) to store the
private report of the user. We later explain in an example how to calculate
listdb.
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4. Generating statistics. At the end of the analysis period, the MNO’s san-
itized data server should have Nb(Nb + 1)/2 databases with only ǫ-LDP
reports. On the one hand, MNOs can publish an accurate mobility scenario
according to the number of reports (B′) in each sanitized database. The
latter represents the exact number of users present per day and union of
days. Last, for each sanitized database, one can estimate the frequency of
this population for all d attributes using the SB estimator in Eq. (2), which
has to be scaled d times.

Example to calculate list of databases. To calculate the listdb for each
user, consider the right side of Fig. 2, which has data for Nb = 3 days. First, let
Actual Day AD = 1 (the first day of analysis). So, user ID = 1 is detected by the
secure-server and his listdb = {D1, D2 ∪D1, D3 ∪D2 ∪D1}. The reason behind
this is that if this user does not appear anymore, we have considered his data
in the whole analysis. Next, let AD = 2. For the same user ID = 1, the secure-
server knows he was present in both two days, hence, his listdb = {D2, D3∪D2}
as the previous day his data was already stored in D2 ∪D1 and D3 ∪D2 ∪D1.
And, for the user ID = 2, her listdb = {D2, D2 ∪D1, D3 ∪D2, D3 ∪D2 ∪D1} to
guarantee her data is considered in each past union and future ones in the case
she does not show up anymore. Without loss of generality the same procedure
is applied in AD = 3.

4.2 Limitations

The first key limitation we see in our methodology is the storage factor, which is
specifically related to the Cumulative frequency estimates scenario, i.e., collect-
ing users’ data per day and union of days. For instance, MNOs need to initialize
Nb(Nb + 1)/2 empty databases where if one wishes to analyze an enhanced
detailed scenario, it grows up very fast (i.e., with at least an Nb2/2 factor).
However, this scenario is only intended in special mobility analytics cases, e.g.,
tourism events, natural disasters, following up spread of diseases, etc. In addi-
tion, there is high power for computation and powerful tools to deal with big
data nowadays. One way to smooth this problem in, e.g., daily scenarios, is to
exclude the stored data after retrieving statistics.

Further, there is an important loss of information by not calculating the in-
tersection of users through days. That is, we propose to compute the number of
users per union of days as it may have very few users per intersection. The latter
would not produce accurate frequency estimations due to the LDP formulation,
which is data-hungry. At first glance, one can surely compute the pair-wise inter-
section for any two days in the analysis period using |A∩B| = |A|+ |B|−|A∪B|.
One possibility of solving the whole problem is to use the methodology from [5],
which models our proposed mobility scenario (days and union of days) as a linear
program to find a solution for all intersections. Besides, for the case where one
can have sufficient data samples per pair-, triple-, ..., and Nb-wise intersections,
one can easily extend our methodology for such a case. However, the storage
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factor is even bigger as MNOs would have to initialize 2Nb − 1 empty databases
(all combinations of days).

Last, the memoization step of always reporting the same sanitized value for
the unique sampled attribute can be effective to the cases where the true client’s
data does not vary (static) [13,9]. On the other hand, a measured attribute
such as location is dynamic. As highlighted in the literature [24], humans mo-
bility is very predictable, which means that they follow well-defined patterns,
e.g., alternating between l1 (home), l2 (work), and l3 (e.g., hobby). Yet, in our
privacy-preserving architecture (Fig. 1), the collected/stored sanitized data are
‘uncorrelated’ from users, as no ID will be stored. Therefore, under the worst-
case scenario where attackers can isolate reports from a single user whose random
dimension is location, they could learn the l = 3 memoized ǫ-LDP values. But,
they can hardly (controlled by ǫ-LDP) identify these real locations thanks to
memoization.

5 Results and Discussion

In this section, we report the results obtained by applying our proposed method-
ology in a real-world open dataset (Subsection 5.1) and its discussions (Subsec-
tion 5.2). The codes we developed and used for all experiments are available in
a Github repository1.

Dataset. This is a longitudinal and multi-dimensional dataset of VHs [5] re-
sulted by inferring several statistics of human mobility; as stated by the authors,
statistics were generated through sanitized mobile connections (CDR-driven).
We excluded the data from ‘Foreign tourist’ users regarding the ‘Visitor cate-
gory’ attribute. Hence, our filtered dataset aggregates a population of 87, 098
French users per seven days with approximately 26, 700 unique users on average
per day. There are d = 6 attributes we are interested in, which are described in
the following. Gender is masculine or feminine. Age has 7 age ranges. GeoLife
has 12 socio-professional categories. Region has 22 regions in France that users
are billed. Sleeping Area represents 11 areas that users spent the night (loca-
tion). And, Visit Duration has 10 time-ranges in which visitors were detected
each day. The two last attributes are measured ones where Sleeping Area is static
and Visit Duration is dynamic.

Evaluation and metrics. We vary the total privacy budget ǫ in the range
[0.5, 1, 2, 3, 4, 5, 6] to evaluate the privacy-utility trade-off. We use the root mean
square error (RMSE) metric to measure our results.

Setup: Let Nb = 7 days to be the whole analysis period, we then have Nb(Nb+
1)/2 = 28 databases considering each day and union of days combination as
setdb = {D1, ..., D3 ∪D2 ∪D1, ..., D7 ∪D6 ∪ ... ∪D1}. Notice that, at the same
time, we can empirically evaluate the privacy-utility trade-off according to data
size, i.e., each day has around 26, 700 unique users, while the last union of days
D7 ∪D6 ∪ ... ∪D1 has all 87, 098 users.

1 https://github.com/hharcolezi/ldp-protocols-mobility-cdrs

https://github.com/hharcolezi/ldp-protocols-mobility-cdrs
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Fig. 3: Average RMSE and accuracy (y-axis) VS privacy budget ǫ (x-axis) anal-
ysis for our GRR-M2 solution and the GRR-M1 naive one.

Comparing methodologies. We consider for evaluation the following ap-
proaches:

– Our GRR-M2 solution of using GRR in a multi-dimensional setting, which
samples a unique attribute r and assigns the whole privacy budget ǫ to it;

– A naive solution of using GRR in a multi-dimensional setting, which splits
the privacy budget among d attribute, i.e., ǫ/d (GRR-M1 ).

5.1 Cumulative frequency estimates results

Fig. 3 illustrates the average RMSE values (y-axis) varying the privacy budget
ǫ (x-axis) regarding all databases in setdb for our GRR-M2 solution and the
GRR-M1 naive one (left-side); and, the corresponding accuracy= 1 − RMSE,
which is rather intuitive of how much privacy budget to use for achieving a given
“accuracy” (right-side). In more detail, Fig. 4 illustrates for both methods the
RMSE results (y-axis) according to the privacy budget ǫ for each day and union
of days (x-axis), e.g., ‘321’ refers to D3∪D2∪D1. Without loss of generality, we
excluded ǫ = 0.5 in Fig. 4 to improve the visibility of the other curves. Finally,
for the sake of illustration, Fig. 5 exhibits the frequency estimation results for
a single day (D7) and for the union of all days (D7 ∪ D6 ∪ ... ∪ D1) using our
GRR-M2 and ǫ = 1.

5.2 Discussion

As one can notice in the results, our LDP-based methodology can be well applied
to the longitudinal collection and analysis of multi-dimensional data for human
mobility modeling. It is worthy noticing that we selected the GRR mechanism
because the set of possible values in a given attribute is kept at j. If one-hot-
encoding is used as in the Basic One-time RAPPOR mechanism [13] or OUE [33],
each bit can be either 0 or 1, which means that the set of possible reports for an
attribute with j values has now 2j possibilities. This is highly important to take



14 H. H. Arcolezi and J.F. Couchot et al.

1 2 21 3 32 32
1 4 43 43
2

43
21 5 54 54

3
54

32
54

32
1 6 65 65
4

65
43

65
43

2
65

43
21 7 76 76

5
76

54
76

54
3

76
54

32
76

54
32

1

Combination of days

0.00

0.02

0.04

0.06

0.08

0.10

RM
SE

GRR-M2

1 2 21 3 32 32
1 4 43 43
2

43
21 5 54 54

3
54

32
54

32
1 6 65 65
4

65
43

65
43

2
65

43
21 7 76 76

5
76

54
76

54
3

76
54

32
76

54
32

1

Combination of days

GRR-M1
=1
=2
=3
=4
=5
=6

Fig. 4: RMSE (y-axis) analysis varying the privacy budget ǫ considering each
combination of days (x-axis). Notice that these are discrete values. However,
curves are drawn to ease interpretation.

into account, as, for a longitudinal collection of data as we proposed, one has
to try to ensure that ǫ-LDP values are not indirect unique identifiers. Moreover,
high-utility mobility indicators can be achieved by generalizing attributes to a
well-defined set of values. That is, aiming to respect j < 3eǫ + 2 or at least not
being too far, as GRRs’ utility, depends on [33].

Overall, our GRR-M2 consistently and considerably outperforms the baseline
GRR-M1. In Fig. 4, except for ǫ = 1, our GRR-M2 curves are under even to the
best one of GRR-M1 using the highest privacy budget ǫ = 6. As also highlighted
in the literature [32,25,33], privacy budget splitting is sub-optimal, which leads to
higher estimation error. Indeed, in a multi-dimensional setting, the combination
of privacy budget splitting and high numbers of values j in a given attribute
(e.g., Region with 22 values) leads to lower data utility even for high privacy
regimes. On the other hand, our GRR-M2 solution based on random sampling
uses the whole privacy budget to a single attribute, and this problem is, hence,
minimized. However, there is also an error provided by the sampling technique,
which is reduced by correctly choosing the number of attributes r < d as we did
for GRR in Subsection 3.3.

More precisely, our GRR-M2 solution presents an ‘accuracy’ over 94% for any
privacy budget tested. In Fig. 3, with ǫ = 1 that is considered a good privacy-
utility trade-off, while our GRR-M2 already approaches 98% of ‘accuracy’, the
GRR-M1 can only get this close when ǫ ≥ 3 approximately. Additionally, in
Figs. 4 and 5, it is noteworthy that the RMSE decreases as the data size increases.
This is due to the LDP setting, which requires a big amount of data to guarantee
a good balance of noise (data-hungry). In our case, single days (e.g., D7) have
less data points comparing to the union of all days (e.g., D7∪D6∪ ...∪D1), and
hence they are generally the peak-values in Fig. 4. However, these peak values
are smoothed using our GRR-M2, which induce less error by sampling a single
attribute for each user.
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Fig. 5: Comparison between real and estimated frequencies for a single day and
to the union of all days using our GRR-M2 solution and ǫ = 1.

Finally, our proposed LDP-based methodology satisfies the three (i)-(iii) rec-
ommendations of data protection authorities, described in Subsection 1.1. For
instance, the MNOs’ secure-server applies an LDP mechanism to sanitize all
data on the fly (i) while storing no users’ ID (ii). Furthermore, ǫ-LDP private
reports are not (indirect) unique IDs, i.e., they are generic values, which could
have been generated by any user u1 or u2 and, thus, allowing a longitudinal col-
lection of data (iii). Besides, each time users connect, they will always report the
same r = 1 attribute out of d possible ones. That is, even though users appear
all days in the analysis (in this dataset ∼ 0.2% of users), they will never report
the remaining d − 1 attributes, which were not directly sampled. And last, our
solution also safeguards MNOs as the sanitized data server (cf. Fig. 1) will not
collect raw or pseudonymized CDRs, for the purpose of human mobility analysis,
but, rather, ǫ-LDP values that are robust to post-processing.

6 Conclusion

This work investigates the problem of longitudinally collecting and analyzing
human mobility data through mobile connections. Following some major recom-
mendations from data authorities such as the GDPR and CNIL (in France), we
proposed an LDP-based privacy-preserving methodology for collecting data, on
the fly, through mobile connections while providing high privacy guarantees for
users. More precisely, such a privacy-preserving methodology would allow MNOs
to use and/or share the sanitized data, as LDP is robust to post-processing, for
publishing mobility indicators while protecting the privacy of their clients. To
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this end, we extended the analysis of a state-of-the-art LDP protocol named
GRR [34,33,18] for multi-dimensional studies, referred to as GRR-M2 in this
paper.

As shown in the results, the proposed LDP-based methodology using our
GRR-M2 solution is capable of collecting and calculating accurate multi-
dimensional frequency estimates (cf. Fig. 5, for example) for human mobility
modeling. Indeed, in the mobility scenario we propose, the number of users per
day and union of days is exactly the number of ǫ-LDP collected reports. For fu-
ture work, we suggest and intend the following directions: to experimentally val-
idate our proposed methodology using actual data from an MNO; to investigate
inference attacks to check whether individuals who report dynamic attributes,
such as location, are more endangered than others who report, e.g., gender; and,
to design LDP mechanisms for this longitudinal and multi-dimensional task con-
sidering both numerical and categorical data.
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