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Abstract Artificial Intelligence has been increasingly gaining acceptance across 

advanced functions in numerous fields and industries. This includes marketing, 

customer support, and leads generation in healthcare, transportation, education, 

and off late in e-commerce. Machine learning as a subset of artificial intelligence 

techniques provides various algorithms that enable machines to learn from his-

torical data and make realtime predictions on numbers and texts. Most of the 

businesses nowadays are trying to increase their reach and making sure that they 

are available to cater to the customers when they need help. This also enables the 

companies to market and respond to the queries of potential customers on a 

realtime basis. Chatter robots or chatbot is one such application of machine learn-

ing which allows the business to provide round the clock support to customers 

and potential leads for marketing questions. Most of the business fail to venture 

in the domain of hosting chatbot on the website as they do not have enough con-

versational data with them to train the machine learning algorithm and wait for 

years to collect enough sample. With the proposed language model-driven chat-

bots, businesses starting fresh in the domain of the hosting this application can 

use the user-generated content on social media to fuel the backend framework for 

the chatbots and start hosting the application.  

Keywords: Artificial Intelligence, Chatbots, Language Modeling, NLP, Deep 

Learning, Reinforcement Learning, Marketing. 

1 Introduction 

The emergence of web 2.0 as a communication channel has opened up enormous 

opportunities for organizations to increase digital footprints. These digital footprints 

are primarily used for a range of online organization-customer interactions in marketing 

and customer support. One of the use cases of these interactions consists of information 

search for company/product details as an outcome of marketing promotions done by 

the organizations. The advent of e-commerce has shortened the lifecycle of potential 

lead identification to actual customer conversion. The e-commerce has been defined 

where ‘transaction can happen at any-time and any-place’ [1]. To enable these transac-
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tions by supporting marketing queries or even lead generation, followed by actual mar-

keting, requires more one-to-one communications enabling live customer interactions 

[2]. To compete against the e-commerce companies, even the general business and re-

tail houses have started hosting websites to support the marketing needs. 

A website can act as an online shopping catalog or a virtual store over the internet 

[3], [4]. Marketing promotions that act as a pull strategy will attract customers to 

browse these online catalogs and choose the merchandize which interests them before 

paying for the actual transaction. Prior work [5] suggests that responding without any 

latency has become an integral part of marketing management, which needs to be sup-

ported by operational tactics. Maintaining live channels for 24x7x365 days is not oper-

ationally efficient and is neither a cost-effective way of catering customers for whom 

most of the interaction is through web 2.0 technologies. 

A chatbot also referred to as a software program that can simulate the intelligent 

exchange of conversations with humans (customers) on the other end, driven and 

trained by machine learning algorithms. Users can interact with the chatbots using con-

versational interface through text as an input. If thoroughly trained, a chatbot can wel-

come a potential customer to the website, guide through the catalog or product and 

finally help to complete the transaction, which would make the outcome of a marketing 

promotion successful.  

The fuel for training and designing the chatbot is data. An actual conversation with 

live representatives responding to customer queries through customer support chat is 

the ideal data. The more the historical data, the better the chatbot is trained and able to 

provide a better experience to customers. Studies [6], [7], [8] suggest that with this 

online presence, business organizations try to not only improve the customer experience 

[9], but it also increases the chances of purchase. The primary hindrance in the adoption 

of a chatbot by the native e-commerce companies or the conventional business organi-

zations having a presence in the brick and mortar space using websites as a catalog is: 

the availability of sizeable historical chat manuscripts for training the chatbot. This 

means that the companies must wait for years to first record the data before being able 

to adapt and host a well-trained chatbot.  

Hence, there exists a gap in terms of time to collect the data (which can be years 

ranging from 2-5 years) before a business organization can start building a chatbot. We 

consider the following research questions: 

 

RQ1: Is there a corresponding unsupervised task and the corresponding machine 

learning framework that can allow a model to learn specific information from very ge-

neric conversations on social media platforms like Twitter as a language model saving 

the time to collect the conversations chat manuscripts? 

RQ2: Can this unsupervised language model fuel the chatbots? 

RQ2: Can we incorporate the same unsupervised language model to validate the re-

sponses to questions? 

 

The central thesis of the current paper is to present a framework [10] that can shorten 

the lead time to adapt to the chatbot. We propose a language model-driven chatbot that 
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is fueled by marketing promotions, interactions, queries on a [11] social media platform 

(SMP) like Twitter, which can be used to train a chatbot.  

We borrow the design theory nexus [12] ,[13] to idealize the framework designing 

with goals of improvement based of theory and design solutions. We are rooting the 

proposed framework on the websites and the theoretical blocks of interaction, search, 

and inquiry, which act as links between customer’s online access (OA) and business’ 

intent of improving the customer experience (CE) on one end. The user and company 

fuel the other end of the framework generated tweets on Twitter. These tweets could be 

in the form of marketing, product and feature promotions, responses to queries by cus-

tomers. Websites have been proven successful and eventually has become a commodity 

for improving the CE. The proposed framework would further improve the CE on top 

of websites. We define the proposed framework as a language model-driven bot cus-

tomer experience: the building and theoretical blocks of this framework is represented 

in figure 1. 

 

 

 

Fig. 1. Various theoretical and building blocks of the framework 

2 Prior Literature 

Several studies [14] have explored the role of the internet in enriching the marketing 

and buying experience of the consumers by taking advantage of their OA. Especially 

the work is done by researchers [3], suggests critical elements that can enhance the CE 

for a marketing campaign to be successful. These include: communication, connectiv-

ity, and content, aspects that can be seen relevant within the guide rails OA. Several 

studies further connect the link between OA and CE, which can be pivoted to three 

main areas. The first set of studies have explored the “quality” of the various elements 

of a website that can help e-marketer [15], [16], [17]. These elements could be general 

“flow” on a website, or a “response” in any manner. 

The second set of studies done to further link OA to CE focus upon “search” and 

purchases are done online. Summarizing the works of [18], [19], [20], [21] identify the 

antecedents of consumer purchase behavior as search for information related to a prod-
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uct and the company (in the sense of frequency). Risks associated with online transac-

tions through e-commerce have been proven to be reduced by a presence of search and 

interaction by these works. This establishes search and presence as the second connect-

ing link after interaction between OA and CE.  

The third set of studies pivot around the response to inquiry done by the consumers 

[15], [22], [3]. While the internet opens opportunities for the full delivery of customer 

services, it also opens the gates of inquiries done by consumers. These prior researches 

are done, establishes “inquiry” as to the third link between OA and CE. In most of the 

business organization setup, websites are filling the gap between OA and CE. With the 

literature review done, and with more and more penetration of the SMP we feel that the 

user-generated content (UGC) in response to the specific or generic marketing cam-

paigns done by a business can be utilized to improve the efficiency of the frameworks 

that bridge the gap between OA and CE which can be placed on top of a website that 

has been proven as a strong element filling the gap between OA and CE. 

Researchers [23] have proposed software programs that can be hosted on a website 

accessed through a desktop machine, laptop, tablet, or even a mobile device, enabling 

a virtual conversational partner (VCP). This VCP can respond to queries and questions 

of a customer who is already accessing the website through OA. In the current capacity, 

most of these VCPs hosted are driven by simple linear programming, by a matching 

logic of queries from the relational database stored. Scholars [24] have also proposed a 

pre-logic before a VCP that can decide if the query from the customer can be answered 

by the VCP or not on a software as a service (SaaS) architecture. 

Chatterbot, or more commonly chatbot as a term for VCP, was first proposed in 1994 

[25] and is now widely used to refer to a VCP. Researchers [26] have further established 

the link of natural language processing (NLP) to fine-tune the results of a chatbot to 

make it more conversationally intuitive. However, the flexibility of the chatbot in re-

sponding to customers with intuitive answers depends on the training done on vast his-

torical information stored on the dialogue exchanges between either a live representa-

tive and customer and a massive amount of historical data [27], [28].  

Distributed language modeling has been a long-standing open problem at the inter-

section of machine learning and language understanding. Several works in recent years 

have tried to fill this gap [29], [30] using algorithms like recursive networks [31], re-

current and convolutional networks [32] RNN and CNN [33]. However, all these meth-

ods pass sentences to a supervised setup and need a large set of data and labels in order 

to back-propagate and learn the sentence representations [34], [35]. Consequently, be-

ing dependent on volume and supervised labels, these techniques are fine-tuned for 

specific tasks and are not scalable. 

With the proposed framework well-motivated by theoretical frameworks of market-

ing, customer experience, we abstract away from the supervised sentence summariza-

tion and try to fill the gap of distributed unsupervised language modeling, which can 

fuel the chatbots hosted on websites. This language model first trains on the vast UGC 

created through interactions between business organizations to promote their products 

and features queries posted by customers, and their inline responses on SMPs. By re-

ducing the lead time of the conversational data collection, the proposed framework built 

on the theoretical frameworks of interaction, search, and inquiry further enhances the 
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OCE with the help of BCE, which further closes the gap between OA and CE and is an 

essential contribution to information systems (IS) literature. 

3 Proposed framework 

With advances and penetration in online media marketing and technologies, business 

organizations widely share product features and promotions and encourage users to 

write, interact, and further share on various SMPs like Twitter. Within a few months, 

this can generate a vast volume of UGC. Numerous studies [36] show that this conver-

sational UGC is highly abundant, and often at times has been used to extract independ-

ent topics [37]. This UGC is widely available, low cost, disaggregate (days, hours, 

minutes), and is easy for business organizations to monitor and administer. We extend 

the approach taken by the marketers to mine the UGC in the research [37] to build a 

theme silo.  

The current study proposes a unified framework as represented in figure 2 which: 

(1) uses the UGC through preprocessing and feeding few words ascertaining the va-

lence, validity, product name, organization name to filter out the specific conversation 

of own organization, product, and sentiment, (2) uses proposed topic vectors to generate 

three silos of the dimensions of information, and (3) use these dimensions to respond 

to chatbots which act as an interface between users and these silos. 

  

 

Fig. 2. Framework for unsupervised language modeling and fueling chatbot 
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3.1 The text mining apparatus 

Our objective is to mine promotion and discussions on products from UGC. For this, 

we chose SMP Twitter, which is an excellent place for relatively newer originations to 

not only brand, market, promote the products but also get the UGC generated quickly. 

Step1: We downloaded over 15 lakh tweets from the domain of artificial intelligence 

(AI) as several start-ups are launching the products as elements of AI. 

Step2: We thoroughly cleaned for the noise in tweets like HTML tags and non-tex-

tual information like images, commercials. 

Step3: Specific terms related to organization and products are extracted, which are 

used for moderating the further preprocessing. 

Step4: The entire set of tweets is further chunked into information units like threads, 

messages, and original tweets, of which only original tweets and responses are con-

sidered for analysis. 

 

We have collected tweets around trending hashtags like #ArtificialIntelligence, #AI, 

#Chatbots, #Virtualreality, #Augmentedreality, #bots, #roboadvisor, #AIproducts, 

#AIsolutions, #mlsolution, ##mlproducts. The associated hashtags of #ArtificialIntelli-

gence were determined based on the collection of the first 1000 tweets and mining it 

for hashtag association rules. The resulting dataset consisted of 15,54,782 tweets posted 

by 100,142 users. We have further deployed control mechanisms to make sure that the 

tweets are posted by actual users and not bots by pulling few historical tweets of these 

users and looking at the trend of posting these tweets in terms of the hour of the day, 

day of the week and average tweets in a time-period. A summarization of the tweet 

corpus is represented in table 1 below. 

 

# of tweets # of processed tweets # of words mean # of words per sentence 

15,54,782 10,12,276 22,270,072 22 

Table 1. Summary statistics of the training corpus 

3.2 Language model 

We design the language model by inducing a topic vector built on the encoder-de-

coder setup. That is, an encoder will be trained to learn and map words to a sentence 

vector. A decoder will follow to generate the surrounding sentences that will go as a 

response from the silo to a chatbot. Assuming we have a sequence of sentences (si-1, si, 

si+1), and a word wi
n
 denotes the nth word and let Xn represent the embedding, we can 

describe the model in three parts: encoder, decoder, and the topics expansion function.  

 

Encoder: Assuming there are ‘N’ number of words in the ith sentence (tweet) repre-

sented as wi
1… wi

N. At each sequence step, the encoder produces a hidden state hi
t, 

which is a learned representation of the sequence wi
1… wi

n. The hidden state hi
N would 

then learn and store the entire sequence. This loop runs over the entire set of sentences 

using the following sequence of equations. 
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   𝒓𝒕  =  𝝈(𝑾𝒓 𝒙
𝒕  +  𝑼𝒓 𝒉𝒕−𝟏 )                                            (1) 

𝒛𝒕  =  𝝈(𝑾𝒛 𝒙
𝒕  +  𝑼𝒛 𝒉𝒕−𝟏 )                                  (2) 

𝒉𝒕  =  𝒕𝒂𝒏𝒉(𝑾𝒙𝒕  +  𝑼(𝒓𝒕 . 𝒉𝒕−𝟏 ))                           (3) 

𝒉𝒕 = (𝟏 − 𝒛𝒕). 𝒉𝒕−𝟏 + 𝒛𝒕 . 𝒉𝒕                      (4) 

 

Where zt is the update gate, rt is the reset gate, ‘.’ Represents a dot product, and ht is the 

proposes state update at the state t.  

 

Decoder: A decoder is a neural network model which decodes the encoder output hi
t . 

The computational iteration is like in the above section of an encoder, except for the 

fact that we now introduce bias matrices that are used at every gate (update, reset, and 

hidden). Every sentence will have its decoder. For instance, sentence si+1 will have the 

first decoder, while Si-1 will have the second decoder used for the previous sentence.  

 

Topics expansion function: Given a sequence of sentences (si-1, si, si+1), the job of the 

objective function will be to maximize the log-probabilities of word prediction through 

forward and backward learning and representation through encoder and decoder. The 

log-probabilities equation can be represented as below: 

 

∑𝑙𝑜𝑔𝑃(𝑤𝑖+1
𝑡 |𝑤𝑖+1

<𝑡 , ℎ𝑖)  + ∑𝑙𝑜𝑔𝑃(𝑤𝑖−1
𝑡 |𝑤𝑖−1

<𝑡 , ℎ𝑖)   
 

We further try to expand the topics or vocabulary list of the encode-decoder to words 

that have not been seen during the time of training. Assuming a model trained on word 

representation like word2vec [38] using RNN. Let Ew2v is the embedding space of all 

the words in the training sample, and Ernn is the learned embedding space by the RNN 

model. We assume that Ew2v is much larger than Ernn in the actual population. Hence we 

should be able to construct and map Ew2v to a much larger space, using a function map-

ping f: Ew2v → Ernn parameterized by a matrix W. Inspired by the proven works [39] of 

similarity measures to find similar words, we solve for an un-regularized L2 regression 

for matrix W. This produces a table of similar words as represented in table 2 below 

using neighbor of words that were not part of the training set. 

 

Neuronal Undermine Amplitude Rehearse 

neural exculpate modulation choreograph 

neuron absolve harmonics trial 

Table 2. The nearest neighbor of words after vocabulary expansion 

There can be alternate strategies for solving this problem like replace the RNN em-

bedding space with a pre-trained embedding like global vector space (GloVe) or use of 

a more sophisticated cost function followed by clipping the word space by a decoder. 

This process is computationally costly. For the scope of the current paper, we are re-

stricting ourselves to only RNN embedding space for experimentation. 
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4 Experimentation 

With the experimental setup, we intend to evaluate the capability of our encoder-

decoder as a general topic extractor after training on the preprocessed tweet corpus we 

have collected. Experimentation setup consists of below tasks: 

• Train an encoder that acts as a topic feature extractor from all the sentences 

• Compute topic wise features between the sentence pairs 

• Train a neural network model on the extracted features, back-propagating 

the encoded features 

4.1 Details of experimentation 

The model consists of two encoders with different parameters, one for learning the 

words from the sentence in the correct order and second in the reverse order. The out-

puts are then used to construct a 2400 dimension vector. We define this as a bi-encoder 

model. Minibatches of 64 were used while training, and the gradient values are clipped 

to avoid any loss while the model learns. Adam [40] optimizer is used for fine-tuning 

the model parameters.  

Post-training the encoder-decoder models, we now proceed to expand the topic to 

map embeddings into RNN encoder space. Openly available continuous bag of words 

(CBOW) [41] model was used for this step. The models were initially trained on 

100,000 words. Expanded topic vector space was of size 10,930,112 words. Since our 

goal is to test the intuitiveness of the language model, hence the tweet preprocessing 

plays a very critical role here. 

 

4.2 Semantic similarity 

 Because the entire setup of our model is through unsupervised learning, in order to 

evaluate the model, we test for the semantic similarity of the generated words from the 

model and an annotated output on a humanly pre-annotated dataset SICK [42]. The 

sentences in the dataset are already scored by human annotators between 1 to 5. The 

dataset has a pre-split of 4500 training sentence pairs, and 4927 test pairs. The evalua-

tion metrics is Pearson’s r, Spearman’s ρ, and mean squared error (MSE). We test how 

well our learned representation on an already annotated dataset.  

To represent a sentence pair, we deploy two features: given two topic vectors: u and 

v we compute their component-wise product u.v and the difference between their scales 

| u – v |. These features have already been used in prior researches [43] and accepted 

well. To predict the similarity score, we use the same setup as used by the researchers 

in [43]. Table 3 presents our results through the trained model on the SICK dataset. The 

bi-encoder model with 2400 dimensions seems to have outperformed all.  

 

  SICK Dataset 

Models and embeddings tested  r ρ MSE 

Uni-encoder  

Word2Vec 

0.7008  0.6794  0.3019 

Bi-encoder 1200 dimension 0.8349 0. 6297 0.3084 

Bi-encoder 2400 dimension 0.8256 0.7953 0.2652 
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Uni-encoder 

GloVe 

0.8028 0.6258 0.1058 

Bi-encoder 1200 dimension 0.8220 0.7638 0.2983 

Bi-encoder 2400 dimension 0.8085 0.7036 0.2056 

 

Table 3. The model results on SICK dataset 

 

5 Discussion 

5.1 Summary of findings 

The main findings of the proposed study are as follows: 

• Organizations doing campaigning on SMP and interaction on SMPs can use the 

UGC to fuel the chatbot on the website to provide BCE to customers. 

• UGC is rich in capturing conversational chatter, and with a structured prepro-

cessing can be used to train a model fueling the chatbot responses. 

• UGC, with the help of unsupervised distributed language modeling, can be scaled 

to multidimensional language silos. 

• These multidimensional silos can capture the organization’s or product’s position, 

features, and availability. 

• These chatbots hosted on websites fueled can be further improved as more conver-

sational data gets recorded by responding to customers through these hosted chat-

bots. 

 

5.2 Theoretical contribution 

To enhance the experience [3], [44], [45] between customers and machines on an e-

commerce website, the concepts of AI, such as artificial neural networks and natural 

language processing, can be used in the proposed system. The proposed framework 

further bridges the gap between OA and CE [18], [20], [21], and rests on a proven link 

between OA and CE, which is a website. The framework is an essential addition to the 

IS literature to the lists of frameworks improving the customer experiences, which in-

creases the chances of customer purchasing by engaging in interaction.  

This study has proposed a unified framework that uses NLP to create various dimen-

sions from UGC while simultaneously extracting topic vectors from the text using en-

coder-decoder algorithms. The framework not only captures the heterogeneity but also 

captures the time-varying discussions from the UGC that changes over the course and 

will reflect in responses on a chatbot to customers. The framework has been tested on 

various exiting semantic systems and various annotated datasets, making it generaliza-

ble and a contribution to the literature. 

 

5.2 Practice implications 

 The study has many valuable practice implications for marketing, customer support, 

and social media managers. First, the framework enables these managers to ascertain 

the valence of the responses of customers through UGC. If the initials signals are not 

good as expected, then a quick course correction can help to get the right message 
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floated on SMPs. Second, it helps these managers to make sure that the right latent 

dimensions related to features and quality of products are known by the users and po-

tential consumers on the SMP. 

If initial modeling results do not generate specific silos, then a course correction of 

campaigning on SMPs can be done to make sure that the right message is conveyed to 

the potential consumers. Third, it enables a customer support manager to further en-

hance the customer experience by using this chatbot as a live response to customer’s 

queries and questions. It also enables the managers to track how competition varies 

over time while mining and perform the language modeling on UGC in generic. Finally, 

it allows the business organizations to start immediately hosting a chatbot and not wait 

for years to have the conversational data accumulated and train an ML model to fuel a 

chatbot. 

6 Limitations and future research 

This research has few limitations which have been made as assumptions. First, the 

business organizations should be active on any of the SMPs and have been using the 

same for doing digital marketing and campaigns. Second, the business has a working 

website available online, having the technical ability to host a microservice like a chat-

bot. Third, the initial few iterations of the language model are computationally exten-

sive. Forth, the current research has been restricted to one SMP like Twitter only. As 

part of the future research, we plan to extend the language modeling to the UGC from 

other SMPs like LinkedIn and Facebook advertisement posts.  
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