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Figure 1: Our three AR mappings. In NA (a), the user extrudes the drawn 2D shape in a direct approach. The position of the virtual tablet
overlaps the position of the physical tablet. In RA (b), the orientations of the virtual and physical tablets with respect to the physical space is
the same during an extrusion. However, the user controls the virtual plane with relative motions. In this example, the user stepped back before
starting remotely an extrusion. Finally, RF (c) creates two coordinate systems. Movements from the one defined by the physical tablet are
mapped to the coordinate system defined by the virtual table. In this example, the user, after having placed the tablet in front of the dataset,
stepped back and rotated around the dataset which the user now is facing sideway. As the user moves along the normal of the physical tablet,
its virtual counterpart also moves along its own normal axis (the blue arrows).

Abstract
We study tangible touch tablets combined with Augmented Reality Head-Mounted Displays (AR-HMDs) to perform spatial 3D
selections. We are primarily interested in the exploration of 3D unstructured datasets such as cloud points or volumetric datasets.
AR-HMDs immerse users by showing datasets stereoscopically, and tablets provide a set of 2D exploration tools. Because
AR-HMDs merge the visualization, interaction, and the users’ physical spaces, users can also use the tablets as tangible objects
in their 3D space. Nonetheless, the tablets’ touch displays provide their own visualization and interaction spaces, separated from
those of the AR-HMD. This raises several research questions compared to traditional setups. In this paper, we theorize, discuss,
and study different available mappings for manual spatial selections using a tangible tablet within an AR-HMD space. We then
study the use of this tablet within a 3D AR environment, compared to its use with a 2D external screen.

CCS Concepts
• Human-centered computing → Mixed / augmented reality; Touch screens; Scientific visualization;

1. Introduction

Many scientists work to understand data that is inherently three-di-
mensional, such as in physics and biology. They explore such data
traditionally as projections on 2D screens, with an inherently limited
depth perception. As the availability of immersive devices increases,
however, hybrid or fully stereoscopic data exploration and analysis
become possible. We explore the use of augmented reality head-
mounted displays (AR-HMDs) as the basis of such an approach,
and ask about how best to interact in this space. We notably focus
on the interactive selection of data points based on their 3D spatial

properties. Such spatial selection—a fundamental exploratory tool
[Tuk77, KI13]—is essential for users to specify regions of interest
(ROIs) in unstructured datasets as they often cannot be isolated by
filtering some properties. While such interaction has been studied
in the past, most research focused on 2D rendering as opposed to
immersive means [BYK∗21]. We investigate the use of AR-HMDs
as they integrate interaction, visualization, and the users’ physical
3D spaces, and as their immersive displays are suitable for 3D data
visualization [FCL09, KMLM16, HRD∗19]. Standalone AR-HMDs
(e. g., Microsoft’s HoloLens) are now also powerful enough for
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real-time 3D rendering. This environment being new, many research
questions remain regarding how to explore large scientific datasets
and how AR-based exploration tools differ from past setups.

An essential point to consider is that AR-HMDs cannot rely on
the same input as PCs. Researchers have proposed to explore speech
input, eye tracking, and mid-air gestures for AR-HMDs, yet this
input is often limited. Compared to single-action commands (speech,
some gestures), continuous interactions suffer from low precision
and fatigue. Moreover, it is difficult to distinguish spatial input from
casual motion (eye tracking, mid-air gestures). One option is to
rely on hybrid setups that use both an AR-HMD and a PC together
(e. g., [BBK∗06, WBR∗20]), yet often one also wants to be inde-
pendent of a workstation and benefits from an AR-HMD’s mobility.
Hence, we explore the use of a portable tablet as a secondary de-
vice, whose combination with AR-HMDs also provides flexible
input—yet without being physically stationary.

We study spatial selection techniques in which users fully control
what they can select, i. e., they have high Degrees of Freedom (DoF)
[BSA∗19]. While mid-air 3D input suffers from instability [AA13,
AKA∗17] and induces fatigue [HRGMI14], tablets can provide
beneficial input for tasks within immersive systems [SGHV19] such
as spatial selection [MMNK∗20]. We based our spatial selection on
Besançon et al.’s [BSA∗19] Tangible Brush, as it is flexible and uses
a tangible tablet. The users draw a 2D lasso on the tablet’s touch
screen and then extrude it in 3D by moving the tablet. While this
manual interaction showed benefits compared to a semi-automatic
approach that relies on computer-based decisions, Tangible Brush
decouples the user’s output and input spaces: the output is rendered
only as a projection on an external 2D screen and the input is entered
in the user’s physical space. This decoupling may explain the high
reported mental effort for participants. We thus adapted Tangible
Brush by replacing the external 2D view with an AR stereoscopic
one. This new configuration poses numerous research questions, as
now the tablet’s position has a meaning in both the users’ physical
and visualization spaces. Compared to the original, our AR setup
may lower the users’ mental demand as, for the extrusion, both the
input and the output spaces coincide with the users’ physical space.

Our contribution is threefold. First, we examine multiple position
mappings of a tangible tablet used inside the AR 3D space for
manual spatial selections. Second, we study these mappings to find
the most suitable one for AR-HMDs. Third, we compare our AR-
based spatial selection technique using the selected mapping to the
original, to better understand the implications of merging the user’s
input space within the user’s physical and visualization 3D spaces.

2. Related Work

In our work we rely on past research on hybrid systems that include
immersive devices, AR-related input techniques, and manual spatial
selection like the traditional Tangible Brush as we summarize next.

2.1. Hybrid Immersive Environment

Past research showed the benefits of immersive setups for user
cognition and perception [WF96, WM08, HRD∗19]. To support
scientists in their work, researchers investigated stereoscopic dis-
plays coupled with traditional 2D interfaces to provide precise

2D input, enter texts, and manipulate widgets as in traditional ex-
ploratory tools [BBK∗06, RD19, WBR∗20]. For instance, Bornik
et al. [BBK∗06] combined a stereoscopic 3D display with a PC to
manipulate volumetric medical data, while Kim et al. [KJK∗15]
added tactile interaction to a CAVE. Wang et al. [WBR∗20] studied
the use of an AR-HMD as a complementary screen to a workstation
for particle physicists, the latter for access to traditional analytics
tools. They found that, while scientists prefer a hybrid environment
to a standalone AR-HMD or workstation, they need to walk around
the data and use dedicated 3D input. Yet Bornik et al. [BBK∗06]
and Wang et al. [WBR∗20] do not provide such a functionality as
their interfaces were in 2D and stationary. Bach et al. [BSB∗18]
stated that their participants, in the AR-HMD condition, preferred
to stand up—although half of the tasks did not require 3D input.
A tablet—as we use it—may solve this mobility issue, while still
offering 2D input. Surale et al. [SGHV19] explored its use in a
Virtual Reality (VR) environment for CAD software. Depending on
the usual speed/accuracy trade-off, users preferred to manipulate
their views and data either on the tablet or via the 3D VR interfaces.
In our system, users perform 3D spatial selections by extruding a
2D shape in its physical space. We use a tablet to input the 2D shape
and rely on the physical user space for the extrusion.

We do not envision AR-HMDs plus tablets to fully replace work-
stations, which have higher resolutions, computing power, more
precise 2D input strategies, and more powerful software [WBG∗19].
Such a system, however, can be used for dedicated tasks such as
collaborative work where most of the users’ time would concern
discussions, comparisons, and agreements, which require a set of
fundamental yet less complex exploratory tools [SWB∗22, Ser21].
We thus consider the design of a complete application and focus,
in this paper, on spatial selections as one of the fundamental 3D
exploration techniques [KI13, Tuk77]. For this interaction, we use
the tablet to provide mobile input and, at the same time, serve as
a tangible device, whose interaction space is closely related to the
user’s physical space and the current display space [CBL∗17].

2.2. Mid-Air Gestures and Tangible Interactions

AR-HMDs tightly connect the physical world with the display and
interaction spaces for 3D physical interactions [CBL∗17], e. g., some
mid-air input and tangible interactions. This close connection may
reduce the users’ cognitive load [CBL∗17] and be suitable for tasks
that require input with many DoF [HvDG94, BSB∗18] and tangible
interaction. Bach et al. [BSB∗18] showed that the tight connection
may explain why AR-HMDs were fastest, with similar error rates as
other forms of input for the placement of cutting planes. In addition
to its function as a 2D interface, Surale et al. [SGHV19] also used a
tablet for 3D tangible input. They found that the choice of touch or
tangible tablet input depends on the task and the needed precision.

Passive haptic feedback and planar constraints of tablets
can improve the comfort and accuracy of 2D and 3D input
[HvDG94, dHKP02, AKA∗17, MMNK∗20]. Montano-Murillo et al.
[MMNK∗20] and Arora et al. [AKA∗17] showed that using a real
tablet compared to a virtual 2D plane in a VR setup improves the
user’s performance. Reipschläger and Dachselt [RD19] augmented
a tabletop with an AR-HMD for CAD sketching, with users drawing
shapes and extrude them on the table and the AR-HMD rendering the
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3D result. These examples show that, compared to view-occluding
VR-HMDs, AR-HMDs allow users to better interact with additional,
physical devices and we rely on an AR-HMD coupled with a tablet
for volumetric selection for the same reason.

2.3. Volumetric/Spatial Selection

Many 3D selection techniques exist. We separate the selection of
explicit objects from the spatial selection of subvolumes. The first
group relies on predefined shapes or objects in the 3D space that
users explicitly mark, where most techniques rely on raycasting
[GB06, RN10, RCK∗17, BPC19] in 3D environments or tap and
lassos in 2D ones [XFAT12, YEII16, CZY∗20]. The second allows
users to specify 3D subspaces [AA13, BSA∗19, BYK∗21]. We focus
here on unstructured datasets which do not include explicit objects
but instead sample physical properties of, e. g., particles or volume
cells, which one can filter to make selections. Jackson et al. [JLS∗13]
filter vector fields based on a tangible cylinder’s orientation. Hurter
et al. [HRD∗19] brush paths using two VR controllers and select
paths that connect both targeted points. Akers et al. [ASM∗04]
filter brain white matter pathways using 3D boxes associated to
Boolean operations. Yu et al. [YEII16] select regions based on the
density of the field and 2D lasso input. Montano-Murillo et al.’s
[MMNK∗20] hybrid VR-HMD plus tablet setup allows one to select
points in cloud point datasets. The user first frames the ROI using
the touch tablet and then uses the tablet as a magical lens to target
at with a VR controller and raycasting. Transfer functions can also
extract ROIs [KIL∗03, GXY12]. Wiebel et al. [WVFH12] selects
a ROI based on the 3D color and opacity field as defined by the
transfer function, the virtual camera transformation, and the user’s
2D input. While transfer function manipulations and Wiebel et al.’s
algorithm [WVFH12] can be implemented on tablets, they often
require time to find the suitable function, and it may not fully capture
the user’s intended ROI. Moreover, not all datasets possess suitable
physical properties. We are thus interested in general techniques that
work for every type of datasets (i. e., point clouds [Ste12, CZY∗20],
volumes [WVFH12], and vector fields [JLS∗13]). We also cannot
only rely on predefined geometries, e. g., boxes [UZW∗07], as we
want a flexible, data-independent way to specify ROIs. Moreover,
we are interested in better understanding the users’ mental models
in AR environments, compared to non-immersive ones, for 6 DoF
interaction techniques that make use of a tangible tablet.

We thus rely on Tangible Brush [BSA∗19], on whose tablet inter-
face a user draws a lasso in an orthographic view and extrudes it in
virtual 3D space by moving the tablet. The orthographic view may
lead to lower cognitive loads and higher accuracy as both its interac-
tive and its visualization spaces are in 2D [BSB∗18, BIRW19], while
perspective views would not allow users to understand how the lasso
shape relates to the objects in the scene. Because the tablet then
does not provide depth cues, Besançon et al. [BSA∗19] provided a
second stationary 2D screen which shows the position of the virtual
camera in the virtual space. The coordinate system of the interaction
was reset each time, based on the orientation of the tablet as there
were no absolute 3D coordinates. They compared Tangible Brush
with SpaceCast [YEII16], a semi-automatic technique that infers
the selection based on minimal user’s input. Tangible Brush was
slower but was more accurate and versatile. The authors recorded a

V O

D U

I M

o

vi

up

om

v

uai
m

Figure 2: Bruckner et al.’s model
[BIRW19] of spatial directness.
Spaces D—data; V—visualization;
O—output; U—user; M—manipu-
lation; I—interaction. Arrows rep-
resent transitions between spaces.

(a) (b) (c)

Figure 3: The datasets we studied. (a) helical spring shape (see
also Fig. 4(a) and Fig. 5). It represents non-linear structures (e. g.,
blood vessels), used to encourage unconstrained operations; (b)
outer shell of a cylinder; (c) collision of two galaxies as a real
use-case scenario. All datasets measure 50 × 50 × 50 cm3 in the AR
space. In our study, valid points are in red, and invalid points are in
blue. Figures (b) and (c) are from Besançon et al.’s paper [BSA∗19]
(© Wiley, used with permission).

(a) (b)

Figure 4: Screenshots of the HoloLens’ interface during extru-
sions for (a) the AR conditions and (b) the 2D condition (see also
[BSA∗19]). In the AR condition using NA, the user drew a circle
on the tablet, which the user extruded by physically following, with
the tablet, the Spring the AR-HMD renders. It results in the yellow
wire-framed mesh that shows the current selection to (in)validate.

Figure 5: Tablet interface while performing spatial selection.

high mental load, however, which may be due to the decoupling be-
tween Tangible Brush’s input (3D tangible interactions) and output
(2D external screen). In our work we modified Tangible Brush and
replaced the stationary screen with an AR-HMD as we explain next.

3. AR Concept and Differences to Tangible Brush

In our AR version we replace the external 2D screen with an AR-
HMD stereoscopic view. Users can then use their physical tablet
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superimposed with its virtual counterpart. We define three mappings
for the actual realization of our AR Tangible Brush (see Fig. 1).
In all three cases users need to set the virtual camera of the tablet
(still using an orthographic projection), before actually drawing the
lasso. This allows users to relate their lasso-to-be-extruded with
the dataset. We freeze the 2D orthographic view on the tablet for a
given position, allowing users to draw their lasso on a static view for
precise input [LODI16]. We describe next our three AR mappings.

Naïve Approach (NA): As a Naïve Approach (NA), we map
the position, orientation, and size of the tablet from the physical
space to their virtual counterparts. While it is the spatially most
direct approach, NA has limitations. First, the size of the tablet (10”–
12” diagonal for many models) is a strong limitation, as most 3D
visualizations would have to be scaled down to “fit inside the tablet”
and the global size of the data representation constantly has to be
adapted to the intended selection. Second, users sometimes need
small targeted selections. As visualizations can be large in size, a
user may lose the overall spatial context as they need to be physically
close to the intended selection. This may lead to parts of the data
not fitting in the user’s field-of-view anymore. Finally, interacting
inside the 3D visual representation can feel uncomfortable due to
the vergence-accommodation conflict [CKC∗10, RD19]. The tablet
also possesses an active screen which is then hidden by the AR-
HMD overlay, leading to conflicts. These reasons led us to create
a virtual selection tablet, different in size, position, and orientation
to its physical counterpart, and to use relative motions. We propose
two types of relative motions as we discuss next.

Relative-Aligned (RA) and Relative-Full (RF): For RA and
RF, the user first initializes the virtual tablet within the 3D visu-
alization space using NA. They then move the physical tablet and
observe the motions of the virtual tablet in the visualization space,
to either start an extrusion or to replace the virtual tablet from afar.
Those mappings are then suitable for remote interactions on datasets
that require large overviews. For RF, similar to the original imple-
mentation, we use a clutched interaction so that the tablet’s actual
orientation may differ from its virtual alignment. In contrast, the
physical and the virtual tablets have the same orientation in RA. RA
is thus useful for users focusing on the AR space, while RF with its
clutched interaction is suitable for users focusing on the tablet.

In Appendix A we show how Bruckner et al.’s model [BIRW19]
(Fig. 2) can be used to classify each technique depending on their
directness. In the remainder of the paper, we reuse the following two
spaces that Bruckner et al. introduced: The output space O which is
the screen on which the user focuses (the screen of the tablet, the
AR view, or the 2D external screen), and the manipulation space M,
which is the tablet the user manipulates.

To summarize the analysis of directness, the original technique
uses indirect interactions, in particular due to the dimension differ-
ences between spaces O (2D screens) and M (3D tangible tablet).
Moreover, as the external screen can be placed anywhere in the
room, 3D movements (M) of the tablet may not be aligned with
what users perceive on the external screen (O). This analysis may
explain why Besançon et al.’s [BSA∗19] participants experienced a
high mental load, as directness is usually linked to the users’ mental
model, especially for novel interaction paradigms [BIRW19].

For AR mappings, NA is the spatially most direct method: it

merges, with respect to the AR-HMD, the interaction/manipulation
and the visualization/output spaces within the users’ physical space.
NA, however, has some limitations as we described. We consider
NA and RA to be “direct” forms of interaction when compared to
the original technique, even if one relies on absolute positions (NA)
and the other on relative motions (RA). This difference, however,
makes NA more direct than RA. RF with its clutched interaction is
the least direct mapping when users focus on the AR space. Due
to this property, however, RF is the spatially most direct approach
when users focus on the tablet. To better understand the implica-
tions of these differences, we need to empirically study the different
interaction mappings. Such an experiment may also lead to a better
understanding of the user space U (i. e., the user’s mental model) dur-
ing interaction, which may depend on the screen on which the user
focuses (O), due to its influence on the level of spatial directness.

4. Experimental Verification

We conducted two controlled experiments. In the first we determined
the “best” AR mapping from the three we introduced in Sect. A,
and in the second we compare that to the original Tangible Brush.
We make all gathered data available online along their respective
pre-registrations (details below). We did not pre-register the criteria
for selecting the AR mapping of the second experiment because
they depended on the results from the first. We recruited 18 partici-
pants per experiment. Each participant performed only one of the
two experiments to avoid learning effects. We reused the Galaxies
and the Cylinder datasets from Besançon et al.’s study [BSA∗19]
(Fig. 3(b)–(c)). As all their datasets rely on extruded shapes along
an axis, we added a helical Spring as a third dataset (Fig. 3(a)).

4.1. Implementation

Our system (github.com/MickaelSereno/SciVis_Server/
tree/CHI2020) comprises four devices: an AR-HMD Microsoft
HoloLens 2 (Fig. 4), a Samsung Galaxy Tab S4 tablet (Fig. 5) which
we track with a VICON, and a server. Users can move and rotate
the datasets, which we placed at a fixed position, on the tablet
via FI3D [YSI∗10]. While Tangible Brush works for any 3D data,
we used point clouds in our study to measure the accuracy of the
techniques we compare. We give more details of our implementation
in Appendix B as, in this paper, we focus on our two experiments.

When users start a selection, we show a yellow outline to represent
the virtual tablet in the AR view, and an orthographic projection
of the data as seen from its virtual position on the tablet. The near-
clipping plane is placed at z = 0 within the tablet camera’s space.
Normally the tablet’s physical motion does not affect its virtual
counterpart, but users can update the virtual tablet’s size and the
position on demand. The “position” mode repositions the virtual
tablet in the 3D space using NA, and the “tangible” mode applies
the current mapping to either re-adjust the position of the virtual
tablet or to extrude a drawn 2D lasso. Users can adjust the size of
the virtual tablet with a slider. As in the original work, we provide
Boolean operations to adjust the selection (AND, OR, and NOT) and
a constrained extrusion mode that moves the virtual tablet only along
its normal. By removing hand shaking and tracking noise for the
x- and y-axes, this mode can improve the accuracy of the selection
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when users extrude along the tablet’s depth axis. During extrusions,
the AR-HMD renders the volume outline the user created.

To not influence our study with the differences of the screen
quality of AR-HMDs compared to large 2D screens, we simulate
the original technique inside the AR-HMD using a 1.22 m × 0.68 m
virtual screen. We adapted the original technique as follows to
make it more comparable with our AR implementations, and to
accommodate the AR-HMD setup: (i) we added the FI3D widgets
to move/rotate datasets, (ii) we set the bird-of-view position to ease
users with translations which do not rely on tangible movements
anymore, (iii) we added the 3D wireframe volumes for users to
(in)validate, (iv) we added tangible rotation to adjust the 3D scene
at any step of the extrusion as rotations are strong depth cues, and
(v) we allowed users to scale the tablet’s view.

4.2. Tasks

Both experiments rely on the same tasks. For each mapping, partici-
pants had three training trials with simple shapes to ensure that they
were well-trained. The first training session was the longest (up to
30 minutes) as participants also had to learn the tablet’s interface
and the tasks. Then, after a break, they performed the selections
on the three datasets (Fig. 3), and we measured the quantitative
metrics. For each dataset, participants performed two consecutive
trials, resulting in six trials per mapping per participant. We asked
participants to select the red and avoid the blue dots, and to be as
accurate as possible without noticeably slowing down. To avoid
overly long trials, we explained that it was nearly impossible to be
perfectly accurate. We rendered selected dots with a lower saturation
(i. e., tending to white) than non-selected dots, to allow participants
to understand both selection status and dot character (red vs. blue).

5. Experiment 1: Best AR Mapping

We recruited 18 participants (ages 20–45, AVG=26, SD=5.8) to
study the three AR mappings in our first experiment, pre-registered
[BPSS∗21, Har22] at osf.io/pwauq. We documented differences
with the pre-registration on OSF (see Errata.docx). Participants
performed all the trials for a mapping, before moving to the next one.
For a given participant, we presented the datasets in the same order
for each mapping. We counter-balanced the dataset order using a
cyclic Latin square on (PID/3) mod 3 (integer division), and the
technique order on PID mod 3, where ID is unique and ranges from
0 to 17. After each mapping, participants answered the correspond-
ing part of the questionnaire (see additional materials). At the end of
the experiment, participants answered the remaining general ques-
tions. Participants were unfamiliar with AR (1–5 on a 5-point Likert
Scale, AVG=2.2, SD=1.5) and VR headsets (1–5 on a 5-point Likert
Scale, AVG=2.1, SD=1.1), except for the 5 AR or VR researcher
participants, but rated the VICON tracking as accurate (3–7 on a
7-point Likert Scale, AVG=5.8, SD=1.0). We hypothesize that:

H1 NA will be the fastest approach, as it is the most direct one.
H2 NA will be the most physically tiring mapping where users

need to hold the tablet high. Indeed, visualizations are expected
to be aligned with the user’s eyes or chest to be comfortable,
similar to Bach et al.’s [BSB∗18] study.

H3 When focusing on the AR space, RA will be more precise and
require less cognition than RF, and vice-versa otherwise. The
accuracy and cognitive load of RF and RA will depend on which
“screen” a participant focuses, as both mappings have different
degrees of directness but rely on the same input modalities.

H4 We expect users to mainly focus on the AR space as they will
need some depth perception to correctly move the tablet in the
3D space, where the AR-HMD outperforms the tablet.

H5 Participants will prefer RA. The selection often requires to scale
up the virtual tablet as users cannot, otherwise, select what they
intend to because the frame will be too small. NA is inappropri-
ate to get the overview of the 3D scene (see Sect. 3). Participants
will also focus on the AR view (H4), making RA more suitable
than RF (H3) due to the alignment of spaces O and M.

5.1. Results

We gathered participants× conditions×datasets× trials = 18×
3 × 3 × 2 = 324 data points. We report our results using esti-
mation techniques based on 95% confidence intervals (CIs) in-
stead of p-values [Dra16, AGM19, BD19]. We refrain from di-
chotomously interpreting our results to follow current best prac-
tices [BD19, CDBG20, HHC∗21]. Except where stated otherwise,
we computed CIs from bootstrap resampling and computed all
within-subjects pairwise comparisons by bootstrapping geometric
means on ratios to emphasize effect sizes. We removed one trial
(PID;Mapping;Data;Trial) = (P1;RA;Cylinder;1) as the partici-
pant selected only a very small portion of the data, surely due to
miss-clicks with the buttons “reset selection” or “end-task.”

Completion Time. We started the timer at the beginning of each
trial, which we paused during the computations of volumetric selec-
tions. To correct for positive skewness, we analyzed log-transformed
speed metrics [SL10] and present the CIs of their anti-logged results
(Fig. 6), which is standard for such data [JDF13, BIAI17]. We did
not find evidence of one mapping being faster than another, not sup-
porting H1. We experienced a learning effect (Fig. 7) as participants
tried to understand and find a strategy for each dataset to solve the
problems during their first respective mapping, before sticking to it
for the others. Especially for the Galaxies and the Spring, the possi-
ble solutions were not obvious to find or to apply, when compared
to the Cylinder where participants understood directly that they (1)
can select the outer part by extruding a cylinder and (2) remove its
inner part with a smaller cylinder. To a lesser extent, users got used
to the devices as all techniques use the same input M and output O
modalities, strengthening again this learning effect.

We found strong evidence that the Spring dataset was the longest
to complete, which participants solved using two strategies. Some
defined it mathematically using constrained Boolean operators. The
number of operations is here higher than in the other datasets. Others
followed the Spring using 6 DoF unions, which require slow move-
ments as unconstrained operations need more control for accuracy.

Workload. We used the NASA-TLX [Har06] questionnaire to
measure the participants’ workload. We performed pairwise compar-
isons as a within-subject design to calibrate participants (Fig. 8(b)).
Fig. 8 shows strong evidence that NA felt the least performant, some
evidence that RA felt the most performant, and some evidence that
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Figure 6: Raw data (a) and pairwise within-subjects comparisons
(b) of the Task-Completion Time, 1st experiment.
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Figure 7: Raw data (a) and pairwise within-subjects comparisons
(b) of the Task-Completion Time following each participant’s tech-
nique order, 1st experiment. This analysis was not pre-registered.
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Figure 8: Raw data (a) and pairwise within-subjects comparisons
(b) for TLX workload, 1st experiment. We inverted the Performance
metric compared to the original NASA-TLX questionnaire.

RA required less effort than RF to participants. Finally, we found
no evidence of a difference between NA, RA, and RF w.r.t. mental
or physical workloads, not supporting H2.

Accuracy. To measure accuracy, we computed the F1 and MCC
[CJ20] metrics, similar to Besançon et al. [BSA∗19] (see their paper
for the definitions). As both metrics yielded similar conclusions,
we present here only the MCC score and report the F1 score in
Appendix C. All mappings have a similar accuracy (Fig. 9(a)), with
some evidence that RF is the most accurate one (Fig. 9(b)). There is
weak evidence that RA is more accurate than NA for the Cylinder
and the Galaxies, but with a small effect size (< 5%).

Focus. Both screens were useful during extrusions (Fig. 10). Still,
participants mainly relied on the AR view except for RF with the
Galaxies, partially supporting H4. We cannot, however, support H3
as we found evidence that RF is the most accurate mapping for
participants who mainly relied on the AR view. This is especially
true for NA (Spring and Cylinder), which we explain by its level of
directness with respect to the AR view. As the Galaxies dataset con-
tains much empty spaces compared to the others, participants could

Spring
Cylinder
Galaxies
Overall

0.00 0.25 0.50 0.75 1.00

RF
RA
NA(a)

Spring
Cylinder
Galaxies

Overall

−0.2 −0.1 0.0 0.1 0.2

Difference

RA − RF
NA − RF
NA − RA(b)

Figure 9: Raw data (a) and pairwise within-subjects comparisons
(b) of the MCC accuracy score, 1st experiment.

Figure 10: Proportion of which
screen participants focused on
during the extrusion steps, 1st

experiment.
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Figure 11: Raw data (a) and pairwise within-subjects comparisons
(b) of the proportion of constraint operations that contributed to the
final results over unconstrained ones, 1st experiment.

Figure 12: Results of partici-
pants’ rankings of the three map-
pings, 1st experiment; 1st is best.

see the screen of the tablet as they interacted within the dataset. This
may explain why they focused more on the tablet in the Galaxies
dataset compared to the others using NA. Participants marked both
answers in the questionnaire if they focused similarly on both views.

Constrained. The level of directness may explain why NA and
RA might invite more unconstrained operations than RF (Fig. 11).
We were surprised to see that participants solved the Spring primar-
ily using constrained operations, while we designed it to encourage
unconstrained ones. P0,P9, and P17 stated that it was difficult to per-
form unconstrained operations for this dataset, for which they spent
a lot of time. P17 stated that he used only constrained operations
using the relative mappings, just as he does with CAD software.

Preferences. Fig. 12 shows evidence that RA and RF were pre-
ferred to NA. Participants rated RA as being more accurate than
RF, but the data (Fig. 9) suggests the opposite. We found strong evi-
dence that participants preferred RA over RF overall. As participants
mainly focused on the AR view during extrusion, we support H5.

Observations. P0−1,P4−5, and P10−11 stated that they cannot
correctly see both the 3D view and the tablet when interacting inside
the data with NA. P1, however, said that she felt more in control
with NA after some trials, maybe due to its higher directness.

Opinions and strategies differ among participants w.r.t. RF and
RA. P5 stated that RA was hard to use when she did not rely on con-
strained operations. P0 found RA and RF to be similar in most cases
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where she relied on constrained operations. In our video recordings
we saw participants P0−1, P3−5, P7−10, and P12−16, in some trials
with RA and RF, operating the 2D virtual plane in a sideways fash-
ion. This gave them a better perspective (and thus accuracy; H3)
compared to the most direct mapping (NA). It is also useful, e. g., for
the Cylinder whose inner part relies on two parallel planes easily vis-
ible from the side. In particular in RF, P3−6, P10, and P12 aligned the
virtual tablet with the cylinder’s circle side in the Cylinder dataset.
They then physically moved around it to face the virtual plane at
an angle of 90◦. They then moved the tablet during the extrusion
toward the cylinder’s rectangular side, i. e., the tablet’s normal. The
virtual tablet (and the extrusion by extension) then moves along
the depth axis of the cylinder, i. e., the virtual tablet’s normal. P0
manipulated the physical tablet from the other side of the Cylinder,
facing it at 180°. These points may explain RF’s higher accuracy
compared to the other modes and why participants using RF focused
mainly on the AR-HMD. The users’ performance may depend on
the possible rotation values (e. g., 45°, 90°, or 180°), which should
be investigated as future work. However, we saw some participants
hesitating about how they should physically place/orient their body
in the 3D space before extruding the lasso in RF, which may be
due to the disconnect between O and M, explaining our workload
results. Especially, P1 had spatial issues to move the tablet in RF.

In the Galaxies data, users can select the red galaxy by extruding
along the normal of the almost-planar blue galaxy, where users stop
to maximize their accuracy. P3, P9−10, and P17 rotated the dataset
before starting the selection. P17, in addition, lowered the dataset
to put the red galaxy at a comfortable position. He then selected
it from top to bottom. P0, P3, and P4 placed the virtual plane near
the blue galaxy, before selecting the red one which was on top.
They kneeled or lowered themselves to place the virtual plane and
check its position. Finally, P11 selected the red galaxy using the
unconstrained mode. In RA, he focused on the AR view sideways
while moving the tablet around.

5.2. Discussion

Our participants mainly performed constrained operations, which
correspond to target selection tasks. Reflecting on studies about Fitt’s
law [Bal04, MAK∗88] and P9’s comments about her screen focus,
we hypothesize that users focus on the AR view during their initial
coarse but fast movements (ballistic phase [GH88]), and later on
the tablet for precise movements. Indeed, the HMD facilitates a
good 3D understanding of the dataset and its spatial relationship
with the virtual plane. These facilitate fast movements towards the
target, while the tablet, with its near-clipping plane, renders a precise
position of where the virtual plane is within its neighborhood. We
considered this hypothesis in the design of our second experiment.

The NA condition was not the preferred one (H5) mostly be-
cause of a lack of scene overview and because the AR hologram
is rendered on top of the tablet, making both hardly readable. P10
used the relative mappings to place the tablet before the extrusion
instead of using the “Position” button (which uses NA), to avoid
this conflict. While we expected RA to be the most accurate (H3)
with participants mainly focusing on AR (H4), the data shows that
RF was the most accurate. However, our participants perceived RA
to be more accurate than RF. Yet, the directness difference of RA

and RF, when AR is the focus, may have biased the participants.
Directness is then not always an indication for accuracy and can
even bias users. Still, all mappings had a good accuracy. The main
difference between RA and RF is the user’s mental model. Results
show that participants preferred RA over RF, possibly due to the
virtual and the real tablet sharing the same orientation in AR space,
on which most participants focused during extrusion.

Based on our results, we suggest to use relative mappings instead
of NA. Users can still perform absolute operations by applying rel-
ative mappings with a relative distance of 0. Using the “Position”
mode, users can replace the virtual tablet once they have drawn the
lasso before starting an extrusion. In the next experiment, we com-
pared the original setup with this AR one. As the AR mapping, we
selected RA as it was the most preferred one. One may have chosen
to compare a clutched interaction for both the original and the AR
setups due to better accuracy. Should we find strong evidence that
RA is more accurate than the original setup in this second study, we
can also be confident that RF as well will be more accurate than the
original setup, hence our choice. Moreover, as all mappings reached
similar accuracy, we preferred to focus this experiment on studying
the users’ mental model rather than their level of performance.

6. Experiment 2: AR vs. Original

We recruited 18 participants, as pre-registered at osf.io/rvpuc.
We had to replace one participant with another as this person did not
respect our experiment protocol, but we include their results on OSF.
The second experiment used the same protocol, tasks, and datasets
as the first. We counter-balanced techniques (our AR technique and
the original 2D one) using cyclic Latin squares on PID mod 2 and
datasets on (PID/2) mod 3. In the 2D condition, participants could
use the complete set of translations provided by the FI3D widgets.
Participants (ages 21–36, AVG=25, SD=4.1) were unfamiliar with
AR (1–2 on a 5-point Likert Scale, AVG=1.4, SD=0.50) and VR
headsets (1–3 on a 5-point Likert Scale, AVG=1.7, SD=0.69), but
rated the VICON tracking as accurate (3–7 on a 7-point Likert Scale,
AVG=5.4, SD=1.1). We hypothesize that:

H6 AR will outperform 2D both in cognitive load and participant
preferences as participants now have better depth perception
through the 3D stereoscopic view, and that AR is more direct
than 2D when focusing on the AR view.

H7 AR will be more accurate than 2D for the same reasons, and
because the input modalities are similar.

H8 AR will be faster than 2D as AR allows participants to place
the virtual tablet in a 1:1 mapping prior to extrusions, com-
pared to 2D which needs to either place the tablet using relative
translations, or to move the dataset using the FI3D widgets.

H9 During extrusions, participants will use the AR view for coarse
movements and use the tablet’s view for refinements.

6.1. Results

We use the same reporting and analysis as for our first experiment.

Completion Time. We did not find evidence that one technique
would be faster (Fig. 13), not supporting H8. We again observed a
learning effect across all datasets between the first and the second
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Figure 13: Raw data (a) and pairwise within-subjects comparisons
(b) for Task-Completion Time, 2nd experiment.

techniques as ordered per participant (Fig. 14). Finally, we again
see strong evidence that the Spring dataset was the slowest to solve.

Workload. We found strong evidence that users felt more perfor-
mant, were less frustrated, needed to work less hard, and needed less
mental effort at solving tasks using AR compared to 2D (Fig. 15).
We also note that the difference is large in most cases (Fig. 15(b)).
This may be due to the AR view offering strong spatial cues about
the spatial relationship between virtual tablet and 3D visualization
and helps users to understand the 3D visualization, and due to the
difference of the directness of the techniques. We thus confirm H6.
The lack of strong evidence for differences in physical demand may
be due to both techniques relying on the same input modalities.

Accuracy. Both techniques are similarly accurate (Fig. 16). AR
seems more accurate than 2D for the Galaxies (< 1%) and the
Cylinder (≈ 3.6%), but with a small effect size (Fig. 16(b)). As
users can observe more closely in AR compared to a 2D screen that
does not offer zooming, we think that participants better fine-tuned
their selections by altering small groups of dots in AR compared
to 2D. We found weak evidence that 2D is more accurate than
AR for the Spring (≈ 1.5%). Overall, we cannot conclude that one
technique is more accurate than another, not supporting H7. We thus
cannot conclude about the RF mapping accuracy in AR compared to
the original interaction. These diverging results may come from the
participants’ strategies concerning the use of constrained operations.

Constrained. When examining the ratio of useful constrained
operations over total number of useful operations (Fig. 17), it seems
that AR calls for more unconstrained operations compared to 2D
(Fig. 17(b)). This may be due to users having a better 3D under-
standing of the dataset in AR, especially for the Spring, and thus
making them willing to work with 6 DoF. Moreover, the level of
directness of RA (AR) over 2D may invite more 6 DoF operations.
However, unconstrained operations for the Spring are less accurate
than constrained ones. This may explain the difference in accuracy.

Participants performed unconstrained operations in a Naïve Ap-
proach in AR: they placed the tablet near the Spring, drew a circle,
and again replaced the tablet near the Spring before extruding. P0
tried twice to solve the Spring in unconstrained mode in AR. He
then tried and succeed at solving the Spring using the constrained
mode. P9 used constrained operations for the Spring in 2D (his
first condition) and used unconstrained operations in AR, where the
3D geometry was better understood. P6 and P8 used unconstrained
operations in AR for their first trial of the Spring, but reverted to con-
strained operations for all the three other trials involving the Spring.

Focus. Fig. 18 shows strong evidence that users focus more on the
External Screen in AR (the 3D AR view) than in 2D (the large 2D
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Figure 14: Raw data (a) and pairwise within-subjects comparisons
(b) of the Task-Completion Time following each participant’s tech-
nique order, 2nd experiment. This analysis was not pre-registered.
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Figure 15: Raw data (a) and pairwise within-subjects comparisons
(b), of the TLX workload results, 2nd experiment.
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Figure 16: Raw data (a) and pairwise within-subjects comparisons
(b) of the MCC accuracy score, 2nd experiment.

Spring
Cylinder
Galaxies

Overall

0.00 0.25 0.50 0.75 1.00

AR
2D(a)

Spring
Cylinder
Galaxies

Overall

−0.2 −0.1 0.0

Difference

AR − 2D
(b)

Figure 17: Raw data (a) and pairwise within-subjects comparisons
(b) of the proportion of constraint operations that contributed to the
final results over unconstrained ones, 2nd experiment.

Figure 18: Proportion of which screen
participants focused on while placing
the tablet with respect to the visualiza-
tion prior extrusions, 2nd experiment.

screen) when placing the virtual tablet before starting an extrusion.
Fig. 19 also shows the AR view supported our participants better
than the 2D view. In AR, the 3D view gives strong spatial cues about
where the virtual tablet resides w.r.t. the dataset, compared to the
2D screen. In 2D, however, the camera associated with the FI3D
widgets on the tablet matches its virtual position, which helps users
to orient the dataset with respect to the virtual tablet.

Preferences. Fig. 20 shows strong evidence that users prefer
AR over 2D. Participants could rate each technique as being equal,
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Figure 19: Raw data (a) and pairwise within-subjects comparisons
(b) on support of external screen (AR view or external 2D screen) to
participants on a 7-point Likert Scale, 2nd experiment.

Figure 20: Participants’ tech-
nique ranking for each dataset,
2nd experiment. 1 is best.

which we encoded with a value of “1st position” for both techniques.
The effect size, however, is weaker for the Cylinder dataset. As 2D
allowed participants to manipulate the 3D visualization with respect
to the static virtual tablet, some first oriented the Cylinder to face
the virtual tablet along its extrusion axis and then moved it along the
depth axis. Using the constrained mode, they only needed to move
the tablet forward to first add the red dots, and then to remove the
inner part of the Cylinder, which is a simple strategy.

Observations. Extrusion in AR: P0−6, P8−14, and P16 primarily
focused on the AR view when extruding. P0 and P10 said that they
looked at the tablet only to remove the inner part of the Cylinder,
which helped them with its near-clipping plane. Interestingly, P8
used the AR view to check when to stop and if she was doing as
expected, and used the tablet to know where to start using its near-
clipping plane. P1 used the AR view to understand the relationship
between the virtual tablet and the dataset. She said that she rarely
looked at the tablet compared to 2D, except when she needed accu-
racy. P5 used the tablet only to check if he had reached the end of
the extrusion. P13 stated that constrained selections are like sliding
movements, and he did not look much at both screens, except to
check the start and the end of the movement on the AR view when
required, e. g., with the inner part of the Cylinder. P2, P6, and P9
focused on the tablet only during unconstrained operations (for the
Spring), to check that their lasso was aligned with the circle the
orthographic view of the tablet renders. P2 also commented on the
conflict between the AR and tablet views when both are merged.

In addition, some participants used the AR view during the whole
process or to refine their movements. P2 looked at it to check when
the extrusion should end. P3, P4, P11−12, P14, and P16−17 used the
AR view during the whole process. Finally, P7 and P15 focused on
the tablet most of the time and used the AR view to check their
selections. P15 said that he especially looked at the tablet at the be-
ginning and the end of his selections. Overall, we found conflicting
evidence regarding H9, depending on participants’ preferences and
strategies. We therefore cannot conclude anything about it.

Extrusion in 2D: Before starting the extrusion, some participants
sometimes placed the dataset (using the FI3D widgets) with respect
to the fixed virtual tablet, instead of placing the virtual tablet with
respect to the fixed dataset. They first oriented the dataset correctly,
before translating it on the depth axis of the virtual plane, resulting
in few but accurate operations for the placement before starting
an extrusion. P13 commented that he used the 2D screen to adapt
the depth position (with respect to the virtual tablet) of the dataset,
before starting an extrusion. Once the dataset and the virtual tablet
were aligned, P0 used “Tangible Rotation” of the dataset in the 2D

condition to arrange the plane of the virtual tablet to be parallel
to the view shown on the external screen, for Cylinder and Spring
(where he used only constrained movements). This allowed him
to reduce the problem along one dimension to remove, e. g., the
inner part of the Cylinder. P7 used the same strategy all over her 2D
condition trials. This “Tangible Rotation” can thus reduce the users’
workload and can improve the original technique.

In 2D, compared to AR, most participants (P1−2, P4−5, P7−8,
P10−14, P11, and P16−17) looked primarily at the tablet during ex-
trusions, maybe due to the mapping being defined by the screen of
the tablet, which aligns spaces O and M. P12 said that he better
understood the mapping in 2D than in AR when he focused on the
tablet. P5,P8, and P12 used the external screen only to verify their
extrusions. P10 was not facing the virtual screen in some trials but
used it sometimes when she was lost in the 3D space. P6 and P10 said
that the perspective view as defined by the virtual tablet (left part of
the external screen) was not useful at all. P11 never used the external
screen during extrusions. P17, curiously, used the external screen
when she wanted to be accurate. She did not comment, however,
what part of the external screen she was looking at.

Some participants, however, used both screens about equally. P3
used the external 2D screen to understand the 3D geometry and
extrusion axis, while he used the tablet’s near-clipping plane to
check when to stop. He also commented that he had issues with
understanding the 3D scene in projected 2D compared to AR. P15
looked at the tablet only at the beginning and the end of the extru-
sions, and relied on the external 2D screen when making coarse
movements. Finally, P6 and P9 primarily used the right part of the
external screen for their extrusions. However, P9 commented that he
focused more on the tablet during the last trials when he understood
how the near-clipping plane of the tablet can support him.

6.2. Discussion

While we did not find evidence that AR would improve the users’
accuracy and speed, our results answer our main research question
about the users’ workload (H6). Users largely preferred and felt
more comfortable using a 3D AR view over a 2D screen. By provid-
ing them with an AR-HMD, we shifted the users’ attention from the
tablet to the AR view. This is a fundamental difference compared
to the original Tangible Brush where most users primarily relied on
the view of the tablet for almost everything. Our evidence shows
that the AR-HMD and the tablet can be used jointly with different
available strategies. Some users used the near-clipping plane of the
tablet to be accurate, and others relied on the AR-HMD for most
interactions. We saw three strategies to place the virtual tablet with
respect to the 3D dataset. The first one relies on the FI3D widgets.
Designers may consider what parameters to give to the FI3D camera,
which should depend on the users’ tasks (e. g., placing the dataset in
the 3D space or with respect to the virtual tablet). While Besançon
et al.’s [BSA∗19] participants seemed to have troubles with rotating
their datasets using tangible rotations, we did not experience such
an issue with the FI3D widgets. The second strategy is to place
the virtual tablet in a 1:1 mapping using the “Position” mode. The
last one is to remotely control the virtual tablet using the “Tangible”
mode to apply the current mapping. More research is needed to
understand which strategies work best and under what scenarios.
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7. Overall Discussion

We now discuss the implications of our findings for future research
and the limitations of our experimental design.

Full 6-DoF Manipulations Are Not Always Preferred. We
found evidence that users in immersive contexts might use full 6-
DoF manipulations more than in non-immersive ones. This echoes
previous research [BCD∗18, DMI∗18] on the benefits of 3D render-
ing environments to offer more intuitive 3D object manipulations.
Nonetheless, we note that our participants used constrained manip-
ulations very frequently. Our results add then to the discussion of
integrating or separating DoF when performing 3D manipulations.
Past research found conflicting evidence on what can be preferred:
while DoF integration may lead to faster manipulations [WBAI19],
DoF separation can lead to more precise and less frustrating manip-
ulations [NBBW09, VCB09, MCG10, SW11, BIAI17, WBAI19].
Moreover, past research focusing on docking tasks for touch dis-
plays show that users generally decompose the task into a translation
task and a rotation task, instead of doing everything simultane-
ously [MCG12, BBC13]. This probably explains why some of our
participants used the FI3D widgets instead of tangible operations to
align the virtual tablet and the dataset correctly in the 2D condition,
as the FI3D widgets facilitate such a decomposition.

While most research so far highlighted that DoF integration and
separation depended on the input technology [LJKM∗17], our find-
ings suggest that the degree of immersion of the output modalities
also matters, as we saw that 3D AR views seem to invite more DoF
integration. These results are particularly important when consider-
ing how interaction paradigms such as tangible input and mid-air
gestures are praised for their “naturalness” [IU97]. Our results show
evidence that such unconstrained operations also may not be pre-
ferred to be constantly used, even in a fully immersive setup.

All those points remind us of discussions and our experiences
that there may be a limit of our human biomechanical or mental
abilities that leads users to avoid manipulating more than 4 DoF
simultaneously [MCG12, BBC13]. Yet, as this observation was not
one of our primary research outcomes, further investigations on the
impact of immersion on preferences for DoF integration is needed.

Spatial Directness Affects Mental Models. Using Bruckner
et al.’s model [BIRW19] (Sect. 3), we showed that not all our AR
techniques have the same directness, even though they rely on the
same input modalities. Still, while our techniques are more direct
than the original Tangible Brush, we did not perceive that directness
would strongly influence performance. However, the users’ mental
model, strategies, and perceptions are different. We especially see
that relying on a 3D display can shift the user attention from what
they manipulate (the tangible tablet) to the explicitly shown data on
the AR-HMD, which gives scene overviews and spatial cues.

Tablet Control for AR-HMDs. Several research projects com-
bine AR-HMDs with workstations or tablets [BBK∗06, RD19,
WBR∗20]. Our work adds to this discussion that rendering holo-
grams through the AR-HMD around the secondary device engenders
conflicts and make users uncomfortable. For instance, P2 of the sec-
ond experiment said that he had hard time to follow the Spring using
unconstrained operations as he could not check on his tablet if the
lasso was aligned with the “circular shape” of the spring. Designers

should thus consider the density of the used visual representations
in AR. At the same time, however, they should also distinguish
visualizations where users need large overviews to those that need
small overviews because spatially large representations combined
with a relatively small mobile device would require constant focus
switches. Except for the Galaxies, all our datasets are dense and
require large overviews. A future study would shed light on different
interaction designs for sparse datasets that require small overviews.

Limitations. Despite our careful design, our experiments have
limitations. Our measurement of task completion time is a major one.
Through our observations of the videos, it seems that participants
spent a lot of time in their first trial with a dataset attempting to
understand it and trying different strategies, before sticking to a
suitable one. This may impact our results of the speed metric and of
the participants’ strategies. We share this limitation with previous
experiments in the literature using similar experimental designs
[YEII16, BSA∗19]. Moreover, we did not associate a dialog box
with the “Reset Selection” action which was sometimes pressed
inadvertently, impacting our time measurements.

The accuracy of the tracking is another limitation. As the server
merges the VICON tracking and the HoloLens one, fast head rota-
tions can lead to a lag between both devices, which leads to syn-
chronization conflicts on the server. Moreover, the HoloLens has
difficulties to relocate itself during fast movements, i. e., the origin
of its coordinate system is noisy, which strengthen this synchroniza-
tion issue. Similar to raycasting paradigms, rotation noise can lead
to strong displacements in, e. g., the orthographic projection of the
tablet. However, this is true only when users rotate their head un-
naturally fast. While all our participants rated the tracking as being
accurate, we could solve this issue with an integrated tracking on
the tablet, such as what current VR-HMDs do with their controllers.

8. Conclusion

Using Bruckner et al.’s model [BIRW19] (Sect. 3), we showed that
our three adaptations of Tangible Brush within AR-HMD are more
direct than the original technique. Directness in AR, however, is
not always synonymous to performance, preference, strategies, and
users’ workload as we showed in our first experiment (Sect. 5).
Specifically, we found strong evidence that users generally prefer to
rely on remote interactions over interacting inside the visualization
where the tangible display conflicts with the AR view, conflicting
with traditional thoughts that users prefer direct manipulations in
3D spaces. As future work we envision to study the implications
of the tangible tablet for spatial selections in VR environments as,
compared to AR-HMD optical see-through ones, users cannot move
as comfortably and cannot see the tablet with the same fidelity.
However, VR environments benefit from a better management of
visual conflicts between the virtual datasets and the physical tablet.

We then compared one remote adaptation in AR to the original
Tangible Brush setup in a second experiment (Sect. 6). We found
strong evidence that AR views, for 3D volumetric selections, lower
significantly the users’ workload compared to the 2D condition,
while having similar accuracy and speed. Our results also show that
users behave differently in AR environments compared to 2D ones,
which should be further investigated in future work.

© 2022 The Author(s)
Computer Graphics Forum © 2022 The Eurographics Association and John Wiley & Sons Ltd.
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APPENDIX

Appendix A: AR Concept and Differences to Tangible Brush

To describe and analyze both the original technique and our own
AR-based approaches, we use Bruckner et al.’s [BIRW19] model of
spatial interaction directness (Fig. 2). It classifies interactions from
Class 1 (most “direct”) to Class 6 (least “direct”).

The lasso step of all mappings and techniques is identical. A user
draws the lasso for later extrusion on the orthogonal projection on
the tablet. Here, i is an inverse of v as a 2D position on the tablet is
projected onto the near-clipping plane of the camera, and vice-versa.
The orthogonal mapping naturally allows users to measure distances,
in contrast to perspective projections. Moreover, O and M collapse
due to 2D input being captured virtually on the tablet’s display. We
thus classify this interaction as belonging to Class 1 (i. e., direct).

Original Extrusion Interaction

In the original implementation, users move the tablet and its lasso
in physical space, yet can only observe the selection effects on a 2D
screen, which shows the (partially selected) dataset and the tablet’s
motions in two perspectively projected views. The tablet’s local
coordinate system (which is needed to map from M to I) was reset
each time the user extruded a lasso, its forward axis being defined
by the physical tablet’s normal during interaction and the x- and
y-axes following from the screen’s physical orientation. We call this
mapping Relative-Full (RF). For both screens we thus have a 3D
interactive space (I and M are in 3D), yet two distinct 2D output
spaces O. We analyze the spatial directness for both outputs next.

Focus on tablet: The tablet shows an orthographically projected
visualization (V). When focusing on the tablet, we consider vi to
be quasi-inverse, as motions in the interaction (I) space along the
tablet’s normal lead, given the near- and far-clipping planes, to the
same visualization V . om is also not the identity as the 2D O has
to be related mentally to the 3D M. The physical tablet, however,
shows (O) a positionally correct projection of the 3D V as positioned
in the similarly 3D M, helping users in their Class 5 interaction.

Focus on external screen: When users focus on the 2D screen,
we consider V and I to be identical: movements of the physical
and, thus, also the virtual tablet are directly mapped to translations
in the visualization space. As before, om is not the identity as O is
the 2D screen and M matches the physical 3D space. The lack of
axis alignment between O and M in most extrusion processes can
also result in a high mental workload. Based on past work [WA04,
LODI16] we hypothesize that an existing or missing alignment
impacts a user’s mental model and the ease of creating space U :
people manipulate input devices (M) based on what they see (O)
and their mental reference frame (U), in particular for interactions
that users need to learn. In trained interaction such as mouse input,
in contrast, even though M (horizontal mouse) and O (vertical
screen) do not align, users have an established mental model. We
classify Tangible Brush with an external screen as Class 4.

Extrusion with the AR Tangible Brush

Next, we discuss the three AR mappings we described in Sect. 3 for
the actual selection input using Brucker et al.’s model.

Figure 21: The main interface of the tablet as in our overall col-
laborative AR application which this paper reuses. “Start Selection”
shows the Tangible Brush interface (Fig. 5). “End Task” ends the
current task. “Reset Geometry” replaces the dataset at its default po-
sition and orientation. The FI3D widgets surround the orthographic
visualization of the dataset. In this screenshot, we show the Spring
dataset as seen from its front face.

Naïve Approach (NA)

Tablet as the focus: If the tablet is the focus, the situation is almost
similar as for the traditional Tangible Brush and we fall back to
classifying it as Class 5 because om is not the identity. Starting an
extrusion in NA will create a “jump” for the orientation of the virtual
tablet as the view will unfreeze and use the physical orientations.

AR-HMD as the focus: If the AR-HMD is the focus, V , I, O,
and M collapse, corresponding to Bruckner et al.’s Class 1.

Relative-Full (RF) and Relative-Aligned (RA)

Focus on tablet: We classify RF and RA as Class 5 because the
dimensionality of O and M differ from each other. Like NA, starting
an extrusion in RA creates a “jump” in the orientation of the virtual
tablet, making this mapping even more spatially indirect than RF.

Focus on 3D AR view: O and M collapse for RA but do not
for RF, the latter due to the difference in axis orientation. Indeed,
the user redefines a new reference coordinate system for the ma-
nipulations in M each time they start the extrusion process using
the RF mapping, compared to their (world) coordinate reference in
physical space. RA, in contrast, ensures that the reference of the 3D
motions in M matches the coordinate system of O. In both cases vi
is inverse. We thus classify RA as Class 1 and RF as Class 4.

Appendix B: Further Implementation Details

We give in this appendix more details about the implementation of
our AR adaptations of Tangible Brush that we described in Sect. 4.1.

Our implementation relies on a larger ecosystem that facili-
tates multiple interactions necessary to explore 3D datasets. The
HoloLens (FoV: 52° × 34°, 2500 light points per radian; weight:
566 grams) relies on Unity 3D, C#, homemade C++ libraries, and
MRTK. The multi-touch tablets (display: 2560 × 1600 pixels, 10.5”
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diagonal, 287 ppi; weight: 482 grams) relies on Android 9, Java,
homemade C++ libraries, and OpenGL ES 3.0. The server relies on
Linux and C/C++. We tracked the multi-touch tablet with respect to
the HoloLens with the external tracking VICON system [MDB∗17].
Its setup relies on fourteen VERO v2.2 (2048x1088px, submillim-
iter precision) placed around a cube of 6.0×4.7×2.0m3 (surface×
height). We used the VRPN communication protocol to retrieve the
tracking metrics of both the HoloLens and the multi-touch tablet in
real time within the VICON coordinate system.

We launch the server with the participant’s ID as a parameter. The
server loads the needed dataset depending on how far the participant
is in the study. We use a homemade protocol on top of TCP/IP for the
communication between all devices. We do not perceive any latency
as we rely on a local network and do not buffer the data before
sending it as Ethernet packets. We keep all relevant information on
the server, to which the tablet and the HMD are paired when they
connect, and they also are paired to each other via a dedicated IP
entry step. The server maintains all relevant information and logs all
events in JSON format, to allow us to extract metrics such as speed
and accuracy using Python and R. We can thus recover from crashes
of the tablet or the HMD, should these occur, without affecting the
results of the study.

Datasets

Users can move and rotate 3D visualizations on the tablet via FI3D
[YSI∗10] (Fig. 21). In the AR conditions, the camera associated
with the FI3D widgets faces the current visualization to always
have it in sight. As the main view is the AR space and because the
user can physically move around, parameterizing the camera based
on the user’ position would be unusable. In our replication of the
original Tangible Brush, however, the camera associated with the
FI3D widgets follows the virtual tablet position and orientation as
this condition always relates to this virtual tablet that is frozen when
users do not extrude anything.

We start the application with the visualizations at a fixed position.
Participants can relocate the visualization vertically (y-axis) for
comfortable interaction, but we locked motions along the x- and z-
axes to maintain similar conditions across participants in AR. In the
condition that replicates the original implementation, however, we
allowed participants to move the dataset along all axes because, in
the AR conditions, users can move horizontally on the ground, which
acts as x- and z-translations that were impossible in the original.
Rotations can only happen around the x- and y-axes, with the x-axis
being defined by the user’s current position in the physical space in
the AR conditions. While one can argue that a z-axis rotation can be
useful, we note that the drawing of the lasso can be adjusted on the
tablet, replacing a z-axis rotation. We made this choice to keep all
the possible interactions (rotations, moving, scaling) simple in our
overall system. Finally, we allow users to reset the default positions
and orientations for both the 3D dataset and the virtual tablet.

Selection Interaction Processing and Volume Selection

We send the position and orientation of the HMD in its own coordi-
nate system to the server at each frame, at a maximum frequency
of 60 Hz. The server also receives the positions and the orientations

Table 1: Classification summarization of the different techniques
and mappings using Bruckner et al.’s [BIRW19] model (Fig. 2).

Technique Focus vi om Class Axis aligned
Original Tablet quasi no 5 Yes
Original External Screen yes no 4 No

NA Tablet quasi no 5 Yes
NA HMD yes yes 1 Yes
RF Tablet quasi no 5 Yes
RF HMD yes no 4 No
RA Tablet quasi no 5 Yes
RA HMD yes yes 1 Yes

of both the tablet and the HMD in the coordinate system of the
VICON at 60 Hz. The server then converts the tablet’s coordinates
into those of the HMD, the latter having been created by the HMD’s
private API. We then send these positions and orientations to the
tablet which applies the current mapping. We then send the updated
tablet’s position and orientation back to the server, which passes
them on to the HMD. While this design relies on several messages
(VICON–Server + HoloLens–Server, Server–Tablet, Tablet–Server,
Server–HoloLens), we did not perceive any latencies that would
be caused by network traffic on our dedicated local network. With
this design, all the decisions concerning the mappings and their
implications happen on the tablet. This design allows us to change
the interaction by only modifying the tablet’s source code.

The chosen mapping affects the virtual tablet’s orientation. Only
for RF it actually differs from the physical tablet’s orientation, which
we compute as obeg · o−1

pos · ocur using quaternions, where obeg is
controlled for tangible input, opos is controlled for position input,
and ocur is the current tablet orientation in the user’s 3D space.

Volume Selection

After placing the tablet into the 3D space, the user can draw the
lasso (to be extruded) on its static orthographic view. A rapid tap
removes the lasso. To optimize the computation of the volumetric
shape (computational complexity of O(n), n being the number of
points of the lasso), we enforce a minimal distance between points
on the lasso of 0.05 unit. We automatically close the lasso if its
first and the last points are closer than 0.20 unit. These distance
units arise from OpenGL’s screen coordinate system (−1.0 . . .+1.0
along the screen’s x- and y-axes). We compute the 3D positions
of all lasso points pi for each timestep t, filtered to a ≈ 0.05 unit
resolution to improve interactivity. For timesteps t > 1, we display a
3D wireframe corresponding to the selection on the HMD which we
update by connecting pi,t to pi,t−1. We enforce that two consecutive
steps, on the wireframe, are at least separated by 5 mm in the AR
space to reduce clutter. We close the 3D selection volume when the
user presses the “Done” button, selects another Boolean operator,
ends the selection, or uses position or tangible rotation modes. We
ensure this way that we do not connect endpoints that the user did
not intend to connect. Updating the 3D volumes does not consume
much computing power, allowing us to run it in real-time, which is
a strong requirement for AR applications [Azu97, ABB∗01].

Compared to the original implementation which updates the se-
lection state of the data in real-time, users can check the intended
selection volumes before they validate or invalidate them. Once vali-
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dated, we compute the ROI selection on the server, which broadcasts
the Boolean mask to each device. For a dataset of 160K points (i. e.,
the galaxy collision dataset in our study; Fig. 3), the resulting mask
represents (160 ·103 + 7) / 8 = 20 kilobytes of data, which does not
prohibit real-time interactions. When a user validates a selection,
we consider all volumes and their associated Boolean operators. For
each data point, we determine if it is inside or outside a given volume
using raycasting by counting the intersections (even intersections
for inside, odd intersections for outside) of a ray from the point to a
random direction with triangles of the enclosing selection shape.

We also optimize this process with a triangle lookup in a 16×
16× 16 grid. We then cast the ray from the point (which is at a
position (i, j,k) in this 3D grid, and (x,y,z) in the 3D world), parallel
to the x-axis. As a further optimization, depending on the number
of triangles to consider, we either cast the ray along the −x or the
+x direction. We apply then a ray–triangle intersection algorithm to
determine the triangles the ray intersects with, filtering the triangle
lists using the segmented 3D grid. We discard triangles we already
considered. We further parallelized the algorithm using OpenMP to
process multiple data points simultaneously.

Replicating the Original Tangible Brush Implementation

As optical see-through displays cannot render black colors, we
use a dark green background color to simulate the opaque virtual
screen we used to replicate the original technique. We set the virtual
tablet’s position by default at the front-top-left corner of the 3D
cube encapsulating the data, facing the center of the cube. With
this choice, we do not align the mathematically generated datasets
that have axis-aligned features with the default tablet’s position and
orientation (along x-, y-, and z-axis). As in the original, on the virtual
screen’s left side we render a perspective view from the point of
view of the current virtual tablet. Its field-of-view (fov) depends on
the current size of the virtual tablet: verticalFOV = atan ( 3 ·sizeX ),
with verticalFOV in radian and sizeX (the virtual tablet’s width) in
meter. On the virtual screen’s right side, again as in the original, we
render the scene using a birds-eye-view camera which we placed at
(0, 1 m, -1.75 m) and which faces the center of the scene, where we
place the dataset by default.

As in the original technique, we apply translations with respect
to the tablet’s coordinate system, with the z-axis defined by the
normal of the virtual tablet. This control is convenient when looking
at either the tablet or the virtual screen’s left side, as the axes of
these respective cameras are aligned with the translation motion.
Based on a pilot study, we allow participants to rotate the 3D scene
around the center of the dataset using the tablet as a tangible device.
3D rotations are strong depth cues that allow users to align both
the tablet and the dataset along an axis they can understand, and to
review the 3D extruded-wireframed volumes within the 3D scene.

Appendix C: Experiments

In Sect. 4 we presented our experiment designs and described how
we ran the two studies. In the interest of full disclosure, here we
detail the issues we ran into while running the experiments. Those
issues are minor and did not affect our results. In contrast, we
explained all major issues in our limitations section (Sect. 7).
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Figure 22: Raw data (a) and pairwise within-subjects comparisons
(b) of the F1 accuracy score, 1st experiment.
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Figure 23: Raw data (a) and pairwise within-subjects comparisons
(b) of the F1 accuracy score, 2nd experiment.

Due to issues with the HoloLens (e. g., opening the startup menu
or losing itself in the physical space), we adjusted two trials of
the first study to remove the time we lost to fix the system, remov-
ing 90 and 30 seconds for (PID;Technique;Dataset; SubTrial) =
(5;NA;Spring;0) and (7;NA;Cylinder;0), respectively, whose du-
rations we recovered from our video recordings. As the HoloLens
sometimes went into its saving power mode during breaks, poten-
tial errors could appear, e. g., creating ghost TCP/IP connections.
Some participants also ask for additional breaks while we did not
create a functionality to pause the experiment. We thus rebooted the
environment and start again from where the participant was when
he or she was ready, resulting in two sub-log files instead of one.
These reboots concern P1, P3, and P11 for the first experiment and
for participants P1−2,P6,P8,P14, and P17 for the second experiment.
For P14 of the second experiment, especially, the HoloLens’ startup
menu showed up too frequently when he manipulated the tablet.
Another gesture to open that menu may be needed.

To be fully transparent we share in this appendix the F1 metrics
(Fig. 22 and Fig. 23) that we did not present in the main part of the
paper. The conclusions we drew from these figures are exactly the
same as those that we obtained by analyzing the MCC metrics (the
accuracy metric) for the two reported experiments.

We also share in Table 2 and in Table 8 all the logged numeri-
cal values of our raw data statistical analysis (i. e., considering the
whole population), in Table 3 and in Table 9 the post-analysis of
determining the learning effects on participants following their tech-
nique order, and in Table 4 and in Table 10 all the numerical values
of our raw data statistical analysis of the NASA-TLX questionnaire.
Finally, all pairwise comparisons we performed can be found in
Table 5 and Table 11 for the quantitative metrics, in Table 6 and
Table 12 for the learning effects on the time-completion task, and
in Table 7 and Table 13 for the NASA-TLX qualitative question-
naire. Those tables about within-subject pairwise comparisons give
a 95% confidence intervals of the effect sizes between each pair of
conditions we studied.
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Table 2: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the logged
quantitative raw metrics we gathered in the first experiment. Time-
Completion Tasks (TCT) are in seconds. “Constraint” depicts the
proportion of constraint operations that contributed to the final
results over unconstrained ones.

Metric Technique Mean Min CI Max CI SD
Overall

MCC NA 0.88 0.85 0.91 0.11
MCC RA 0.89 0.85 0.92 0.12
MCC RF 0.91 0.89 0.94 0.09

F1 NA 0.93 0.90 0.94 0.08
F1 RA 0.93 0.90 0.95 0.09
F1 RF 0.94 0.92 0.96 0.07

TCT NA 180 170 210 79
TCT RA 170 140 200 130
TCT RF 190 160 220 140

Constraint NA 0.79 0.67 0.87 0.39
Constraint RA 0.86 0.75 0.93 0.32
Constraint RF 0.93 0.84 0.97 0.22

Galaxies
MCC NA 0.98 0.95 0.99 0.03
MCC RA 0.99 0.98 0.99 0.01
MCC RF 0.99 0.98 0.99 0.02

F1 NA 0.99 0.97 1.00 0.02
F1 RA 0.99 0.99 1.00 0.01
F1 RF 0.99 0.99 1.00 0.01

TCT NA 170 140 200 67
TCT RA 170 140 200 69
TCT RF 170 130 220 110

Constraint NA 0.81 0.59 0.93 0.35
Constraint RA 0.87 0.65 0.97 0.30
Constraint RF 0.94 0.83 0.98 0.14

Cylinder
MCC NA 0.79 0.75 0.83 0.09
MCC RA 0.81 0.76 0.85 0.09
MCC RF 0.83 0.79 0.86 0.08

F1 NA 0.84 0.80 0.86 0.07
F1 RA 0.85 0.81 0.88 0.07
F1 RF 0.87 0.84 0.89 0.06

TCT NA 150 130 170 44
TCT RA 110 85 150 86
TCT RF 150 115 180 83

Constraint NA 0.83 0.51 0.94 0.38
Constraint RA 0.94 0.67 1.00 0.24
Constraint RF 1.00 1.00 1.00 0.00

Spring
MCC NA 0.88 0.83 0.92 0.098
MCC RA 0.87 0.78 0.91 0.14
MCC RF 0.92 0.88 0.95 0.071

F1 NA 0.95 0.92 0.97 0.047
F1 RA 0.93 0.88 0.96 0.087
F1 RF 0.97 0.94 0.98 0.036

TCT NA 250 220 290 79
TCT RA 260 200 330 150
TCT RF 290 230 360 150

Constraint NA 0.72 0.46 0.86 0.43
Constraint RA 0.75 0.54 0.89 0.39
Constraint RF 0.84 0.62 0.96 0.34

Table 3: Mean, Minimum 95% Confidence Intervals, Maximum 95%
Confidence Intervals, and Standard Deviation of the time-completion
task (in seconds) depending on the participants’ personalized tech-
nique order; first experiment.

Technique Mean Min CI Max CI SD
Overall

First 220 200 260 62
Second 170 150 200 51
Third 160 140 180 40

Galaxies
First 220 190 270 86

Second 140 120 180 68
Third 140 120 170 55

Cylinder
First 150 120 200 97

Second 140 110 180 77
Third 120 96 140 53

Spring
First 320 260 400 160

Second 250 200 300 120
Third 240 200 290 91

Table 4: Mean, Minimum 95% Confidence Intervals, Maximum 95%
Confidence Intervals, and Standard Deviation of all the Nasa-TLX
subscales we gathered in the first experiment.

Metric Technique Mean Min CI Max CI SD
Effort NA 10.5 8.6 12.5 4.2
Effort RA 9.2 7.3 10.9 4.1
Effort RF 10.6 8.6 11.9 3.5

Frustration NA 7.0 4.7 9.3 5.2
Frustration RA 5.2 3.5 7.3 4.1
Frustration RF 7.1 4.8 9.1 4.7
Temporal NA 6.9 4.9 8.6 4.1
Temporal RA 7.4 5.4 9.3 4.2
Temporal RF 7.7 5.8 9.3 3.9
Physical NA 10.8 8.2 13.1 5.3
Physical RA 9.4 7.2 11.7 5.0
Physical RF 8.8 6.7 11.2 5.1
Mental NA 9.7 7.8 12.1 4.7
Mental RA 9.7 7.3 11.8 5.0
Mental RF 10.0 8.1 11.9 4.3

Performance NA 13.1 11.4 14.6 3.5
Performance RA 16.1 14.8 17.1 2.5
Performance RF 15.1 13.6 16.2 2.8
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Table 5: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the within-
subject pairwise comparisons of the logged quantitative metrics we
gathered in the first experiment. Statistics of the raw data are in
Table 2.

Metric Conditions Mean Min CI Max CI SD
Overall

MCC NA-RA (Dif.) >-0.01 -0.02 0.02 0.08
MCC NA-RF (Dif.) -0.03 -0.05 -0.01 0.06
MCC RA-RF (Dif.) -0.03 -0.05 -0.01 0.08

F1 NA/RA (Ratio) 1.00 0.99 1.02 0.07
F1 NA/RF (Ratio) 0.98 0.97 0.99 0.05
F1 RA/RF (Ratio) 0.98 0.95 0.99 0.06

TCT NA/RA (Ratio) 1.10 0.93 1.29 0.83
TCT NA/RF (Ratio) 0.96 0.83 1.11 0.62
TCT RA/RF (Ratio) 0.88 0.74 1.03 0.69

Constraint NA-RA (Dif.) -0.07 -0.17 0.02 0.37
Constraint NA-RF (Dif.) -0.14 -0.26 -0.04 0.42
Constraint RA-RF (Dif.) -0.07 -0.17 -0.01 0.29

Galaxies
MCC NA-RA (Dif.) -0.01 -0.03 <0.01 0.03
MCC NA-RF (Dif.) -0.01 -0.03 <0.01 0.03
MCC RA-RF (Dif.) <0.01 >-0.01 0.01 0.01

F1 NA/RA (Ratio) 1.00 0.98 1.00 0.02
F1 NA/RF (Ratio) 1.00 0.98 1.00 0.02
F1 RA/RF (Ratio) 1.00 1.0 1.01 0.01

TCT NA/RA (Ratio) 1.00 0.79 1.27 0.57
TCT NA/RF (Ratio) 0.98 0.77 1.26 0.59
TCT RA/RF (Ratio) 0.98 0.75 1.29 0.69

Constraint NA-RA (Dif.) -0.06 -0.26 0.05 0.30
Constraint NA-RF (Dif.) -0.12 -0.33 0.01 0.36
Constraint RA-RF (Dif.) -0.07 -0.27 0.01 0.26

Cylinder
MCC NA-RA (Dif.) -0.02 -0.05 <0.01 0.05
MCC NA-RF (Dif.) -0.04 -0.08 -0.01 0.08
MCC RA-RF (Dif.) -0.02 -0.06 <0.01 0.07

F1 NA/RA (Ratio) 0.98 0.96 1.00 0.05
F1 NA/RF (Ratio) 0.96 0.93 0.99 0.07
F1 RA/RF (Ratio) 0.98 0.94 1.00 0.06

TCT NA/RA (Ratio) 1.33 0.94 1.87 1.30
TCT NA/RF (Ratio) 1.04 0.79 1.37 0.74
TCT RA/RF (Ratio) 0.78 0.56 1.09 0.74

Constraint NA-RA (Dif.) -0.11 -0.50 -0.06 0.32
Constraint NA-RF (Dif.) -0.17 -0.50 -0.06 0.38
Constraint RA-RF (Dif.) -0.06 -0.28 0.00 0.24

Spring
MCC NA-RA (Dif.) 0.02 -0.03 0.08 0.12
MCC NA-RF (Dif.) -0.04 -0.07 -0.01 0.07
MCC RA-RF (Dif.) -0.06 -0.14 -0.02 0.12

F1 NA/RA (Ratio) 1.02 0.99 1.08 0.10
F1 NA/RF (Ratio) 0.98 0.96 1.00 0.04
F1 RA/RF (Ratio) 0.96 0.89 0.99 0.09

TCT NA/RA (Ratio) 0.99 0.75 1.31 0.69
TCT NA/RF (Ratio) 0.87 0.67 1.13 0.57
TCT RA/RF (Ratio) 0.87 0.66 1.16 0.64

Constraint NA-RA (Dif.) -0.04 -0.26 0.16 0.47
Constraint NA-RF (Dif.) -0.13 -0.38 0.09 0.52
Constraint RA-RF (Dif.) -0.09 -0.31 0.04 0.36

Table 6: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the within-
subject pairwise comparisons of the time-completion task (in sec-
onds) depending on the participants’ personalized technique order;
first experiment. Statistics of the raw data are in Table 3

Condition Order (Ratio) Mean Min CI Max CI SD
Overall

First/Second 1.31 1.12 1.53 0.44
First/Third 1.41 1.16 1.72 0.63

Second/Third 1.08 0.94 1.23 0.31
Galaxies

First/Second 1.55 1.32 1.82 0.54
First/Third 1.58 1.33 1.88 0.60

Second/Third 1.02 0.85 1.22 0.41
Cylinder

First/Second 1.11 0.79 1.56 1.07
First/Third 1.33 0.94 1.88 1.34

Second/Third 1.19 0.90 1.57 0.84
Spring

First/Second 1.29 1.02 1.63 0.72
First/Third 1.32 0.97 1.81 1.12

Second/Third 1.03 0.83 1.28 0.52

Table 7: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the within-
subject pairwise comparisons of the Nasa-TLX subscales we gath-
ered in the first experiment. Statistics of the raw data are in Table 4

Metric Conditions (Ratio) Mean Min CI Max CI SD
Effort NA/RA 1.16 0.91 1.41 0.56
Effort NA/RF 0.99 0.83 1.25 0.62
Effort RA/RF 0.85 0.67 1.01 0.34

Frustration NA/RA 1.25 0.96 1.57 0.67
Frustration NA/RF 0.91 0.66 1.30 0.96
Frustration RA/RF 0.73 0.51 1.05 0.81
Temporal NA/RA 0.91 0.72 1.14 0.58
Temporal NA/RF 0.85 0.56 1.15 0.66
Temporal RA/RF 0.94 0.66 1.15 0.51
Physical NA/RA 1.09 0.87 1.32 0.52
Physical NA/RF 1.18 0.93 1.55 0.97
Physical RA/RF 1.08 0.97 1.22 0.30
Mental NA/RA 1.06 0.81 1.40 0.77
Mental NA/RF 0.98 0.73 1.27 0.71
Mental RA/RF 0.91 0.70 1.22 0.80

Performance NA/RA 0.81 0.70 0.91 0.22
Performance NA/RF 0.87 0.75 0.95 0.20
Performance RA/RF 1.07 1.00 1.17 0.21
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Table 8: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the logged
quantitative raw metrics we gathered in the second experiment.
Time-Completion Tasks (TCT) are in seconds. “Constraint” depicts
the proportion of constraint operations that contributed to the final
results over unconstrained ones.

Metric Technique Mean Min CI Max CI SD
Overall

MCC AR 0.93 0.91 0.95 0.07
MCC 2D 0.93 0.90 0.94 0.07

F1 AR 0.96 0.94 0.97 0.05
F1 2D 0.95 0.93 0.96 0.06

TCT AR 250 220 290 160
TCT 2D 240 210 290 200

Constraint AR 0.95 0.90 0.98 0.14
Constraint 2D 0.97 0.95 0.98 0.06

Galaxies
MCC AR 1.00 0.99 1.00 <0.01
MCC 2D 0.99 0.98 0.99 0.01

F1 AR 1.00 1.00 1.00 <0.01
F1 2D 1.00 0.99 1.0 0.01

TCT AR 210 170 270 110
TCT 2D 200 140 280 190

Constraint AR 0.97 0.92 0.99 0.07
Constraint 2D 0.94 0.89 0.97 0.09

Cylinder
MCC AR 0.88 0.86 0.89 0.03
MCC 2D 0.84 0.81 0.86 0.06

F1 AR 0.91 0.89 0.91 0.02
F1 2D 0.88 0.85 0.89 0.05

TCT AR 200 160 240 96
TCT 2D 190 160 220 63

Constraint AR 1.00 1.00 1.00 0.00
Constraint 2D 1.00 0.99 1.00 0.01

Spring
MCC AR 0.93 0.88 0.95 0.07
MCC 2D 0.95 0.93 0.96 0.03

F1 AR 0.97 0.95 0.98 0.04
F1 2D 0.98 0.97 0.98 0.01

TCT AR 380 310 470 170
TCT 2D 400 310 510 250

Constraint AR 0.88 0.75 0.95 0.21
Constraint 2D 0.97 0.95 0.99 0.04

Table 9: Mean, Minimum 95% Confidence Intervals, Maximum 95%
Confidence Intervals, and Standard Deviation of the time-completion
task (in seconds) depending on the participants’ personalized tech-
nique order; second experiment.

Technique Mean Min CI Max CI SD
Overall

First 290 240 350 130
Second 210 180 250 71

Galaxies
First 250 190 340 190

Second 170 130 210 95
Cylinder

First 220 180 260 89
Second 170 140 200 63

Spring
First 440 340 570 280

Second 340 290 410 130

Table 10: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the Nasa-
TLX subscales we gathered in the second experiment.

Metric Technique Mean Min CI Max CI SD
Effort AR 8.6 6.4 10.8 4.8
Effort 2D 12.8 10.8 14.8 4.4

Frustration AR 4.6 2.6 7.5 5.2
Frustration 2D 9.2 6.4 12.2 6.4
Temporal AR 6.4 4.5 8.9 4.9
Temporal 2D 7.9 5.4 10.4 5.7
Physical AR 9.7 7.7 11.3 4.1
Physical 2D 8.4 5.8 11.3 6.4
Mental AR 9.8 6.9 12.2 5.8
Mental 2D 11.7 8.8 13.9 5.7

Performance AR 16.5 14.1 17.6 3.4
Performance 2D 13.2 11.1 14.8 4.0

Table 11: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the within-
subject pairwise comparisons of the logged quantitative metrics we
gathered in the second experiment. Statistics of the raw data are in
Table 8.

Metric Conditions Mean Min CI Max CI SD
Overall

MCC AR-2D (Dif.) 0.0084 -0.0046 0.020 0.046
F1 AR/2D (Ratio) 1.0 1.0 1.0 0.034

TCT AR/2D (Ratio) 1.0 0.89 1.2 0.67
Constraint AR-2D (Dif.) -0.021 -0.068 0.0092 0.14

Galaxies
MCC AR-2D (Dif.) 0.0047 0.0016 0.011 0.0092

F1 AR/2D (Ratio) 1.0 1.0 1.0 0.0046
TCT AR/2D (Ratio) 1.1 0.80 1.5 0.86

Constraint AR-2D (Dif.) 0.032 -0.0040 0.071 0.083
Cylinder

MCC AR-2D (Dif.) 0.037 0.023 0.055 0.036
F1 AR/2D (Ratio) 1.0 1.0 1.1 0.038

TCT AR/2D (Ratio) 1.0 0.81 1.3 0.64
Constraint AR-2D (Dif.) 0.0023 0.0 0.0069 0.0098

Spring
MCC AR-2D (Dif.) -0.016 -0.050 0.0067 0.061

F1 AR/2D (Ratio) 0.99 0.97 1.0 0.033
TCT AR/2D (Ratio) 0.97 0.76 1.2 0.57

Constraint AR-2D (Dif.) -0.096 -0.22 -0.020 0.21

Table 12: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the within-
subject pairwise comparisons of the time-completion task (in sec-
onds) depending on the participants’ personalized technique order;
second experiment. Statistics of the raw data are in Table 9

Condition Order (Ratio) Mean Min CI Max CI SD
Overall

First/Second 1.35 1.15 1.59 0.47
Galaxies

First/Second 1.50 1.21 1.87 0.77
Cylinder

First/Second 1.27 1.02 1.58 0.65
Spring

First/Second 1.29 1.05 1.59 0.61
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Table 13: Mean, Minimum 95% Confidence Intervals, Maximum
95% Confidence Intervals, and Standard Deviation of all the within-
subject pairwise comparisons of the Nasa-TLX subscales we gath-
ered in the second experiment. Statistics of the raw data are in
Table 10

Metric Conditions (Ratio) Mean Min CI Max CI SD
Effort AR/2D 0.63 0.50 0.80 0.36

Frustration AR/2D 0.48 0.37 0.64 0.41
Temporal AR/2D 0.88 0.54 1.25 0.96
Physical AR/2D 1.39 1.04 2.24 3.12
Mental AR/2D 0.81 0.70 0.91 0.24

Performance AR/2D 1.25 1.14 1.45 0.39
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