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Abstract
We describe LineageD—a hybrid web-based system to predict, visualize, and interactively adjust plant embryo cell lineages.
Currently, plant biologists explore the development of an embryo and its hierarchical cell lineage manually, based on a 3D dataset
that represents the embryo status at one point in time. This human decision-making process, however, is time-consuming, tedious,
and error-prone due to the lack of integrated graphical support for specifying the cell lineage. To fill this gap, we developed a new
system to support the biologists in their tasks using an interactive combination of 3D visualization, abstract data visualization,
and correctable machine learning to modify the proposed cell lineage. We use existing manually established cell lineages to
obtain a neural network model. We then allow biologists to use this model to repeatedly predict assignments of a single cell
division stage. After each hierarchy level prediction, we allow them to interactively adjust the machine learning based assignment,
which we then integrate into the pool of verified assignments for further predictions. In addition to building the hierarchy
this way in a bottom-up fashion, we also offer users to divide the whole embryo and create the hierarchy tree in a top-down
fashion for a few steps, improving the ML-based assignments by reducing the potential for wrong predictions. We visualize the
continuously updated embryo and its hierarchical development using both 3D spatial and abstract tree representations, together
with information about the model’s confidence and spatial properties. We conducted case study validations with five expert
biologists to explore the utility of our approach and to assess the potential for LineageD to be used in their daily workflow. We
found that the visualizations of both 3D representations and abstract representations help with decision making and the hierarchy
tree top-down building approach can reduce assignments errors in real practice.

CCS Concepts
• Human-centered computing → Scientific visualization; User interface toolkits;

1. Introduction

How individuals of species develop is an essential question in spe-
cific subfields of biology. By looking at the historical development
of a plant embryo, botanists investigate whether the plant develops
normally or not. As an embryo develops, single cells divide into
two new cells and these parent-child relationships can be described
using temporal hierarchies. The process of creating these hierarchies
is called cell lineage assignment and requires biologists to (1) take
images of a multi-cell plant embryo using a confocal microscope,
(2) segment the resulting 3D volumetric data to identify the embryo
cells, and (3) indicate pairs to reconstruct the hierarchy backward
toward the root as the first cell (i. e., the ovum) of the embryo.

In our collaboration with botanists, we identified several parts
of this workflow that can be improved with a dedicated visual ana-
lytics tool. Existing tools (a) only use two-dimensional slice-based
interaction to mark sister cells, (b) do not take advantage of either
3D interaction or interaction with a visual representation of the hi-
erarchy, (c) do not allow the scientists to interactively divide the

3D geometry into parts that can be identified as being part of early
hierarchy levels in the cell division, and (d) do not provide any
means to automate the cell assignment process based on known
cell division patterns. Given these limitations of existing tools, the
current, largely manual workflow of biologists does not scale to
embryos with hundreds of cells (i. e., 7 or more generations of cell
divisions). A purely automatic approach would also not be ideal as
they want to retain manual control over the process, to be able to
deal with incorrect assignments and the special behavior of mutants.

We thus developed LineageD to address these limitations. Lin-
eageD is based on specific domain requirements that we elicited with
our collaborator and described in detail later in the paper. Specifi-
cally, it was important for our collaborator that the tool would be
interactive to retain control over the hierarchy construction process,
contain the familiar 3D representations of the embryo state, display
a temporal hierarchy tree that encodes abstract temporal information
about cell divisions, closely link the 3D and abstract representations,
and include machine learning approaches to propose cell lineages
and reduce repetitive work. We built the tool based on these require-
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ments, while ensuring that all views are interactive and proposed cell
lineages could be efficiently reviewed and interactively corrected
if needed. Our goal was for biologists to arrive at a final cell lin-
eage more easily and with higher confidence. To better understand
whether our design actually meets these goals, we also conducted
an evaluation with five experts from the domain and described their
feedback and our observations of their tool use.

Overall, in this work, we contribute (1) an interactive, web-based
approach to establishing cell lineage, in which we combine 3D
spatial and abstract data representations with correctable machine
learning; (2) design considerations and decisions that led to our
approach, including about the visual and interaction mappings that
we used; (3) the approach of top-down and bottom-up hierarchy
building and the interaction concepts that link the 3D and 2D rep-
resentations at different scale levels; and (4) the evaluation with
five experts to learn about the suitability of the employed approach,
which also generated insights for applied visualization at large.

2. Related Work

Past work from three major fields is important for our own: the
visual encoding of hierarchical structures, the use of visualization
techniques in biological applications, and the application of machine
learning in visualization. We review these fields below.

2.1. Visualization of and with Hierarchies

Hierarchical structures are essential for organizing many types of
data and exploring inner relationships [SHS11]. Such inner correla-
tions can be, e. g., about classification [BHGK14, BPT∗11], family
development [BDF∗10], and evolution [HTS09, LPCB04]. Over the
past 40 years, much research has been conducted to design and
compare different visual representations (e. g., treemaps, sundown
charts, sunburst charts, and icicle plots) of both 2D and 3D tree
structures (e. g., [RMC91, MGT∗03, Sch11]), to analyze hierar-
chical data (e. g., [SIL05, TS07]), and to help with visual decision
making (e. g., [ATS95]). Work has also been done to evaluate the
different representations [WYM19] and to propose guidelines for
future design in hierarchical trees [KHA10]. However, most of these
3D trees were designed to add one dimension to store more infor-
mation [SKW∗07, TON03, LSTD17]. Our collaborating biologists
are most familiar with 2D node-linked diagrams for representing
the hierarchy, while the actual cell shapes have to be interpreted in
3D views to assist them with making lineage decisions. We thus
rely on a combination of both a 3D view and a 2D tree. One of the
most closely related approaches is HyperLabels [KIK∗21], which
uses a model’s hierarchy to navigate the 3D structures. While Kouřil
et al. also combine the abstract hierarchy data with 3D shapes that
represent the actual physical entities, their abstract data representa-
tions do not represent additional information such as, in our case,
the plant embryos’ temporal development.

The size of datasets is constantly increasing, so researchers have
also explored methods to flexibly adjust the space a tree represen-
tation takes to increase its efficiency [LTX∗20, BRZW17, Ahu86].
For treemaps, for example, Tu et al. [TS07] used a spiral layout to
visualize the updates of the hierarchical data. Similarly, van de We-
tering et al. [vdWKB20] redesigned the icicle plot to reclaim empty

space, to avoid the situations where nodes deeper in the hierarchy
have less space. These techniques are not applicable in our scenario
because we need to show all nodes equally such that we do not have
excess empty space. Moreover, we do not have the full hierarchy at
the start, and biologists are not always certain about the cell lineage
hierarchy root in the beginning.

Another important aspect of our hierarchies is that they represent
temporal development, and researchers have visualized temporal
data with trees before. For example, Carvalho et al. [dCMdM16]
combined aspects of treemaps with a calendar, so that users could
target data within a certain time slot. In our case, the division time is
different for each cell and the former and latter stages should always
be presented for reference, so that we cannot use filters to target at a
single level. Shen [She98] also used index to mark the cell division
within a time interval, but it is hard to read especially the tree is
large. We thus encode the time periods with the layers.

In addition to innovative layout design, some work also focused
on improving the interaction with trees to adapt the substructures
and compare the results with the original data, which we also need
in our work. AdaptiviTree [TSLR07] encoded real-time game status
information and indicated changes by color. Other work [BMW16,
BvH∗11] used visual cues to allow viewers to compare different trees
that were shown horizontally, with color-coded similarity metrics
based on juxtaposed icicle plots. Because we use the trees proposed
by ML only as an initial guess and there is no ground truth, we
do not show multiple trees and simply rely on color coding to
encode differences. Related to this approach is the encoding of
the uncertainty of the input data, for which researchers have used,
e. g., glyphs [LRCP07, YWL∗20]. While these methods can handle
diverse forms of uncertainty including locations [LRCP07] and sub-
tree structures [LRCP07], we can also use color-coding to indicate
the ML model’s certainty with respect to its results.

2.2. Biology-related Visualization

Biologists often study complex patterns or processes. While var-
ious stakeholders have different levels of interest in the respec-
tive datasets [LPCB04], we focus on interactive tools for experts—
specifically botanists interested in plant embryo development.

Within the biology domain, several visualization approaches and
tools are currently being used. For example, Briggs et al. [BPT∗11]
combined dendrograms and heatmaps for the visualization of tax-
onomic diversity. Such representations, however, are usually not
space-efficient [MR10]. Moreover, we need to show both abstract
cell lineage data as well as the actual 3D shape of the entities. Nu-
merous platforms (e. g., OsiriX [RSR04], Fiji ImageJ [SACF∗12],
and Avizo) are designed to display such multi-scale 3D data, and
these are currently being used by our collaborating experts to es-
tablish the cell lineage (e. g., the TreeJ plugin for Fiji ImageJ).
Within academic research, Leeuw et al. [DVV∗00] explored the
visualization of time-dependent confocal data. For visualizing in-
ner cell structures, Mindek et al. [MKS∗18] proposed a multi-
pipeline for visualizing the organelle system. Similarly, other work
[LLC∗19, HMK∗20, HKM∗22] proposed different systems to in-
teract with diverse scales of cell or genome datasets. In contrast
to these approaches, however, we are not interested in the repre-
sentation of spatial scale but in the temporal development in the
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Figure 1: A 2D illustration of biologists’ cell lineage workflow.

form of cell lineage. Of course, also general tools exists that could
support the representation of 3D shape such as VTK [SLM04]
which was used to create visual representations of biological data
(e. g., [RSR04, SACF∗12]) and ParaView [AGL05]. We also use the
VTK library for creating the visual representations in our tool, but
our emphasis is on the combination of 3D spatial and abstract data
representations and their interactive use for the establishment of cell
lineage for plant embryos.

2.3. Machine Learning in Visualization

In the visualization field, machine learning is used to create, im-
prove, and assess all kinds of visualizations [ERT∗17, WSZ∗19,
AWV∗19]. Researchers also adopted machine learning models to
develop pipelines for the whole process of visualizations [KMRV15,
KAF∗08]. In our case, we use a machine learning model in predict-
ing assignments for a plant embryo and then visualize the predictions
in the hierarchy. Unlike interactive machine learning (IML) where
users could review and refine the model interactively [DK18] (i. e.,
an interactive correction of mislabeled data with the goal of getting
a more accurate result from the model [XYX∗19]), we treat the
ML output only as a first suggestion and allow our users to directly
interact with the output of the model for a more efficient correction.
Also, researchers proposed different suggestions for designing such
interfaces [SPG14, DK18, Hor99]. Inspired by these, we predict
cell inheritance with a neural network model and display partial
assignments to engage users [EFM16] and reduce manual labor.

3. Background and Design Considerations

As we just discussed, trees can be used to visualize cell hierarchies
in embryos. Our collaborator also confirmed that biologists use and
appreciate 3D views to assist them with understanding the spatial
structure and to make decisions on the lineage. Here they rely on
actual 3D meshes that they derive from the confocal microscopy
slice data by segmenting and then processing them into the shapes
of the embryo cells at the time of data capture. Yet, no suitable tools
exist to determine cell lineage for several reasons:

A cell lineage tree only represents approximate division stages
that apply to most cells, while some cells may remain unchanged
from a given level to the next and the lineage hierarchy needs to
account for such cases. Consequently, there exists no single generic

Origin Embryo
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Figure 2: An ideal 32-cell embryo cell lineage hierarchy, which can
be established by reasoning bottom-up and top-down.

(binary) tree that would represent the development of all embryos.
In addition, the tree does not yet exist at the start of the process and
cannot be computed from the data, instead, it has to be established
step-by-step by the experts based on what they observe in the 3D
spatial and abstract data. Figure 1 illustrates this process, in which
the experts reason based on the embryo’s configuration at a given
time to establish how it developed into this stage from a previous
set of cells, and then they repeat the process. Existing tools are
usually created to focus either on 3D spatial or on abstract data
representations, while in our case both types of representations are
tightly coupled and biologists need both to make decisions (the
spatial cell data as well as abstract data such as the hierarchy as
established so far and information such as shared area—either type
alone is not sufficient).

Based on all these constraints, we set out to design a new interac-
tive tool for establishing and visualizing the development of plant
embryos. To reduce the tediousness of having to make many lineage
decisions for larger embryos, we targeted a process that relies at least
partially on machine learning, yet also leaves the biologists in con-
trol and allows them to override decisions as needed. We also based
our design on inspirations from existing tree representations such as
icicle plots [WYM19]. Moreover, we followed the principles and ad-
vice on designing hierarchy structures [KHA10], cell visualization
systems [DVV∗00], and mixed-initiative user interfaces [Hor99].
Next, we summarize our design considerations.

D1: Provide an overview of the hierarchical structure to in-
dicate the cell division process. We aim to create complete and
accurate cell division hierarchies so that plant biologists can study
the division history. Yet every cell divides in a different time and it is
impossible to measure the precise division time from a single confo-
cal microscopy dataset. So we rely on the fact that an embryo’s cells
roughly divide within similar time ranges, and use these division
times to build the hierarchy. The tree should also clearly emphasize
cells that divide outside of the regular time range. The tree thus
not only needs to contain the parent and children relationships but
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also represents the time-dependent division process. As such, any
node in the tree represents a given cell and thus its connected 3D
representation at a certain stage, so navigation in the hierarchy needs
to lead to adjustments of the 3D visuals.

D2: Support the history building in two directions. Biologists
traditionally build the tree in a bottom-up approach. From the overall
shape of the embryo, however, they can also deduct how it divided in
the very beginning. Introducing this knowledge early could improve
the ML predictions and make it easier for the experts to specify
assignments. It should thus be possible for biologists to build the
tree from two directions: bottom-up and top-down (Figure 2).

D3: Show related information to assist with decision making.
According to our collaborator, biologists take the cells’ shape, the
shared surface between two adjacent cells, their approximate vol-
umes, and the 3D positions into consideration when picking the
sister for a target cell from its neighbors, and we need to show all
this information. While the spatial properties are most effectively
shown in a 3D view, the experts need to be able to correlate them to
the other data. While 2D diagrams would be possible, each cell only
has a few neighbors and a color coding thus promises to be better
than separate 2D diagrams. In addition, we need to account for cell
occlusion in the 3D view, so the system needs to support visibility
techniques such as explosion views and layer peeling.

D4: Provide assistance for building the hierarchy with ma-
chine learning (ML). Our previous work [HATI21] indicated that,
even with an interactive system, traversing neighbors to find sisters
for more than 200 cells is too time-consuming, and ML-based as-
signment suggestions could greatly improve the workflow. These
predictions then need to be checked by the experts with the help
of an integrated hierarchy and spatial 3D interaction. Any mistake,
however, would invalidate any prediction for earlier cell divisions.
The system should thus use an ML model that predicts the most
likely cell pairs for a given hierarchy level, and bases future levels
on verified or corrected assignments. The full power of our approach
relies on a fluid change between the bottom-up ML-based prediction,
expert correction, and the top-down hierarchy specification so that
the expert is always in full control over the process. At any time,
the hierarchy view should show the status of the lineage, indicate
decisions confirmed from the ML or corrected by the human, and
navigate the temporal development of the embryo.

D5: Provide easy access to biologists who are not computers
professionals. Many experts may be hesitant or not allowed to
install extra software on their workstations. Moreover, such local
installations would require cross-platform system development. We
thus aim for a web-based implementation that facilitates easy access,
interaction, and data sharing among researchers [LLC∗19].

4. System Design

Based on these considerations, we designed our web-based tool
LineageD with two major components: a front-end for experts to
interactively establish the lineages and a back-end that comprises
a module to process the input data for the analysis, a set of default
embryos for testing, a pre-trained classifier, and the partial lineage
data currently being worked on (D4, D5).

4.1. Front-end Interface

Our web-based front end needs to allow the biologists to explore the
3D information in its hierarchy-dependent configuration, traverse
the cells at the different hierarchy levels and understand their spatial
and derived properties, make decisions about the cell lineage for all
cells, and then record these decisions to specify further hierarchy
levels. We thus offer the following elements to assist the experts.

Our LineageD system (Figure 3) centers around two main views:
the main 3D view of the embryo and the hierarchy view that
shows the cell lineage tree the biologists are building. The hierarchy
on the right of the interface initially consists just of small blocks,
where each represents a single cell at the time when the confocal
microscopy dataset was captured; i. e., the leaf nodes of the tree
(D1). We chose a tree layout that grows from top to bottom (i. e.,
root at the top) to match the traditional format used by the biologists
(we illustrate the design process in Figure 4). As the experts work
on establishing the hierarchy and declaring sister cells, this view
actually becomes a hierarchical representation that we based on
(completely filled) icicle plots. Unlike node-linked diagrams that
take more space and are harder to navigate in a wide tree, this
mapping has the benefit of establishing clear layers, which can
then be navigated with the help of the slider on the left of the
hierarchy view. We compute the widths of the leaf nodes based on
their normalized volumes such that the biologists can directly see
the relative sizes of the cells’ volumes in the tree (D3). The icicle
mapping then also nicely reflects that the volume of a mother cell
is roughly the sum of the volumes of its daughters in consideration
that the potential volume loss is not essential to biologists, and that
all cells of a given level together always form the whole embryo.
We chose the vertical direction for the hierarchy layering because
the biologists are used to this layout.

The hierarchy view is tightly linked to the main 3D view on the
left. In the latter, we show the whole embryo at the chosen divi-
sion time, i. e., the level selected in the (partial) hierarchy view on
the left. A regular 3D representation has the problem of the dense
packing of the embryo cells, which results in inner cells being fully
occluded by the outermost cell layer. To address this visibility issue
we offer two visibility management techniques: explosion views
(e. g., [LACS08, TKS11]; see Figure 3–main 3D view) and layer
peeling (e. g., [SSSS11]; see Figure 5–3), both controllable through
sliders. The 3D view also provides typical 3D navigation interac-
tion, including zoom, translation, and rotation to allow biologists to
explore the spatial character of the embryo.

We closely coupled both the 3D view and the hierarchy, not only
through cross-linked selections. When we select a given cell in
either view, we not only select it in the other as well but also show
this cell and its currently assigned sister (if any) in a secondary 3D
view on the top, the target and sister view that shares the same
camera orientation as the main view. Here we highlight the selected
(target) cell in red and its assigned sister in its original color, while
we show the rest of the embryo’s cells transparently to illustrate
the target and sister cell’ relative positions in context. Unlike in the
main view, in the target and sister view we always show all cells
in a tightly packed configuration and do not apply any explosion.
This way we allow the biologists to understand the combined shape
of the proposed cell match and make it easy for them to identify
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Figure 3: Screenshot of LineageD, for the example of assigning a 256-cell embryo (in progress). The core elements are the Main 3D View of
the embryo, here exploded and with the target cell highlighted, and the Hierarchy Tree of the lineage, which is interactively established by
the biologists. The Target and Sister View shows the relative position of the target cell within the whole embryo and its proposed sister. The
Thumbnail View of the tree provides the context of the full hierarchy. Finally, the Operation Panel supports further control of the tool.
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Figure 4: An illustration of our reasoning for how we designed the lineage hierarchy tree representation, based on the traditional hand-written
or (ASCII) text-based records used by the biologists.

incorrect assignments. We specifically decided to only provide a
single target and sister view. Initially we considered showing just
the target and sister cell, a view of the target cell’s children without
context, as well as a view of all direct neighbors of the target cell.
In a pilot study, however, we found that these views were confusing
to our collaborator, and we settled on only showing the target and
sister view as a secondary 3D view and moved some of the other
functionality to be accessible on demand (see below).

We use the same color mapping in all views, both the 3D views
and the hierarchy. We initially color-code both views by spatial
location [OBCS∗12], which we calculate based on the relative 3D
positions of each cell’s center of mass within the whole embryo,
mapped to RGB. This mapping allows the users to clearly see if two
cells are located close to each other, even in the abstract hierarchy
view. During the later interaction we also offer color-coding by trust
of the ML model, by the shared area between two matched cells,
and a random color mapping that biologists are used to from their

existing tools and that allows them to easily see the decomposition
of the embryo into the cells of a given hierarchy level (D3).

Because the biologists can also use a top-down approach to es-
tablish the lineage (in addition to bottom-up), we need to represent
both the top and the bottom section of the hierarchy at the same
time—even if the tree has not been fully specified. We thus split the
hierarchy into a top tree and a bottom tree (D2). For the top tree,
we start with the root, i. e., the single ovum cell. As new layers are
established top-down, we add them below the root. We cannot be
sure about the layer number for the top-down layers at the beginning,
so we named them N, N-1, etc., until we complete the hierarchy. We
know all cell elements at the lowest level, so we can ensure that both
representations correctly reflect this containment relationship. To
ensure smooth layer navigation, as long as the hierarchy is not com-
pleted we introduce an in-between section between the top and the
bottom tree marked by dots. We also add a corresponding layer entry
to the hierarchy slider on the left, with newly established bottom-up
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layers being added directly below it and newly established top-down
layers being added directly above it.

Due to the exponential nature of cell division, the corresponding
cell lineage tree can become very large horizontally very quickly,
already for embryos with only a few generations of development. We
thus provided two means to cope with the resulting view limitations.
First, we provide a slider on the top of the hierarchy to control the
horizontal zoom, allowing the users to see the whole tree in one
view or to zoom into details. For the latter case we can ensure that
the respective labels of the cells (numbers in our case) are visible,
yet a viewer may lose the context of what part of the hierarchy
they are examining. We thus also added a horizontal World-in-
Miniature thumbnail view to make it easier to navigate the wide
icicle plot hierarchy tree and which is often used in virtual reality
(e. g., [SCP95, DEJW21]) and, more relevant to our case, in 2D
video games (then often called “mini-map”; e. g., [Gek16]). This
view, which we include below the hierarchy view, always shows
the whole hierarchy and highlights the subsection that is currently
visible in the detailed hierarchy view and facilitates navigation.

Finally, most of the controls for the interaction (which we discuss
in more detail below) are then assembled in the operations panel.
It also contains a menu to load new datasets or export results as well
as instructions for users about our 3D interaction mappings.

4.2. Server-side Back-end

Our tool’s server-side takes care of data processing and analysis.
Our datasets comprise the cells’ names (i. e., numeric labels) and
mesh data for their surfaces. The experts create these datasets with
dedicated tools (e. g., Avizo, Fiji [SACF∗12]). In the back-end we
use this input to build the necessary data structures to later be able to
construct the hierarchy. We also derive the needed information such
as the 3D cell locations (centers), neighbor counts and respective
neighbor look-up tables, normalized cell volumes, normalized cell
surfaces, and normalized shared areas between neighboring cells.
After the completion of the lineage, the back-end also allows us to
export the results in the tree data format needed by the biologists.

An essential part of the back-end is the creation of the ML model
(D4). For this purpose we also maintain a collection of 97 past
(manual) cell lineage assignments provided to us by the biologists.
For these we also computed the data-derived parameters mentioned
above and used this data to train a neural network model to allow
us to predict the lineage for future datasets. The classifier computes
a probability for all possible direct neighbors to be sister cells, and
we then pick the one that has the highest chance. This reduces the
number of possible pairs, and we continue picking the pair with
the highest probability until this probability falls below 50%. This
prediction functionality can then be accessed from the front-end.

4.3. Interaction Design

Our interaction design centers around the processes of proposing
new matches of likely sister cells (manually and with the help of
our neural network model) and the verification of whether these
matches are correct. Both processes rely on abstract as well as 3D
information, so our expert users have to constantly switch back and
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Figure 5: Several interaction techniques in LineageD.

forth between the abstract hierarchy view and the spatial 3D views.
Next, we describe how, in LineageD, we support the biologists both
in the top-down and the bottom-up lineage specification.

For a new dataset we show all cells as blocks on the lowest
hierarchy level on the right, and in the 3D view we show the embryo
with the cells colored based on their 3D location. Usually the first
step of the biologists is to remove those cells from the consideration
that are part of the supporter (i. e., those that connect the plant
embryo with the rest of the seed) by selecting them in the 3D or
hierarchy view and assigning them a respective label (Figure 5–1).

With the top-down specification we offer a new functionality
not supported by the traditional tools. We take advantage of the
fact that, for most embryos, the first few cell division generations
happen in a predictable way—one that can still be reconstructed
from the geometric shape of the embryo and its cell decomposition,
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even at a later time. For this purpose biologists start to explore
the shape of the embryo in the 3D view, usually via rotations. To
better see and understand the inner structure, they can also use the
explosion functionality. Then they decide on the most likely initial
division—often a rather straight subdivision between the existing
cells. We then allow them to mark one half using a spatial lasso
selection [Luc05] (Figure 5-2) to register the selection as the first
subdivision, which can also be further refined.

As they continue this top-down process, it is important to note that
the interaction naturally relies on the selected level in the hierarchy.
For example, to specify the third generation N −2 (i. e., the second
split), the experts first select one of the daughters of the ovum in
the hierarchy. This highlights all parts of the embryo that belong to
this cell at the N − 1 level in red, as if this was a single cell. Any
potential explosion setting, however, applies to the level currently
specified in the hierarchy just below; at the beginning this would
be level 1.† The following lasso operation on a subset of these
cells then selects them for the next split of only the selected cell,
in a context-aware fashion [YEII16]. This step would then have
to be repeated for splitting the second cell of the N − 1 level. To
mark these fully human-decided divisions, we display blue bars
between the divided parent cells and their children in the hierarchy
tree Figure 3. Naturally, this top-down process only works for a few
generations, but it provides valuable constraints both for a manual
and for the ML-supported process that we describe next.

For the bottom-up process we follow the biologists’ traditional
work process, as illustrated in Figure 1. They would start to traverse
all cells at the lowest level and specify likely matches by examining
each selected cell’s direct neighbors to find its most likely sister. To
reduce this workload, we can now use our neural network model
and make ML-based predictions for the lineage. Initially we had
used this process to predict the entire lineage, but in pilot studies
it quickly turned out that this approach was not ideal. The experts
disagreed with certain mappings, rendering the entire remainder
of the path toward the root node obsolete when they corrected the
mistakes. We thus now restrict the classifier to only predict the
lowest non-specified hierarchy level (Figure 5-4).

After such a ML prediction step, the biologists can traverse the
newly found pairings and either confirm or reject them (D4). To do
that they can select a daughter cell in the hierarchy or 3D view, which
shows it in a red highlight color, with the rest of the cells retaining
their colors according to the chosen color scale (Figure 5-5-left). In
the target and sister view, we also show its currently assigned sister
in color, while the rest is transparent. A single click on a mother cell‡

is similar, only then we highlight the whole mother in red and show
no sister. With these techniques the experts can assess the mother
cell’s shape and decide if it is plausible. To better understand the
alternatives, the experts can also double-click in either the hierarchy
or the 3D view on a daughter cell, which leads to the 3D view
showing a focused view with only the direct neighborhood of the

† If the ovum cell was selected instead, however, after a first top-down
division specification, the explosion would only separate the two daughter
cells of the ovum to emphasize this position in the lineage tree.
‡ For performing such a selection in the 3D view one has to first select the
corresponding hierarchy level in the hierarchy view, e. g., via the slider.

selected cell (Figure 5-5-center), while the target and sister view
then only shows the cell and its currently specified sister. Upon
a further click on one of the neighbors in the main 3D view we
show this neighbor also in the target and sister view, along with a
potentially assigned sister of the neighbor (Figure 5-5-right).

With these different mechanisms to see detailed views, the biol-
ogists then make a decision about whether the pairing is plausible
or not. If the biologist then confirms a proposed mapping when a
given mother cell is selected, we mark that pairing as confirmed
by showing a green bar between the mother cell and its daughters
in the hierarchy (Figure 3–right). If they disagree with the pairing,
we break it and, for the time being, treat the cells as non-dividing
cells for the chosen hierarchy transition. They can be left as such
or can be re-assigned. In the latter case, biologists select one cell,
show its neighborhood with a double-click, and then pick one of the
neighbors to mark it as the new sister. To distinguish such human
specifications from confirmed ML pairs, we mark them with an
orange bar in the hierarchy between the mother and its daughters.

After examining all pairs of a given level and confirming or
correcting them, the experts can then go on to predict the next
level. We treat any pairing that has not been explicitly confirmed as
implicitly confirmed in that case, and also mark it with a green bar.
The process then continues until the whole hierarchy is specified,
the top and bottom trees merge, and we can export the result.

4.4. Implementation Details

We implemented LineageD in JavaScript and Express.js (v. 4.17.1).
For the front-end, we rely on D3 [BOH11] to realize the hierarchy
tree rendering and render the embryo in the 3D views with vtk.js
(v. 19.0.4) [SML96]. We implemented the back-end in Node.js and
used MongoDB to create our database. We used TensorFlow’s (v.
2.8.0) Keras library to train the multi-layer sequential neural net-
work model offline with Python. We created two hidden layers with
ReLU activation and adopted softmax for the final output layer to get
the probability score, and the model’s single-pair accuracy reaches
approximately 94%. The raw data is produced by Avizo and contains
the cells’ information including names, vertices, and triangles. We
then parsed the raw shape data and set each neighboring pair as one
record. For each pair, we extracted features for the training data
based on the recommendations by the biologists: the normalized
distance between the cell pair, their normalized shared surface area,
their neighbor counts, their normalized volumes, normalized surface
area, and the directions of neighbors with target cells. With Tensor-
Flow.js (v. 3.8.0), we used the trained model to predict assignments
in the website back-end. For an embryo with 256 cells, such as one
of our default datasets that we show in Figure 3, there are more than
one million vertices with more than five million triangles. Depend-
ing on the network speed when connecting to the Web tool, typical
datasets can thus be loaded in less than a minute and can be rendered
at interactive speeds (approx. 20 fps for the 256-cell example on a
macOS with AMD Radeon Pro and Intel UHD Graphics 630).

5. Empirical Case Study Evaluation

While we developed our overall approach and our LineageD tool
based on conversations with our expert collaborator, we were also
interested in feedback from independent plant biologists, by whom
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we envisioned our tool to be used. For this purpose it does not make
much sense to run a quantitative experiment with many participants
because, first, we do not have a reasonable alternative technique
to which to compare our approach and, second, we would not find
enough participants skilled in the traditional lineage process to
draw meaningful conclusions. Instead we conducted case study
evaluations [KPP95] with expert participants, as it has been done in
the past in the visualization field (e. g., [LRF∗11, KGP∗12, HRD∗19,
WBR∗20]). The benefit of this approach is that experts are trained
in the traditional cell lineage process and can thus assess our new
tool based on their experience.

In this section we present the overall experimental setup, our
observations, and the user feedback from the biologists interacting
with the system. The specific embryo we used in the study was a real
Arabidopsis thaliana dataset provided by our collaborators, which
comprises 64 cells (not counting the cells of the supporter). Datasets
that are needed to be analyzed in practice typically range from sev-
eral tens of cells to several hundreds of cells, so this example dataset
is realistic (and still manageable in our study) as well as already
challenging to analyze for biologists, and they could compare this
experience to their past work. The whole investigation was approved
by our institution’s (Inria) ethical review board (AVIS n° 2021-46)
and we pre-registered the study setup and design (osf.io/rhyg4).

5.1. Participants

We recruited 5 expert biologists (2 females, 3 males, ages 31–54
years, mean 43.4 years) via social networking and mailing lists,
denoted as P1–P5. We offered prospective biologists free access
to our tool as compensation. Before the study, we asked them to
fill in a consent form, a research media records release form, and
a background and demographic data collection form. All of the
participants had a PhD degree and have been doing post-PhD re-
search on plant biology or related fields for 2.5–25 years (mean: 14.1
years, sd: 9.4 years, median: 12 years). Two of them were experts in
plant biology, while the other ones focus on computational biology,
biomathematics, or bio-images processing. We conducted our study
via videoconferencing due to the COVID19 limitations.

5.2. Procedure

Our case study experiment consisted of two parts: first we conducted
an observational study of the experts using our tool with the example
data, followed by a survey and a semi-structured interview.

Observational study. We conducted the experiment with each
participant individually. We began by presenting a brief introduction
about the features of LineageD. Next, we asked the participant to
open the website on Chrome using the credentials we provided and
to share their screen. We then briefly explained to them the compo-
nents of LineageD and introduced the main interaction mechanisms,
as explained in Section 4. Then the participant could freely explore
and establish the lineage for the 64-cell dataset. We used the think-
aloud protocol and with the participant’s permission, we recorded
the screen and audio during the process for our later analysis.

Survey and semi-structured interview. To better understand
the usability of the tool and avenues for future improvement, we
distributed a questionnaire which was designed based on the System
Usability Scale (SUS) [HN93]. We also conducted a semi-structured

post-study interview to understand our expert participants’ usage
experience and insights they may have gained.

5.3. Study results

A whole participant session took 60 to 100 minutes. All biologists
reported that the 64-cell embryo was challenging for them to assign,
and none of them finished the complete hierarchy history reconstruc-
tion within the study session. This was also not to be expected since
they had to learn and get used to the new tool and its interaction
concept first as well as answer our questions in the experiment. All
of the participants, however, said that they plan to work with the
tool more after the study and try it in practice.

Learning the Functionality. We found that three of our partici-
pating experts traditionally used 2D slice-based interaction (i. e., in
TreeJ) to navigate the embryo dataset and to mark sister cells, as
opposed to using 3D interaction with a surface-based dataset that
we offer. This means that participants first had to get used to the
fundamental 3D interaction techniques (rotation, translation, scal-
ing) in projected 3D views. They also traditionally used text-based
node-link representations of the hierarchy (see Appendix A), so
they had to get used to the icicle plot representation we used. Web-
based implementations as we used for LineageD were also new to
one participant: P1 thought that the tool is quite different from the
traditional software he is using. He stated that they generally use
desktop software, but he believes that with sufficient time to play
with it, most people could learn the new tool quickly. A final aspect
was that P3 said that it was difficult for her to learn the actions to
expect from the system based on specific input, such as what part of
the tree to which the prediction applied. Overall, these observations
meant that the training phase in our experiment was relatively long
for four out of the five participants, but we expect that with more
training, they can get used to the new interaction concepts.

Interaction Design. After the training we observed how the
experts freely specified the lineage of the cells in the embryo. While
they all used different strategies, they all heavily relied on both the
2D abstract tree and the 3D views. Four of them primarily used
the hierarchy view to select the cells for checking the predicted
assignments. They used the 3D view only as a source to understand
the cells’ shapes and their locations within the embryo, rather than
to select the cells in this view. P2, in contrast, used the hierarchy
and the 3D views evenly to select the cells to check. P1 and P4
explicitly stated that they appreciated the linking between the tree
and 3D views. Moreover, P2, P4, and P5 specifically expressed that
the approach to creating the hierarchy tree in a top-down fashion
was very interesting to them—as they do not have this ability with
their traditional tools. For example, P4 suggested that, for large
embryos, biologists could specify the lineage separately based on
the top-down divisions or look only at a subset of the top tree as
a form of grouping to reduce the complexity. In addition, P2 and
P4 mentioned that the peeling and explosion functions have a great
potential to help them with their decision making. Overall, P1, P2,
and P4 stated that using the tool has the potential to reduce assigning
time and possible errors, despite requiring about double the clicks
as the traditional approach according to P1. This applies especially
to embryos with more than 20 cells because it is very difficult to
do it manually. P2 also believed that LineageD could improve his
confidence in assignments.
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Interface and Visuals. All participants stated that they appreci-
ated the visual representations, both 3D and 2D. They also liked, for
example, the mechanisms for encoding the cell volumes in block
widths and the coloring by shared surfaces or location. Overall, P1
considered LineageD much more powerful than any tool that they
currently have, especially in selecting cells from both 3D environ-
ments and the tree. P2 specifically appreciated the target and sister
view that shows the proposed pairing as well as the transparent con-
text. He liked the representations and interaction design of the tree,
but also thought it may take time for biologists because they are used
to node-link trees. He also added that some other functionality may
need to be adjusted further to the mental concepts of the biologists,
but thinks this is a normal process that he would expect for most
tools. Overall, all comments about the design were on the positive
side. For instance, P3 thought that all individual components are
needed and easy to use and she liked the hover effects in the hierar-
chy tree. P4 was happy to see that the tool is versatile, because he
could use peeling and explosion independently. P5, finally, liked the
hierarchy tree and thought all the options are good.

Understanding the Embryo’s Development. We also asked biol-
ogists whether the tool helps them to better understand the embryo’s
development. All participants agreed that this is the case. P1 envi-
sioned that, with the hierarchy tree, he could perform quantification,
data analysis, and create models because we show a lot of additional
information about or related to the lineage. P2 was excited about the
possible insights and wanted to try other datasets with the tool, such
as animal embryos. P3 thought that some visualizations, like the tar-
get and sister view, make it easy for her to observe the development
of the embryo’s organization over time. P4 said he better perceived
certain features of the embryo with the information we presented in
the tool, such as the cells’ volumes and shared surfaces. P5, finally,
said that 3D views are essential for getting a good understanding of
the embryo.

Machine Learning Experience. Next, we inquired whether our
participants think that the automatic assignment based on machine
learning helps them with the lineage process. P1 and P4 thought they
cannot fully evaluate it because the experience time was not enough
for assigning big embryos. Nonetheless, P1 and P5 reported that the
ML model was essential and that it worked well for small embryos.
P2 thought the machine learning can generally help a lot, but he
would prefer the model to predict the lineage from both directions
(top-down and bottom-up), rather than one direction here (bottom-
up). P2 and P4 also were curious about how the model actually made
the specific assignments. P3, interestingly, said that she expects the
model to help even more for larger embryos with more cells. She
was, however, confused about whether the prediction function is
applied to the top-down or bottom-up approach, and like P2 also
wanted a model to predict the top tree. She also recommended to
pre-visualize the model predictions for biologists to choose from
before integrating them into the lineage tree. P3 and P4 were not sure
whether the time needed to check and correct the ML predictions
would ultimately be less than manually specifying the lineage.

Improvements. We asked the experts what interactions or ele-
ments they missed in the interface. P1 and P4 would like to have
functions to label or categorize the cells so that they would have
more features to examine and analyze the situation. P1 and P3 also

missed a function to temporarily hide selected cells to get access
to the inner cells and to distinguish checked pairs from unchecked
ones. Also, P3 wanted the ability to explicitly highlight the shared
surface between two neighboring cells to help her to decide between
two possible cell pairings. The System Usability Scale rating we
received for LineageD was 68 on average, which is exactly the aver-
age SUS score [MMP12]. This means that we need to improve the
overall usability of our tool, but this is to be expected for a research
prototype. We will use the specific feedback that we received during
the study to make these improvements.

6. Discussion

Based on the responses of our participants we can now summarize
and reflect on the main take-aways from our work.

Influence of past interaction habits of experts. Our specific
application domain required us to provide both abstract 2D and
spatial 3D representations: the cell lineage hierarchy that the experts
constructed along with data such as cell volumes or area of shared
surfaces on the one side and the actual shapes of the 3D cells that
make up the embryo on the other side. Interestingly, it turned out that
most experts were not yet experienced with working with (projected)
3D representations, instead they used 2D slices from the segmented
microscopy data to interactively mark cells. In addition, traditionally
they do not use the hierarchy tree as an interaction proxy, and
it only serves as the result of the lineage specification (also see
Appendix A). This fact may be the reason that many of our experts
were reluctant to work directly in the 3D view and, instead, primarily
interacted with the abstract hierarchy as this somewhat resembled
a version of their previous slice-based view (yet stripped from its
spatial properties). More longitudinal studies will be needed to see
if experts can learn the benefits of interacting in 3D space, and to
take full advantage of the linked 2D and 3D views. Our observations,
however, make this a likely development as some of our participants
already understood the advantages of our 3D visibility techniques
such as explosion and peeling.

Reliance on both 2D and 3D representations. Our specific
application exemplifies a case where both 3D spatial and abstract
information and, in particular, the tight connection between both is
essential to solve a task. Nonetheless, both types of representations
show different aspects. Only the tree view can show inheritance and,
thus, only here can the biologists specify which cell division time
stage they want to see. At the same time, only the 3D view can show
aspects such as proposed sisters in a spatial context or the specific
shape of a shared surface between two cells. Yet only together they
provide enough information for the biologists to be able to solve
their task. Moreover, unlike in many existing 3D interfaces, the
navigation of the level in the abstract hierarchy actually has an
impact on the shape composition itself (i. e., on the decomposition
of the embryo into cells at the different hierarchy levels). In our
case the actual compositional information is non-existent at the
beginning and incomplete throughout the process, so the interaction
effects change as further parts of the hierarchy are established. It is
also interesting to note that, in both views, it is difficult to see all
information for realistic datasets. In the 3D view we thus need to
rely on techniques such as explosion and peeling, while in the 2D
view we need the world-in-miniature thumbnail view.
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Complexity of cell lineage. According to one of our participants,
it is already very difficult for biologists to establish the lineage for
embryos starting at a few tens of cells, especially when they want
to reconstruct the hierarchy for several generations (i. e., from the
observed generation to the very beginning of the division process).
Our novel support of also top-down specification made this process
easier for the experts, and all our participants took advantage of both
ways of establishing the lineage. From their responses it seems that
the top-down process makes it easier for them to control their inter-
actions and have more confidence in the results, in particular since
they deal with incomplete information most of the time. Nonethe-
less, further interactive assistance such as being able to focus and
restrict operations (including the ML suggestions) to only subsets
of the whole embryo, as suggested by some participants, may make
the process even easier for them.

Generalization. Even though we focused on plant embryos, there
is no reason that our findings could not also apply in a broader scope.
In particular, biologists that study other kingdoms of life such as
animals or fungi may similarly profit from our work directly. The
most closely related past work on the depiction of parts may be
research on the creation of assembly instructions [APH∗03,LACS08,
TKS11,GYL∗13], even though the actual interactive control of such
depiction was typically not discussed in much detail in such work.
Other past work [KIK∗21] specifically discusses the navigation of
3D data through hierarchy interaction, yet in our work we actually
change the composition of the 3D scene through this input. We
thus think that our interactive combination of abstract hierarchy and
spatial 3D views can inform future visualization tools that need to
support such inter-dependencies.

7. Limitations and Future Work

Both our specific realization of LineageD and our empirical evalua-
tion have some limitations that we will discuss next. We only focus
on major issues, while minor usability issues as highlighted by our
study naturally also need to be addressed. First, the actual shape
of the cells depicted in the 3D views is a result of an approxima-
tive surface reconstruction from the segmentation of the original
volumetric data. We only relied on the shapes on the lowest level
and merged them for higher stages in the hierarchy. It would be
better to actually apply any new hierarchy data to the segmentation
masks and then re-extract the cell shapes at the coarser levels, which
we also plan to do in the future. Second, for our machine learning
support we adopted a neural network model to provide predictions
for biologists to interact with. Other machine learning models such
as reinforcement learning agents, however, could also work in our
scenario and we are interested in comparing different models in the
future. Also, we are interested in improving the interactions with the
model, like sorting the pairs with model confidence and enabling
users to pick to decide. As suggested by the biologists, we could also
look into showing the reasons for the suggestions of the ML model
yet we are skeptical if this would lead to a helpful representation—at
least for our current neural network model. Instead, a more promis-
ing way could be to take the biologists’ manual corrections into
account (which we currently do not do) and to propose and visualize
alternative pairings, for the experts to pick from.

Our relatively short case study evaluation is also limited. First,

we largely did not get past the initial learning curve for the ex-
perts. While this also showed some interesting aspects about their
interaction habits, it would be very interesting to conduct a longer-
term evaluation with our participants and see how their interaction
changes over time. Such a longitudinal evaluation would also allow
us to better understand the challenges and benefits of the 2D-plus-
3D interface on a deeper level, leading to better design guidelines
for future tools. Second, we also only used data of a single species
in the experiment, and a longer-term evaluation would allow us to
use a variety of stimuli and even non-standard cases such as the
scans of mutant embryos—a current research topic in the domain.

8. Conclusion

Having developed LineageD together with a domain collaborator,
we were surprised to see that most domain experts did not have even
basic visual representations such as tree representations [Sch11] as
interactive elements in their traditional tools. A similar situation
happens in the top-down and bottom-up approach where biologists
spend reasonable amount of time to get familiar with the interac-
tion. Moreover, when we provided them with this tool along with
a standard 3D representation of their data, they primarily inter-
acted in the 2D abstracted hierarchy as opposed to the 3D spatial
view that showed the relevant data (cells within the context of the
embryo)—almost like an extension of their previous 2D interaction
on segmentation slices. So one of the main results of our work seems
to be that, as a community, we may need to spend more effort on
studying how established representations (from our perspective) can
actually be transferred to tools in our application domains. We plan
to continue our work with the biologists to do just that, and to also
see how LineageD can evolve over a longer time to better suit the
needs of the biologists.

Another interesting takeaway is that we may need to look further
into ways that machine learning can be integrated into our tools. It
is not necessarily essential to get the best or most correct prediction
from a model, but instead how we can provide means to verify or
correct algorithmic suggestions, to speed up or make less tedious
otherwise manual processes. For this approach it is not needed
to completely understand why an ML technique made a specific
suggestion, but instead to accept that ML is not always perfect and
to provide means to quickly analyze results and adjust them.
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[HKM∗22] HALLADJIAN S., KOUŘIL D., MIAO H., GRÖLLER M. E.,
VIOLA I., ISENBERG T.: Multiscale unfolding: Illustratively visualizing
the whole genome at a glance. IEEE Trans Vis Comput Graph 28 (2022).
To appear. doi:10.1109/TVCG.2021.3065443.

[HMK∗20] HALLADJIAN S., MIAO H., KOUŘIL D., GRÖLLER M. E.,
VIOLA I., ISENBERG T.: ScaleTrotter: Illustrative visual travels across
negative scales. IEEE Trans Vis Comput Graph 26, 1 (Jan. 2020), 654–664.
doi:10.1109/TVCG.2019.2934334.

[HN93] HARPER B. D., NORMAN K. L.: Improving user satisfaction:
The questionnaire for user interaction satisfaction version 5.5. In Proc.
Mid-Atlantic Human Factors Conference (1993), pp. 224–228.

[Hor99] HORVITZ E.: Principles of mixed-initiative user interfaces. In
Proc. CHI (1999), ACM, New York, pp. 159–166. doi:10.1145/3029
79.303030.

[HRD∗19] HURTER C., RICHE N. H., DRUCKER S. M., CORDEIL M.,
ALLIGIER R., VUILLEMOT R.: FiberClay: Sculpting three dimensional
trajectories to reveal structural insights. IEEE Trans Vis Comput Graph
25, 1 (Jan. 2019), 704–714. doi:10.1109/TVCG.2018.2865191.

[HTS09] HORN M. S., TOBIASZ M., SHEN C.: Visualizing biodiversity
with Voronoi treemaps. In Proc. ISVD (2009), IEEE CS, Los Alamitos,
pp. 265–270. doi:10.1109/ISVD.2009.22.

[KAF∗08] KEIM D., ANDRIENKO G., FEKETE J.-D., GÖRG C.,
KOHLHAMMER J., MELANÇON G.: Visual Analytics: Definition, pro-
cess, and challenges. In Information Visualization. Springer, Berlin, 2008,
pp. 154–175. doi:10.1007/978-3-540-70956-5_7.

[KGP∗12] KLEIN T., GUÉNIAT F., PASTUR L., VERNIER F., ISENBERG
T.: A design study of direct-touch interaction for exploratory 3D scientific
visualization. Comput Graph Forum 31, 3 (June 2012), 1225–1234.
doi:10.1111/j.1467-8659.2012.03115.x.

[KHA10] KONG N., HEER J., AGRAWALA M.: Perceptual guidelines
for creating rectangular treemaps. IEEE Trans Vis Comput Graph 16, 6
(Nov./Dec. 2010), 990–998. doi:10.1109/TVCG.2010.186.
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APPENDIX

Appendix A: Traditional Lineage Specification Tool

Figure 6 shows an example for a traditional tool (TreeJ plugin to
Fiji ImageJ) to specify the cell lineage. Figure 7 shows the result of
specifying the cell lineage for an Arabidospsi thaliana embryo of
122 cells. Figure 8 illustrates the overall traditional process further:
we start from slices from confocal microscopy, segment this data,
and then the biologists interact in the segmented slices rendered
with ID colors to establish levels in the hierarchy.

Appendix B: Further Design Considerations for LineageD

Figure 4 illustrates how we arrived at our final design of the represen-
tation of the cell lineage hierarchy. We started from the hand-written
(or text-based) records as used by the biologists in the traditional
approach, encoded these as a traditional tree representation with
the width of each node encoding the respective cell’s volume, then
elongated cells vertically to indicate the time period in which they
existed in this configuration, and then removed the links between
the nodes by arranging them in an icicle plot manner. The final step
was then the addition of a color scheme and the interaction means
as presented in the paper.

Figure 9 illustrates the linked interaction between hierarchy and
3D views in more detail. The first row shows that, upon clicking on a
cell without a specified parent, the main 3D view highlights this cell
and the target and sister view shows it in context. In contrast, if this
cell already has a sister assigned (proposed by the neural network
model or manually specified), then this sister is also highlighted in
the target and sister view.

Appendix C: Availability of LineageD and Video Figure

The LineageD project website is available at aviz.fr/Research/
CellLineage. Nonetheless, we realize that LineageD runs on our
own servers and so we understand that resviewers may be concerned
about maintaining their anonymity (even though we do not log
any access to the tool; any logs that we used in our experiment
were collected on the local machines of the participants). We thus
also make a video figure available for reviewers that shows the main
functionality and interaction that we discuss in the paper, and plan to
make LineageD openly available once our paper has been accepted
for publication. We also plan to make the sources available on a
public repository such as GitHub to make it possible for others to
also run a local copy of LineageD.

Appendix D: Typical Interaction Process

With LineageD, biologists first need to select their dataset of interest
from the menu. After the dataset is loaded, we show the whole
embryo overview in the main 3D view, one default ovum cell at
the top of the tree, and all the leave cells displayed at the bottom
of the tree (Figure 10–1). Then biologists can observe the whole
embryo, hide the supporters, and try to divide it into parts to make
further assignments easier. To do that, they need to target the tree’s

Figure 6: Screenshots of the interface in TreeJ (a plugin to Fiji
ImageJ) that the experts traditionally use to specify the cell lineage.
Users primarily interact in a 2D slice of the microscopy data, col-
ored by the cell’s assigned ID, to select a pair of cells to merge. The
resulting tree is then represented in a textual form with numbers as
cell labels, and it is no interactive. The 3D view (marked 1 and 4)
only serves as an additional view and is also not used for interaction.
Image © Elise Laruelle, Philippe Andrey, Jean-Christophe Palauqui,
and Alain Trubuil, used with permission.

Figure 7: Example cell lineage result produced with TreeJ that
shows several development stages (A–D) of the cell in the 3D view
and the corresponding text-based lineage hierarchy. Image © Elise
Laruelle, Philippe Andrey, Jean-Christophe Palauqui, and Alain
Trubuil, used with permission.

top cell (the ovum), and with the polygon selection technique select
a group of cells that they are certain arose from the same cell.
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Figure 8: An illustration of the traditional way of biologists doing cell lineage based on slices. The image insets in this figure are © Elise
Laruelle, Philippe Andrey, Jean-Christophe Palauqui, and Alain Trubuil, used with permission.
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Figure 9: Illustration of the interaction that links selections in the 2D hierarchy tree to the representations in the 3D view, including the
highlighting of the selected cells and potential neighbors.

They can adjust these divisions by selecting other cells to add to or
subtract from the current selection. As they finalize the selection,
the tree automatically is extended and a new daughter cell is added
below the ovum (Figure 10–2). The biologists then continue this
process until no further top-down decisions can be made, with the
result that two or more layers at the top have been established
(Figure 10–3). After the high-level divisions, biologists can use the
ML model to predict a higher level assignment on the current tree.
Next, they check the newly formed parent cells, and if they agree
with the prediction results, they confirm the assignment. They can
also disagree with the assignments and reassign a correct sister for
the wrongly assigned cells. For a correction, they double-click the
cell that has a wrongly proposed sister. Then, they traverse and
single-click all the neighboring cells to check their properties by
examining the respective color maps and the shared surfaces. Based
on all this information, they then choose the most likely sister based

on their experience and knowledge and mark it as such (Figure 10–
4). After checking all the pairs in the current level, the biologists
then continue to work on the next stage. This way the tree is being
completed bottom-up. Thus, when the top part of the tree and the
bottom part meet, we automatically merge both to form the final
lineage tree (Figure 10–5). Finally, biologists can use the export
function to record the assignments in their preferred format.

Appendix E: Data Structure

For each embryo, we start with with a dataset that comprises the 3D
geometry (i. e., mesh information and a list of cell IDs) extracted
by Avizo from the confocal microscopy data. We clean this data
to ensure that every mentioned cell name actually has a geometry
assigned to it, ignoring those IDs without associated meshes. We
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Figure 10: Illustration of the typical interaction workflow.

then parse the remaining data and extract all information related to
the individual cells such as their centers, volumes, direct neighbors,
and surface area. In addition, we prepare another data structure
that will later hold the hierarchy information, and that needs to
support specific cell orders in each layer based on the ML or manual
assignments of sister cells. Moreover, this data structure needs to
support the incomplete tree that has information on both ends and
grows toward the middle. It gets updated with each cell assignment
operation and also needs to handle non-hierarchy cells (supporters).

Finally, we use a third data structure for ML model training and
prediction. Because the training records are information about pairs,
we calculate, for every potential set of neighbors, the data such as
distance and shared surface area, and normalize this information
using all possible pairs within the same generation.
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