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Abstract
An alternative method for solving constrained Multibody kinematics optimisation
using a penalty method on constraints and a Levenberg-Marquardt algorithm is pro-
posed. It is compared to an optimisation resolution with hard kinematic constraints.
These methods are applied to two pairs of experiments and models. The penalty
method was at least 20 times faster than the optimisation resolution while keeping
similar reconstruction errors and constraints violation. The potential of the method
is shown to accurately solve the Multibody kinematics optimisation problem in a rea-
sonable amount of time. A computational gain lies in implementing this resolution
with a compiled and optimised program code.
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1. Introduction

In musculoskeletal analysis, Multibody kinematics optimisation permits the
estimation of joint coordinates from motion capture data (Begon et al., 2018). In
the context of optoelectronic motion capture, it consists in searching for the joint
coordinates that minimise the distance between experimental markers and markers
of a kinematic model(Duprey et al., 2017).

To solve this problem, different methods have been used: Delp et al. (2007) used
a general quadratic programming solver, Muller (2017); Van Den Bogert et al.
(2013) used a Levenberg-Marquardt algorithm, Pohl et al. (2021); Serrien et al.
(2020)employed a Bayesian approach, Bonnet et al. (2017); De Groote et al. (2008)
used a Kalman approach, Apkarian et al. (1989) directly identified angles in
rotation matrix, Ayusawa and Nakamura (2012) used a Levenberg-Marquardt
algorithm, a quasi-Newton algorithm, and a conjugate gradient method and
Fohanno et al. (2014)used a feasible sequential quadratic algorithm and a Kalman
filtering technique.

According to Hybois et al. (2019); Laitenberger et al. (2014), kinematic
constraints applied to an osteoarticular model lead to a better estimation of joint
angles than a non-constrained model. Moreover, Pizzolato et al. (2017) underlined
the importance of having accurate joint angles estimation for real-time
applications. In clinical field, Barrios et al. (2010) reported that real-time feedback
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is already used for gait retraining for instance. It enables the patient to have a
feedback about their posture and then correct it if needed.

The challenge is then to take these kinematic constraints into account in real
time so as to obtain a correct estimation of joint angles for real-time applications.
Few of the proposed methods in the literature allow the kinematic constraints of
the human body, such as joint limits or kinematic constraints (shoulder, forearm,
...), to be taken into account in a reasonable computation time (Pizzolato et al.,
2017; Sherman et al., 2011). Andersen et al. (2009) solved the Multibody
kinematics optimisation problem with hard kinematic constraints without
evaluating computation time. Fohanno et al. (2014) proposed a study that
considers a closed-loop system (human body with kayak equipment) whose
constraints are included in the cost function using a penalty method, with an
opening tolerance of 2 mm and compared the performances (e.g. computation
time, marker reconstruction error) of two resolution methods. They concluded that
the Kalman filter is faster than the feasible sequential quadratic algorithm and
well-suited for cycling movements.

The current study aims at comparing two methods taking into account
anatomical kinematic constraints during Multibody kinematics optimisation on
any type of movement and evaluating their performance in term of accuracy and
computation time. We propose to reformulate the hard constraint problem with a
penalty method in order to save computation time while keeping accurate joint
angle estimation. To quantify the differences in performances (computation time,
markers tracking, constraints and joint limits violation) between the solutions of
the hard constraint problem and the penalty problem, we tested the methods with
different osteoarticular models, for throwing and range of motion trials. These
trials and models imposed various kinematic constraints in the Multibody
kinematics optimisation problem. Firstly the two methods are described, secondly
the models and experimental data are developed, and finally, a comparison on
different performance criteria is made.

2. Materials and Methods

2.1. Multibody kinematics optimisation problem

The Multibody kinematics optimisation problem consisted in finding the vector of
generalised coordinates q ∈ Q ⊂ Rn that enabled the markers from the model
xmod(q) ∈ R3m to match as accurately as possible the experimental markers xexp

∈ R3m. n and m are the number of generalised coordinates and the number of
markers.

We denote xi
mod(q) ∈ R3, respectively xi

exp ∈ R3, as the 3-D position of the
model marker i, respectively the 3-D position of the experimental marker i.

The vector of joint coordinates q has to lie in the range of motion Q allowed by
the model and could be constrained by scleronomic1 kinematics constraints
c(q) ∈ Rnc (with nc the number of kinematic constraints). These constraints can
be of different natures, such as a closed loop (e.g. shoulder complex) or kinematical
dependencies (e.g. scapula sliding).

Optimisation routine
For each motion capture time frame, the problem to solve was:

min
q∈Q

m∑
i=1

||xi
exp − xi

mod(q)||2

such that c(q) = 0.

(1)

The value c(q) can be split with implicit constraints h(q) ∈ Rnh (with nh is
the number of implicit constraints) and explicit constraints f(q̃) ∈ Rn, with q̃

1The constraint is only a function of joint positions and not of time.
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∈ Q̃ ⊂ Rñ a subset of q :

c(q) =
{
h(q) = 0
q = f(q̃)

(2)

For constraints initially written as h(q), one can try to use for instance a
partitioning method (Haug et al., 1999) to obtain explicit equations. Depending on
the complexity of h(q), there is no systematic method to obtain explicit equations
and it can be impossible to rewrite implicit equations as explicit equations.

As q̃ is a subset of q, by replacing q̃ by f(q̃), the number of unknowns in the
Multibody kinematics optimisation can be reduced and so it could reduce
computation time during resolution. The problem was then defined as:

min
q̃∈Q̃

m∑
i=1

||xi
exp − xi

mod(f(q̃))||2

such that h(f(q̃)) = 0.

(3)

This optimisation problem was constrained by h(f(q̃)) and its solution had to
lie in the bounds defined by the range of motion Q̃. It was solved with the
interior-point algorithm as described by Byrd et al. (2000, 1999); Waltz et al.
(2006), using a tolerance of 1 10−6 on the norm of h(f(q̃)), and on the change of
the cost function. In this paper, this resolution was called optimisation routine
(OR).

Interior-point resolution uses at each iteration one of two methods. First the
Hessian associated to the Lagrangian is checked to be positive-definite. If so, a
Newton step as described by Bonnans et al. (2006) is used. In the opposite case,
the algorithm backups to a conjugate gradient step. After one of these steps is
done, the Lagrange multipliers associated to the constraints are updated, using a
predictor-corrector algorithm on a barrier function. New iterations (step and
Lagrange multipliers update) are done until the change in the function cost is less
than the specified tolerance.

Iterative resolution
In order to relax the joint limits constraints, a bound penalisation function was
needed. In this study, the scalar function g associated to this bound penalisation
was expressed as, for q̃k the kth element of q̃:

g(q̃k) =


0 if q̃k ∈ [q̃kmin, q̃

k
max]

(q̃k q̃kmin)
2 if q̃k < q̃kmin

(q̃k − q̃kmax)
2 if q̃k > q̃kmax

[Figure 1 about here.]

As it can be seen in Figure 1, the q̃k were not penalised when they lied in
bounds but they were penalised out of bounds. With relaxing the joint limit
constraints and the kinematic constraints, the problem to be solved consisted in
finding the q̃ that minimised the following sum:

min
q̃

(
m∑
i=1

||xi
exp − xi

mod(f(q̃))||2 +
nh∑
j=1

||γhj(f(q̃))||2 +
n∑

k=1

||ζg(q̃k)||2
)

(4)

γ ∈ R and ζ ∈ R are the penalty factors associated to constraints equations and
bound penalisation. They allow to balance the weight for each term of the sum.
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Using vector notation as follows:


z =

xexp

0
0


a(q̃) =

xmod(f(q̃))
γh(f(q̃))
ζg(q̃)

 (5)

The sum to minimize finally consisted in:

min
q̃

m+nh+n∑
i=1

||zi − ai(q̃)||2 (6)

This optimisation problem was solved using the Levenberg-Marquardt iterative
algorithm described by Levenberg (1944); Marquardt (1963); Moré (1978).
Respecting the constraints was considered as more important than lying in the
joint limits. That is why γ and ζ were respectively set, in the present work, to 150
and 20 after manual tuning. Moreover, these coefficients provided the same
constraint tolerance as the interior-point algorithm. Tuning parameters is achieved
by first choosing the desired threshold for the norm of kinematic constraints
violation and the norm of bound penalisation. Kinematic constraints violation and
bound penalisation are then evaluated on a trial using initial values of γ and ζ.
Using the results of this trial with initial values, the penalty factors can be tuned
higher or lower to adjust the norm of constraints violation and the norm of bound
penalisation. With the new values of γ and ζ, kinematic constraints violation and
bound penalisation are re-evaluated and compared to their desired accuracy. The
cost function variation stopping the algorithm was set to 1 10−6. This resolution is
called iterative resolution (IR) in the following paragraphs.

The Levenberg-Marquardt method mixes a Gauss-Newton approach (Bonnans
et al. (2006)) with a damping term reducing the numerical issues that appear with
ill-conditioned Jacobian matrix.

2.2. Models

In order to compare the methods, two pairs of model and experimental trials were
used. One pair implied only joints limits: open loop model and range of motion
trials. The other pair implied the mobilisation of closed loop constraints at the
forearm and the shoulder: closed loop model and throwing trials.

Open loop model
The open loop model was a full body model of 20 solids and 47 generalised
coordinates q(= q̃) (Figure 2). It was based on Klein Horsman et al. (2007) for
lower limbs and Holzbaur et al. (2005) for upper limbs. For the lower limb, there
were feet, tibiae, femurs and pelvis forming 12 generalised coordinates. The upper
limb was composed of an abdomen, a thorax, a skull, two clavicles, two scapulae,
two humeri, two radii and two hands, forming 35 generalised coordinates.

[Figure 2 about here.]

Closed loop model
The closed loop model was an upper limb model of 17 solids and 67 generalised
coordinates q (Figure 3). The forearm model was taken from Pennestrì et al.
(2007) and the shoulder complex model was taken from Seth et al. (2016). The
forearm model was composed of a humerus, a radius and ulna while the shoulder
complex was composed of a clavicle, a scapula and a thorax.
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The shoulder model added other scleronomic constraints than only closed loop
ones : each scapula was constrained to slide on a thorax ellipsoid. The scapula was
defined with 7 generalised coordinates, with 3 translation coordinates as a function
of 4 rotation coordinates. Then q̃ is composed of only 61 generalised coordinates,
excluding the positions coordinates of the scapulae. Three prismatic joints were
used to define this sliding of each scapula. One prismatic joint per arm was also
used between radius and ulna.

[Figure 3 about here.]

[Figure 4 about here.]

The kinematic constraints were expressed from a closed loop modeled by a
connectivity graph Featherstone (2008), as shown in Figure 4. The loop was open
between one solid p and its clone, named shadow s Samin and Fisette (2003).
Constraints equations closed the loop by overlaying the frames of the solid and its
shadow. This led to six equations (orientation and position). We defined two paths
that started from the closest common ancestor and joined the solid and its clone.
Both position and orientation of the solid p and of its shadow s were reconstructed
following both paths respectively. Then overlaying constraints were expressed
as Postiau (2004):

{
xs(q)− xp(q) = 0

RT
s (q)Rp(q)− I3 = 0

(7)

where Rj is the rotation matrix from closest common ancestor to solid j and xj

is the position of the solid j in the closest common ancestor frame.
These vector equations gave 12 scalar equations. To reduce the number of

equations, as we know Rloop(q) = RT
s (q)Rp(q) is a rotation matrix, we identified

the diagonal of Rloop to ones. Indeed, the Rloop is a rotation matrix as a product
of rotation matrices,so its columns are orthogonal and their norm are equal to one
(rotation matrix properties (Jennings, 2020)). So if the diagonal of Rloop is equal
to one, then the rest of Rloop is automatically filled with zeros to keep
orthogonality properties. Thanks to this technique, only six equations lasted.

For the closed loop model, closing the loops led to 24 scleronomic equations to
respect (6 equations per loop : 2 loops for forearms, 2 loops for shoulders).

Both open loop and closed loop models were adjusted with geometrical
parameters were taken from Dumas et al. (2007); Pennestrì et al. (2007); Seth
et al. (2016) and then scaled to subjects’ size and mass using the CusToM scaling
routine Muller et al. (2019); Puchaud et al. (2020) based on motion capture data.

2.3. Experimental data

Range of motion trials
Five female and eleven male subjects (height: 178 ± 7.5 cm, mass: 69.7 ± 10 kg)
were asked to mirror the movements of the experimenter. The movements
consisted in the sequential actuation of all body joints one by one along their full
range of motions (ROM). Their movements were captured using the optoelectronic
system Qualisys (200Hz, composed of 22 12 Mpixels cameras). These experiments
were approved by a National Ethics Commitee (Comité Opérationnel d’Evaluation
des Risques Légaux et Ethiques, 2021-06).

Throwing trials
Overhead throwing trials (THW) raw data were taken from another study Cruz
Ruiz et al. (2017) for five other subjects who were asked to throw a ball to a static
target at different distances. Eighteen trials per subject were used for this study.
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2.4. Methods comparison and performance criteria

Both methods were implemented in CusToM (Muller et al., 2019), a Matlab
toolbox for musculoskeletal analysis. Data processing were made on Intel(R)
Core(TM) i9-10900 CPU @2.80GHz with a 32.0GB RAM, on a Windows 64bits
operating system. Matlab version was R2021a.

The two methods were compared through these metrics:

• Computation frequency (Hz): inverse of the time needed to process the inverse kinematic step
of one time frame (unit: Hz)

• Reconstruction error (cm): root mean square error between experimental and model markers
• Constraints violation (position : cm/ rotation : no unit): norm of position constraints and

rotation constraints from (7)
• Limits violation (prismatic joint : cm/ revolute joint : ◦): root of the bound penalisation p(q̃).

A limits violation of 0 means that the joint coordinate lied in its joint limits.
• Joint coordinates difference (cm or ◦): root mean square error between joint coordinates result-

ing from optimisation routine and those from iterative resolution

In order to determine if the joints coordinates difference was significant or not,
we compared it to the noise from the motion capture. Experiments trials used in
this study were captured with an accuracy lower than 1 mm, however the motion
capture uncertainty was set to 1 mm, as proposed by Chèze (2014) to estimate
motion capture noise. As a coarse approximation, we moved one marker from the
hand and one marker from the foot of 1mm in every direction. The maximum
absolute angle error on the pelvis joint was about 0.1 rad (5.7 ◦) and the
maximum absolute error on the 6 d.o.f’s prismatic joint was about 0.1mm. We
used these thresholds to determine whether the error between OR and IR was
significant or not.

[Figure 5 about here.]

[Figure 6 about here.]

3. Results

Results for computation frequency, reconstruction error, constraints violation and
limits violation are gathered in Tables 1 and 2. As there was no constraints nor
prismatic joint in the open loop model, there is no value associated to constraints
violation and limits violation for prismatic joints in the ROM trials row. This is
indicated by N.A. for "non applicable".

Reconstruction error
For every subject and for both models and trials, the mean reconstruction error
was under 2 cm. The 0.4 cm difference between throwing trials and ROM trials can
be explained by the models difference. Indeed, when the joint coordinates must
both follow the markers while respecting the kinematic constraints, it can lead to a
poorer tracking of the markers, depending on the ability of the model to properly
mimic the motion.

The closed loop model had kinematic constraints that prevented from precisely
following the markers of the upper limb.

For the ROM trials, the mean reconstruction error was 1.12 cm (optimisation
routine) for the lower limb among the sixteen subjects, whose models were
calibrated with motion capture data. For throwing trials, the mean reconstruction
error among all subjects was 1.19 cm (optimisation routine).

Although the reconstruction errors from our methods were higher than those
from the literature, it should be noted that both methods gave similar
reconstruction errors. Indeed, the main goal here was to verify that the results of
the two methods were equivalent, which is the case for the reconstruction error.

More precisely, the reconstruction error from the iterative resolution was
systematically lower than the one from the optimisation routine. Since the
constraints were relaxed in the iterative resolution, the algorithm could find a
lower minimum in the reconstruction error. Although the minimum was lower from
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one method to another, the reconstruction errors were not substantially different
(0.01 cm difference between OR and IR).

Constraints violation
Kinematic constraints were present only in the closed loop model. Optimisation
routine results were under 1 10−7 constraints violation, in accordance with the
tolerance of h(f(q̃)) in the optimisation routine of 1 10−6. The results from the
iterative resolution were under 5 10−7 constraints violation, so they were under the
threshold of the optimisation routine. One can then consider that both resolutions
equivalently respected kinematic constraints.

Limits violation
As the optimisation routines strictly respected the joint coordinates limits, the
limits violation systematically equalled zero. For all the trials, the limits of revolute
joints were at their worst exceeded by 2 ◦for IR algorithm. As it was less than half
lower than the threshold of the motion capture noise (5.7 ◦), this violation can be
considered negligible compared to the overall accuracy of the capture.

Prismatic joint limits were never exceeded for all the throwing trials and all the
subjects. This means that scapulae stayed in the defined range near the thorax.

Joint coordinates difference
Figure 5 shows joint angles at different joints (one distal joint, one less distal
joint and two proximal joints) of the body for a ROM trial while Figure 6 shows
joint angles at the upper arm for a throwing trial. The time when the relative
difference between the two solutions was higher than the noise (0.1 rad/5.7 ◦ or 0.1
mm) is underlined by a light straight line. When this difference was due to a limit
violation in the iterative resolution, it is underlined by a dark straight line.

For each joint and each trial, we computed the time when the difference
between the solutions was higher than motion capture noise. This time was divided
by the total time of each trial to obtain a percentage for every trial and every
subject. Each point in Figure 7 is associated to a joint and a trial. In Figure 7,
the majority of joint results difference were higher than motion capture noise
during less than 20% of the time of the trial, as it can be seen with the median in
gray vertical line. Other joint results were above motion capture noise during 20%
to 100% of the time of the trial, evenly scattered in this range.

[Figure 7 about here.]

For each joint coordinate, each trial and each subject, the root mean square
error was computed between the solution from the optimisation routine and the
iterative resolution. In Figure 8, each joint coordinate result is categorised :

• if the joint belongs to a loop, it is added in the category "In loop", otherwise it is added in the
category "Not in loop"

• if the root mean square error is below motion capture noise, it is added to the category "Below
measurement noise", otherwise it is added in the category "Above measurement noise"

• if the joint is a revolute joint (respectively a prismatic joint), it is added to the category
"Revolute joints" (respectively "Prismatic joints")

As it can be seen in Figure 8, there was a significant difference between joints
in or not in loop for being above measurement noise: there was approximately 4
times more joints in loop than joints not in loop above the measurement noise. It
can be noticed that there were more joints in loop than joints not in loop. Still,
24% of the joints in loop were above the measurement noise while 12% of the joints
not in loop were above the measurement noise. One can deduce that the majority
of the data in Figure 7 above 20% were due to joints in loops.

Figure 8 shows also that the large majority of angles were below the
measurement noise and that the prismatic joints solutions were more likely to be
different above the measurement noise.

[Figure 8 about here.]
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The same analysis can be done for ROM trials: mean results difference was higher
than motion capture noise less than 6% of the time of the trial. Maximum 1% of
the time was due to joint limit violation, as it can be seen in Figure 9.

[Figure 9 about here.]

As it can be seen when comparing Figures 7 and 9, the mean percentage of
time when the solutions were above the motion capture noise are different : less
than 20% for THW trials and less than 4% for ROM trials.

[Table 1 about here.]

[Table 2 about here.]

Computational gain versus reconstruction error precision
The optimisation routine was about 20 times slower than the iterative resolution:
31.6 10−2 Hz (OR-THW) vs 6.79 Hz (IR-THW). In both cases, the upper body
model model took more time to solve than the full body model, because of a
higher number of generalized coordinates and the presence of constraints in the
upper body model. Fohanno et al. (2014) reported a frequency of 15 Hz for the use
of a Kalman filter on a penalty problem and Ayusawa and Nakamura (2012)
reported a frequency of 17 Hz with a quasi-Newton method with a decomposed
gradient computation.

The two resolutions were compared with a tolerance of 1 10−6 on the variation
on the cost function. For the iterative resolution, one could change this tolerance
to gain some computational time. This is what is displayed in Figure 10: for one
subject and each throwing trial the deviation to the optimal reconstruction error
-the difference between the reconstruction error at the set tolerance and the
reconstruction error at a tolerance of 1 10−6 is plotted as a function of the
computation frequency. Among all the points, the maximum mean constraint error
was under 4 10−4 cm. By changing the tolerance to 1 10−5, the computation time
was divided by 4 while loosing 0.1 cm of precision in the reconstruction error and
keeping acceptable constraint violation (under 1 10−3 cm). Changing the tolerance
can allow the method to reach the frequencies of the literature.

[Figure 10 about here.]

For the ROM trial, the change function tolerance can be adjusted to 0.5 while
having the loss in precision in the reconstruction error under the tolerance of 1 mm
(Figure 11). The frequency associated to this function tolerance is 57 Hz.

[Figure 11 about here.]

4. Discussion

Reconstruction error
The mean reconstruction errors were under 2 cm, which lied in the literature range
reported by Begon et al. (2018) (from 4 mm to 40 mm). More precisely, Puchaud
et al. (2020) reported mean reconstruction errors in literature under 1 cm for the
lower limb (twenty-six subjects, calibration based on imagery data) while Muller
et al. (2015) indicated a maximum reconstruction error for a full-body model of 1.3
cm (one subject, calibration based on motion capture data). Seth et al. (2016)
reported a maximum mean reconstruction error for a closed loop shoulder model of
0.19 cm for a flexion shoulder trial (twelve subjects, calibration based on bone-pin
motion capture data) while Laitenberger et al. (2014) reported a mean
reconstruction error under 0.5 cm for a flexion forearm trial (fifteen subjects,
calibration based on motion capture data). Among all the ROM trials, four
subjects had a mean marker error reconstruction above 3 cm at the sternum. One
of them was a man with a non-standard body mass index and the others were
women. The particularities of these subjects were not well represented in the

8



generic model that we used, based on data representing the 50th percentile male
from the U.S. army personnel Gordon et al. (1988); Holzbaur et al. (2005). For the
throwing trials, the ellipsoid of the scapulothoracic joint model used Seth et al.
(2016) was not calibrated for each subject, which could explain the difference
between our reconstruction error and the one from literature.

A poor kinematic reconstruction directly impacts the inverse dynamics step and
the muscle recruitment problem. Indeed, Muller (2017) showed that non-zero
dynamic residuals were mostly due to kinematic uncertainties. These uncertainties
come from both the motion capture and the assumptions of the model, namely
idealised pin joints and rigidity of body segments, neglect of soft-tissue artefact
interacting with marker positions during trials Faber et al. (2018) is a source of
uncertainties.

Towards real-time
Kannape and Blanke (2013) defined the maximum time delay before the feedback
to the user loses its relevance at 75 ms. van der Kruk and Reijne (2018) reported
that for sports, motion capture varies between 50 and 250 Hz. For a fast movement
such as downhill skiing, it is necessary to capture the movement in high frequency
to avoid losing information. All captured instants must therefore be processed by
the Multibody kinematics optimisation problem. This means that the proposed
penalty method cannot process an input stream in real time even at 50 Hz.
Furthermore, the computation time has to be increased for taking into account the
latency of the motion capture, the labelling process and the data transfer time
from the capture system to the computational code, to have a delay under 75 ms.
A possible computational gain could be achieved by implementing this resolution
with a compiled and optimised program code, which is not the case of this study.

On the reliability of hard constraints
As the iterative resolution was allowed to go beyond the joints limit, it gave a
different solution for some joints within the closed loops, like scapula
elevation-depression in Figure 6. On the same motion capture, it seems more
anatomically correct that the joint articulation went a little bit beyond its joint
limit than shifting from 18 ◦ in less than 0.06 s (scapula elevation-depression, at
approximately 0 seconds). This example raises an issue about keeping hard joint
limits and kinematic constraints that can lead to wrong joint coordinates. The
Figure 7 showed that the majority of joint results difference were higher than
motion capture noise during less than 20% of the time of the trial. This may be
due to the joints within the loops: as they must stay within joints limits and the
loop those two constraints can lead to very different solutions, as for the scapula
elevation in Figure 6.

This analysis is confirmed by the comparison between THW and ROM trials :
the differences in OR and IR resolutions were higher in THW trials than in ROM
trials. This difference is due to the presence of kinematic constraints in the model
used for THW motion. Indeed, in the ROM trials there was only limits violation to
handle while in the THW trials, kinematic constraints and joints limits had to be
respected at the same time. Respecting only joints limits gave similar results
between IR and OR while adding kinematic constraints led to different results for
the two strategies.

Perspectives
As highlighted by Cerveri et al. (2005), the non-ideality of human joints can lead
to errors in the estimation of kinematical motion. One can then model human
joints with clearance joints (Flores and Ambrósio, 2004), as used by Quental et al.
(2016) for the gleno-humeral joint. We could consider clearance joints in the
iterative resolution, by using a 6-dof joint between two bodies and then by
choosing the appropriate penalty factor associated to the constraint of motion in
the 6-dof joint. We used a Levenberg-Marquardt method to solve the iterative
resolution. Other methods could be explored : extended Kalman filter, which is
known to work on different type of motion (e.g. cyclic motions Fohanno et al.
(2014) or fencing motion Cerveri et al. (2003)), or classical descent algorithms
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(Quasi-Newton method, Conjugate Gradient method) (Ayusawa and Nakamura,
2012). It is also important to assure the kinematic consistency of the velocities and
accelerations resulting from the derivatives of the generalised coordinates of a
constrained system (Alonso et al., 2010; Moissenet et al., 2012; Silva and
Ambrósio, 2002). Future studies should strive to achieve this kinematic consistency
using time efficient computation methods.

Conclusion

We compared two Multibody kinematics optimisation methods: a first one using a
hard-constraint solving method and a second one using a penalty method. These
resolutions were compared through experimental data and two models (full body
(open loop) and upper limb with closed loops).

For open loop models, the performances (reconstruction error, limit violation,
constraints violation) and the joints coordinates results were equivalent most of the
time for both resolutions. For closed loop models, the performances were equivalent
but some of the joints coordinates results showed different behaviours. Some
sensitivity study on the penalty factors could be made in order to understand their
impact on the solutions and give a clear guideline on how to choose them.

Finally, the iterative resolution was 20 times faster than the optimisation
routine, which can be interesting in the perspective of real-time Multibody
kinematics optimisation applications.
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Table 1.: Mean and standard deviation (between bracket) for each resolution perfor-
mance for the different types of models and trials

Computation
frequency

(Hz)

Reconstruction
error
(cm)

Constraints violation
Position

(cm)
Rotation
(no unit)

OR
THW
ROM

31.6 10−2 (2.98 10−2)
77.1 10−2 (1.98 10−2)

1.61 (16.9 10−2)
1.21 (1.25 10−3)

3.58 10−9 (9.08 10−9)
N.A.

5.66 10−9 (1.08 10−8)
N.A.

IR
THW
ROM

6.78 (2.41)
24.0 (1.12)

1.60 (16.6 10−2)
1.20 (1.25 10−3)

7.04 10−5(7.32 10−5)
N.A.

2.12 10−8 (2.00 10−8)
N.A.
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Table 2.: Mean and standard deviation (between bracket) for each resolution perfor-
mance for the different types of models and trials (continued)

Limits violation Joint coordinate
difference

Prismatic joints
(cm)

Revolute joints
(◦)

Prismatic joints
(cm)

Revolute joints
(◦)

OR
THW
ROM

0
0

0
0

N.A.
N.A.

N.A.
N.A.

IR
THW
ROM

0
N.A.

6.33 10−2 (15.8 10−2)
5.36 10−2 (4.07 10−3)

35.7 10−2 (45.1 10−2)
N.A.

4.31 (6.77)
2.20 (6.58)
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