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Abstract—This paper characterizes the trade-offs between the information and energy transmission rates, the decoding error probability, and the energy outage probability in simultaneous information and energy transmission over an additive white Gaussian noise channel. The results in this paper take into account the impact of energy harvester (EH) non-linearities on the harvested energy. The analysis is carried out in the finite block-length regime with finite constellations. Improved converse and achievability bounds that account for the EH non-linearities are presented.

I. INTRODUCTION

Simultaneous information and energy transmission (SIET) has emerged as a key enabler for the sixth generation (6G) [1] of wireless communication systems. SIET provides the means of remotely energizing low-power devices such as sensors and actuators using information-carrying radio frequency (RF) signals, thus relieving these devices from their dependence on manual battery re-charging. Most existing works in this area, e.g., [2]–[8], consider SIET in the asymptotic block-length regime. In this case, the decoding error probability (DEP) and the energy outage probability (EOP) can be made arbitrarily close to zero. However, in the finite block-length regime, which is the subject of this paper, the DEP and EOP are bounded away from zero. Earlier research on SIET in the finite block-length regime can be found in [9]–[12]. This work builds upon the work of [11] and [12], by accounting for the impact of the rectenna non-linearities [13]–[16] on the expected energy harvested from an RF signal. The trade-offs between the information and energy rates, DEP, and EOP are also characterized.

A. System Model

The system consists of a transmitter, an information receiver (IR), and an energy harvester (EH). The objective of the transmitter is to simultaneously send information to the IR at a rate of $R$ bits per second; and energy to the EH at a rate of $B$ Joules per second over an additive white Gaussian noise (AWGN) channel. The transmission takes place over a finite duration of $n \in \mathbb{N}$ channel uses. The transmitter uses $L$ symbols from the set

$$\mathcal{X} \triangleq \{x^{(1)}, x^{(2)}, \ldots, x^{(L)}\} \subset \mathbb{C}$$

that contains all possible channel input symbols. That is,

$$L \triangleq |\mathcal{X}|.$$ (2)

For all $m \in \{1, 2, \ldots, n\}$, denote by $\nu_m \in \mathcal{X}$, the symbol to be transmitted during channel use $m$. Denote the vector of channel input symbols over $n$ channel uses by

$$\nu = (\nu_1, \nu_2, \ldots, \nu_n)^T.$$ (3)

The baseband frequency of the transmitter in Hertz (Hz) is denoted by $f_w$. Denote by $T = \frac{1}{f}$, the duration of a channel use in time units. Hence, the transmission takes place during $nT$ time units. The complex baseband signal at time $t$, with $t \in [0, nT]$ is given by

$$x(t) = \sum_{m=1}^{n} \nu_m \text{sinc} \left( f_w (t - (m - 1)T) \right),$$ (4)

where the notation $\text{sinc}$ represents the normalized cardinal sine function [17] (5.20)). The signal $x(t)$ in (4) has a bandwidth of $\frac{f_w}{2} > 0$ Hz. Let $f_c > \frac{f_w}{2}$ denote the center frequency of the transmitter. The RF signal input to the channel at time $t$, denoted by $\tilde{x}(t)$, is obtained by the frequency up-conversion of the baseband signal $x(t)$ in (4) as follows:

$$\tilde{x}(t) = \Re \left( x(t) \sqrt{2} \exp(i2\pi f_c t) \right),$$ (5)

where $i$ is the complex unit. The RF outputs of the AWGN channel at time $t \in [0, nT]$ are the random variables

$$Y(t) = \tilde{x}(t) + N_1(t),$$ and

$$Z(t) = \tilde{x}(t) + N_2(t),$$

where, for all $t \in [0, nT]$, the random variables $N_1(t)$ and $N_2(t)$ represent real white Gaussian noise with zero mean and variance $\sigma^2$. $Y(t)$ and $Z(t)$ are the inputs to the IR and the EH, respectively.

At the IR, the received signal $Y(t)$ in (6a) is first multiplied with $\sqrt{2} \exp(-i2\pi f_c t)$ to obtain the down-converted output. The down-converted output is then passed through a unit gain low pass filter with impulse response $f_w \text{sinc} (f_w t)$ that has a cut-off frequency of $\frac{f_w}{2}$ Hz to obtain the complex signal $\tilde{Y}(t)$.
baseband equivalent of \( Y(t) \). This is followed by ideally sampling the complex baseband output at intervals of \( 1/f_w \).

The resulting discrete time baseband output at the end of \( n \) channel uses is given by the following random vector [18 Section 2.2.4]:

\[
Y = \nu + N,
\]

where the vector \( Y = (Y_1, Y_2, \ldots, Y_n)^T \in \mathbb{C}^n \) is the input to the IR; \( \nu \) is the vector of channel input symbols in (2); and \( N = (N_1, N_2, \ldots, N_n)^T \in \mathbb{C}^n \) is the noise vector such that, for all \( m \in \{1, 2, \ldots, n\} \), the random variable \( N_m \) is a complex circularly symmetric Gaussian random variable whose real and imaginary parts have zero means and variances \( \frac{1}{2}\sigma^2 \). Moreover, the random variables \( N_1, N_2, \ldots, N_n \) are mutually independent (see [18, Section 2.2.4]). That is, for all \( \nu = (\nu_1, \nu_2, \ldots, \nu_n)^T \in \mathbb{C}^n \), the conditional probability density function of the channel output \( Y \) in (7) is given by

\[
f_Y|X(y|x) = \prod_{m=1}^n \frac{1}{\pi\sigma^2} \exp \left( -\frac{|y_m - \nu_m|^2}{\sigma^2} \right).
\]

The EH does not down-convert or filter the received input \( Z(t) \) (see [13] and [14]). The RF signal \( Z(t) \) in (6b) is used as is for harvesting the energy contained in it.

II. INFORMATION AND ENERGY TRANSMISSION

Within the framework of Section II-A, two tasks must be accomplished: information transmission and energy transmission.

A. Information Transmission

Let \( M \leq 2^n \log L \) be the number of message indices, with \( L \) in (2). To reliably transmit a message index, the transmitter uses an \((n, M)\)-code defined as follows.

**Definition 1.** \((n, M)\)-code: An \((n, M)\)-code for the random transformation in (7) is a system

\[
\{(u(1), D_1), (u(2), D_2), \ldots, (u(M), D_M)\},
\]

where, for all \((i, j) \in \{1, 2, \ldots, M\}^2 \), \( i \neq j \),

\[
\begin{align*}
\mathcal{D}_i &= \{u(i), u_2(i), \ldots, u_n(i)\} \subseteq \mathcal{X}^n, \\
\mathcal{D}_i \cap \mathcal{D}_j &= \emptyset, \\
\bigcup_{i=1}^M \mathcal{D}_i &= \mathcal{C}^n, \quad \text{and} \\
|u_m(i)| &\leq P,
\end{align*}
\]

where \( P \) is the peak-amplitude constraint and \( \mathcal{X} \) is defined in (1).

Assume that the transmitter uses the \((n, M)\)-code

\[
\mathcal{C} \triangleq \{(u(1), D_1), (u(2), D_2), \ldots, (u(M), D_M)\}
\]

that satisfies (10). The results in this paper are presented in terms of the types induced by the codewords of such a code.

Given an \((n, M, \epsilon, B, \delta)\)-code \( \mathcal{C} \) in (11), the type induced by the codeword \( u(i) \), with \( i \in \{1, 2, \ldots, M\} \), is a probability mass function (pmf) whose support is equal to or a subset of \( \mathcal{X} \) in (1). This pmf is denoted by \( P_{u(i)}(x) \) and for all \( x \in \mathcal{X} \),

\[
P_{u(i)}(x) \triangleq \frac{1}{n} \sum_{t=1}^n \mathbb{1}_{\{u_t(i) = x\}}.
\]

The type induced by all the codewords in \( \mathcal{C} \) is also a pmf on the set \( \mathcal{X} \) in (1). This pmf is denoted by \( P_{\mathcal{C}} \) and for all \( x \in \mathcal{X} \),

\[
P_{\mathcal{C}}(x) \triangleq \frac{1}{M} \sum_{i=1}^M P_{u(i)}(x).
\]

A class of codes that is of particular interest in this study is that of homogeneous codes, which are defined hereunder.

**Definition 2** \((n, M, \epsilon, B, \delta)\)-code for the random transformation in (7) of the form in (11) is said to be homogeneous if for all \( x \in \mathcal{X} \), it holds that

\[
P_{u(i)}(x) = P_{\mathcal{C}}(x),
\]

where, \( P_{u(i)} \) and \( P_{\mathcal{C}} \) are the types defined in (12) and (13), respectively.

The information rate of any \((n, M)\)-code \( \mathcal{C} \) is given by

\[
R(\mathcal{C}) = \frac{\log_2 M}{2^n \log L} \text{ bits per channel use.}
\]

To transmit the message index \( i \in \{1, 2, \ldots, M\} \), the transmitter uses the codeword \( u(i) = (u_1(i), u_2(i), \ldots, u_n(i)) \) in (10a). That is, at channel use \( m \), with \( m \in \{1, 2, \ldots, n\} \), the transmitter inputs the RF signal corresponding to symbol \( u_m(i) \) into the channel. At the end of \( n \) channel uses, the IR observes a realization of the random vector \( Y \) in (7) with \( \nu = u(i) \). The IR decides that the message index \( i \), with \( i \in \{1, 2, \ldots, M\} \), was transmitted if the event \( Y \in \mathcal{D}_i \) takes place, with \( \mathcal{D}_i \) in (11). That is, the set \( \mathcal{D}_i \subseteq \mathcal{C} \) is the region of correct detection for message index \( i \). Therefore, the average DEP associated with code \( \mathcal{C} \) is given by

\[
\gamma(\mathcal{C}) \triangleq \frac{1}{M} \sum_{i=1}^M \left( 1 - \int_{\mathcal{D}_i} f_{Y|X}(y|u(i)) \, dy \right).
\]

This leads to the following refinement of Definition 1.

**Definition 3** \((n, M, \epsilon)\)-codes. An \((n, M, \epsilon)\)-code \( \mathcal{C} \) for the random transformation in (7) is said to be an \((n, M, \epsilon)\)-code if

\[
\gamma(\mathcal{C}) < \epsilon,
\]

with \( \gamma(\mathcal{C}) \) in (15).

B. Energy Transmission

While transmitting message \( i \in \{1, 2, \ldots, M\} \), the channel output observed at the EH is denoted by \( Z_i(t) \), with \( t \in [0, nT] \). From (9) and (6b), the channel output \( Z_i(t) \) is given by

\[
Z_i(t) = \Re \left( \sqrt{2} \sum_{m=1}^n u_m(i) \text{sinc}(f_w(t - (m - 1)T)) \exp(i2\pi f_w t) \right) + N_2(t)
\]

\[
= x_i(t) + N_2(t),
\]
where, for all \( m \in \{1, 2, \ldots, n\} \), the complex \( u_m(i) \) is the \( m \)th symbol of the codeword \( u(i) \) in (10a); for all \( t \in [0, nT] \), the signal \( x_i(t) \) in (18) is

\[
x_i(t) = \Re \left( \sqrt{2} \sum_{m=1}^{n} u_m(i) \text{sinc} \left( f_w (t - (m - 1)T) \right) \right) \exp (i2\pi f_t t) ;
\]

(19)

and the random variable \( N_2(t) \) is a real Gaussian random variable with zero mean and variance \( \sigma^2 \) in (5) and it induces the probability measure \( P_{N_2} \) on the measurable space \( (\mathbb{R}, \mathcal{F}) \).

For all \( t \in [0, nT] \), the channel output \( Z_i(t) \) in (18) is a real Gaussian random variable with mean \( x_i(t) \) and variance \( \sigma^2 \).

Due to the presence of non-linear elements such as diodes in the EH circuits, the expected energy harvested from a signal is a function of higher powers of the signal magnitude [14] in addition to the squared magnitude as was conventionally assumed (see [3], [6] and [10]). Recent research on EH non-linearities from [13]–[15] has shown that energy models that do not account for these non-linearities result in inaccurate estimates of the harvested energy. In fact, the non-linear energy model in [13], [14] states that the energy harvested from a signal is proportional to the DC component of the second and fourth powers of the signal. Using this model, for all \( i \in \{1, 2, \ldots, M\} \), the expected energy harvested from the channel output \( Z_i(t) \) in (18) during the time \( t \in [0, nT] \) is given by the following [14]

\[
e_i = 0.0034 \sum_{m=1}^{n} |u_m(i)|^2 + 0.3829 \sum_{m=1}^{n} |u_m(i)|^4 ,
\]

(20)

where, for all \( m \in \{1, 2, \ldots, n\} \), the complex \( u_m(i) \) is in (10a).

C. Energy Outage Probability

Let \( W \) be a random variable that denotes the message index sent during time \( t \in [0, nT] \). For all \( i \in \{1, 2, \ldots, M\} \), the probability of transmitting message index \( i \) is \( P_W (i) = \frac{1}{M} \). The energy harvested during time \( t \in [0, nT] \) is also a random variable \( E \) that is equal to \( e_i \) in (20) when message \( i \in \{1, 2, \ldots, M\} \) is transmitted. The conditional probability of harvesting energy \( e \) given that message \( i \) was transmitted is \( P_E | W (e | i) = 1 \). The probability that energy \( e \) is harvested in \( n \) channel uses is given by:

\[
P_E (e) = \sum_{i=1}^{M} P_E | W (e | i) P_W (i) = \frac{1}{M} \sum_{i=1}^{M} 1_{\{e = e_i\}} .
\]

(21)

The EOP associated with code \( \mathcal{C} \) is defined as follows:

\[
\theta(\mathcal{C}, B) \triangleq P_E ([0, B]) = \sum_{i \in \{1, 2, \ldots, M\} : e_i < B} P_E (e_i) \tag{22}
\]

\[
= \frac{1}{M} \left| \{ i \in \{1, 2, \ldots, M\} : e_i < B \} \right| = \frac{1}{M} \sum_{i=1}^{M} 1_{\{e_i < B\}} .
\]

(23)

where, \( P_E \) is the probability measure defined in (21) and \( e_i \) is defined in (20).

From (23), several interesting insights can be derived about \( \theta(\mathcal{C}, B) \). The EOP \( \theta(\mathcal{C}, B) \) can only take discrete values in the set \( \{0, \frac{1}{M}, \frac{2}{M}, \ldots, 1\} \). Moreover, for homogeneous codes [11], Definition 4, it holds that \( \theta(\mathcal{C}, B) \in \{0, 1\} \). The following refinement of Definition 3 follows from (22).

Definition 4 ((n, M, \epsilon, B, \delta)-code). An \((n, M, \epsilon, B, \delta)\)-code for the random transformation in (7) is said to be an \((n, M, \epsilon, B, \delta)\)-code if

\[
\theta(\mathcal{C}, B) < \delta .
\]

(24)

III. CODE CONSTRUCTION

The process of characterizing an achievable information-energy region for SIET with finite constellations requires the construction of an \((n, M)\)-code \( \mathcal{C} \) of the form in (11). The construction of the code begins with the construction of the channel input symbols. Consider a constellation formed by \( C \) layers, with \( C \in \mathbb{N} \). A layer is a subset of symbols in \( C \) that have the same magnitude. For all \( c \in \{1, 2, \ldots, C\} \), denote by \( L_c \in \mathbb{N} \) the number of symbols in the \( c \)th layer and let \( A_c \in \mathbb{R}^+ \) be the amplitude of the symbols in layer \( c \). Denote such a layer by \( U_c (A_c, L_c) \). That is,

\[
U_c (A_c, L_c) \triangleq \{ x_c^{(1)}, x_c^{(2)}, \ldots, x_c^{(L_c)} \} ,
\]

(25a)

where, for all \( \ell \in \{0, 1, 2, \ldots, (L_c - 1)\} \)

\[
x_c^{(\ell)} = \frac{A_c}{L_c} \exp \left( \frac{2\pi i \ell}{L_c} \right) .
\]

(25b)

Using (25a), the set \( \mathcal{X} \) in (1) satisfies

\[
\mathcal{X} = \bigcup_{c=1}^{C} U_c (A_c, L_c) .
\]

(25c)

The vector of the amplitudes in (25c) is denoted by

\[
A_c = (A_1, A_2, \ldots, A_C)^T ;
\]

(25d)

and the vector of the number of symbols in each layer in (25c) is denoted by

\[
L_c = (L_1, L_2, \ldots, L_C)^T .
\]

(25e)

The total number of symbols \( L \) in (2) for \( \mathcal{X} \) in (25c) is \( L = \sum_{c=1}^{C} L_c \). Without any loss of generality, assume that \( A_1 > A_2 > \ldots > A_C \).

The construction of the \((n, M)\)-code \( \mathcal{C} \) is as follows. For all \( c \in \{1, 2, \ldots, C\} \), let \( p_c \in [0, 1] \) be the frequency with which symbols of the \( c \)th layer appear in the code. The resulting probability vector is denoted by

\[
p = (p_1, p_2, \ldots, p_C)^T ,
\]

(25f)

where, for all \( c \in \{1, 2, \ldots, C\} \),

\[
p_c = \frac{1}{Mn} \sum_{i=1}^{M} \sum_{m=1}^{n} 1_{\{u_m(i) \in U_c\}} .
\]

(25g)

with \( U_c \) defined in (25a). The symbols within a layer are used with the same frequency in \( \mathcal{C} \). Hence, for all \( c \in \{1, 2, \ldots, C\} \), the following holds

\[
p_c = p_c .
\]

(25h)
Theorem 1. Consider any homogeneous \((n, M, \epsilon, B, \delta, \beta)\)-code \(\mathcal{C} \in \mathcal{C}(C, A_c, L_c, p, r)\) in (25c) with the constellation \(\mathcal{X}\) in (25a). Then, the following hold:

\[
P_e(x) \triangleq \frac{1}{M^n} \sum_{m=1}^{M} \sum_{i=1}^{n} \mathbb{I}_{u_m(i) = x} = \frac{p_c}{L_c}. \tag{25h}
\]

The decoding set \(G_c(x) \subseteq \mathcal{C}\) associated with the symbol \(x_c\) in (25a) is a circle of radius \(r_c \in \mathbb{R}^+\) centered at \(x_c\). That is,

\[
G_c(x) = \left\{ y \in \mathcal{C} : |y - x_c|^2 \leq r_c^2 \right\}. \tag{25i}
\]

The decoding region for the codeword \(u(i)\) is

\[
D_i = D_{i,1} \times D_{i,2} \times \ldots \times D_{i,n}, \tag{25j}
\]

where, for all \(i \in \{1, 2, \ldots, M\}\), \(c \in \{1, 2, \ldots, C\}\), \(m \in \{1, 2, \ldots, n\}\), and \(\ell \in \{1, 2, \ldots, L_c\}\) when \(u_m(i) = x_c\), then, \(D_{i,m} = G_c(x_c)\). This defines a family of \((n, M, \epsilon, B, \delta, \beta)\)-codes denoted by

\[
\mathcal{C}(C, A_c, L_c, p, r), \tag{26}
\]

with the number of layers \(C\) in (25c), \(A_c\) in (25d), \(L_c\) in (25e), \(p\) in (25f) and \(r\) in (25g).

IV. THE INFORMATION-ENERGY REGION

The information-energy region for finite block-length SIET with finite constellations has been characterized in [11] and [12]. This section summarizes these results and provide improved bounds on the EOP \(\delta\) that account for the EH non-linearities that are modeled in Section II-B. The following theorem characterizes a converse region for codes in \(\mathcal{C}(C, A_c, L_c, p, r)\) in (26).

Theorem 2. A homogeneous \((n, M, \epsilon, B, \delta, \beta)\)-code \(\mathcal{C} \in \mathcal{C}(C, A_c, L_c, p, r)\) in (26) is an \((n, M, \epsilon, B, \delta, \beta)\)-code if the following hold:

\[
L_c \leq \frac{\pi}{2 \arcsin \frac{\epsilon}{2A_c}}; \tag{30a}
\]

\[
M \leq \frac{n!}{\prod_{c=1}^{C} \left( \left( \frac{\epsilon}{2A_c} \right)^{L_c} \right)}; \tag{30b}
\]

\[
\delta > \frac{1}{M} \sum_{i=1}^{M} \mathbb{I}_{\{e_i < B\}}; \quad \text{and} \tag{30c}
\]

\[
\epsilon \geq 1 - \prod_{c=1}^{C} \left( 1 - \exp \left( -\frac{\sigma^2}{\sigma^2} \right) \right)^{n_p}; \tag{30d}
\]

where, for all \(i \in \{1, 2, \ldots, M\}\), the real \(e_i \in [0, \infty)\) is defined in (20); the complex \(\bar{x} \in \mathcal{X}\) denotes the nearest neighbor of the symbol \(x \in \mathcal{X}\), i.e.,

\[
\bar{x} \in \arg \min_{y \in \mathcal{X}\setminus\{x\}} |x - y|; \tag{28}
\]

and \(x^* \in \mathcal{X}\) is such that

\[
x^* \in \arg \max_{x \in \mathcal{X}} \left( 1 - Q \left( \frac{|x - \bar{x}|}{\sqrt{2}\sigma^2} \right) - \frac{\sigma}{\sqrt{2}|x - \bar{x}|} \log \left( \frac{P_e(x^*)}{P_e(x)} \right) \right). \tag{29}
\]

The function \(Q\) in (33c) and (33s) is the Q function defined in [19, Equation (2.3 - 10)].

Proof. The proofs of (33a) and (33c) are provided in [20, Section 4] and (33b) follows from (23) and (24).

The following theorem provides various achievability bounds for codes in the family \(\mathcal{C}(C, A_c, L_c, p, r)\) in (26).

Theorem 3. Consider any homogeneous \((n, M, \epsilon, B, \delta, \beta)\)-code \(\mathcal{C} \in \mathcal{C}(C, A_c, L_c, p, r)\) in (26) with the constellation \(\mathcal{X}\) in (25a). Then, the following hold:

\[
M \leq \frac{n!}{\prod_{c=1}^{C} \left( \left( \frac{\epsilon}{2A_c} \right)^{L_c} \right)}; \tag{30a}
\]

\[
\delta > \frac{1}{M} \sum_{i=1}^{M} \mathbb{I}_{\{e_i < B\}}; \quad \text{and} \tag{30b}
\]

\[
\epsilon \geq 1 - \prod_{c=1}^{C} \left( 1 - \exp \left( -\frac{\sigma^2}{\sigma^2} \right) \right)^{n_p}; \tag{30c}
\]

where, for all \(i \in \{1, 2, \ldots, M\}\), the real \(e_i \in [0, \infty)\) is defined in (20); the complex \(\bar{x} \in \mathcal{X}\) denotes the nearest neighbor of the symbol \(x \in \mathcal{X}\), i.e.,

\[
\bar{x} \in \arg \min_{y \in \mathcal{X}\setminus\{x\}} |x - y|; \tag{28}
\]

and \(x^* \in \mathcal{X}\) is such that

\[
x^* \in \arg \max_{x \in \mathcal{X}} \left( 1 - Q \left( \frac{|x - \bar{x}|}{\sqrt{2}\sigma^2} \right) - \frac{\sigma}{\sqrt{2}|x - \bar{x}|} \log \left( \frac{P_e(x^*)}{P_e(x)} \right) \right). \tag{29}
\]

The function \(Q\) in (33c) and (33s) is the Q function defined in [19, Equation (2.3 - 10)].

Proof. The proofs of (33a) and (33c) are provided in [20, Section 4] and (33b) follows from (23) and (24). □
Consider a homogeneous $(n, M, \epsilon, B, \delta)$-code $C$ in the family $C(C, A_c, L_c, p, r)$ in (26) with the peak-amplitude constraint $P = 20$ millivolts in (10d). The constellation $X'$ in (25c) is composed of two layers with 5 symbols in each layer, i.e., $C = 2$ and $L_1 = L_2 = 5$. The radius of the first layer is $A_1 = P$ and the radius of the second layer $A_2$ is varied to illustrate the trade-offs between various parameters of $\epsilon$. The frequency with which symbols from the first layer appear in the code is $p_1 = p = 1 - p_2$. That is,

$$p = (p, (1 - p))^T.$$  \hspace{1cm} (31)

The duration of the transmission in channel uses is $n = 100$. Since $C$ is a homogeneous code, for all $i \in \{1, 2, \ldots, M\}$, it holds that for some $e \in [0, \infty)$,

$$e_i = e,$$  \hspace{1cm} (32)

where $e_i$ is in (20).

Figure 1 shows the trade-offs between the information transmission rate $R$ and the harvested energy $e$ in microwatts ($\mu W$) in (32) as a function of $p$ in (31). Each curve in the figure is generated for some value of $A_2 < A_1$ by varying the value of $p \in [0, 1]$. The following trade-offs can be observed from this figure. The harvested energy $e$ increases as $p$ increases. This is because higher $p$ corresponds to the symbols from the first layer $c = 1$ which have higher energy being used more frequently in $C$. For a fixed value of $A_2$, in Figure 1 the information rate $R$ first increases and then decreases as a function of $e$. For each of the curves, the maximum $R = 2.13$ bits/second corresponds to uniform type, i.e., $p = 0.5$. For $p$ lesser or greater than 0.5, the bound on $R$ decreases. Moreover, the values of $R$ achieved are independent of the values of $A_1$ and $A_2$. This is due to the fact that the information rate $R$ is only a function of the number of codewords $M$ in (33a).

Figure 2 shows the variation of the harvested energy $e$ in (32) as a function of $p$ in (31). The value of $e$ increases as $p$ increases. This is because increasing $p$ means that the symbols from the layer with greater energy, i.e., $c = 1$ are used more frequently in $C$ which increases the harvested energy.

Figure 3 shows the variation of the DEP $\epsilon$ in (33c) as a function of $p$ in (31).
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