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Abstract
We present a method for efficient incorporation of integral surfaces within existing robust processing methods such as interval arithmetic and segment-tracing. We based our approach on high-level knowledge of the field function of the primitives. We show application to slicing and transparent rendering of integral surfaces based on interval arithmetic.

1. Introduction

Implicit volumes are defined as the set of points where \( f(p) \geq c \) with \( f \) a scalar field and \( c \) a given iso-value. They have many valuable properties for modeling and fabrication with additive manufacturing technologies. They allow defining effortlessly smooth volumes with arbitrary topology and provide a simple way to query whether a given point in space is inside or outside the volume.

In this work, we consider skeleton-based implicit surfaces, namely convolution surfaces [BS91] and scale-invariant integral surfaces [ZBQC13] which are both defined by integrating a kernel along a skeleton. These definitions allow representing a wide variety of geometry ranging from artistic shapes to lattices and microstructures. Recent research [PRZ17, LLZ*21] have shown that skeleton-based implicit representations provide good properties both for modeling self-supporting structures (which is essential for fabrication) and decreasing the stress concentration due to the blended shape at joints between the trusses of a lattice.

One of the core operations to prepare a model for 3D printing is called slicing. It consists of computing cross-sections of the model within horizontal planes. This can be done straightforwardly with implicit volumes by sampling field values on a regular grid defined in a given slicing plane. The same algorithm can be used both for slicing and transparent rendering [Lef13]. Such a strategy can help to reduce the number of required field evaluations.

One of the challenges with the usage of integral surfaces is the efficient incorporation in existing robust processing methods for slicing and rendering such as interval arithmetic [Mit90] and segment-tracing [GGPP20]. This is due to the complex closed-form expressions of the integrals defining the field.

We propose using both high-level knowledge on the integral surface’s primitives and analysis of the field variation to incorporate them more efficiently in algorithms based on either segment-tracing or interval arithmetic. Namely, we present a way to compute precise interval bounds for field values and directional derivatives (i.e. directional Lipschitz constant). We use these contributions inside a ray-tracing algorithm used for both rendering and slicing. In addition to robust processing, this would allow their use in a broader context (e.g., combining them with other implicit representations).

Scale-invariant integral surface In this work, we focus on scale-invariant integral surfaces [ZBQC13] which provide simple radius control, self-similarity of blending at all scales, and limited blurring of details with summation blending. Similarly to convolution surfaces [BS91], they are defined by integration of a kernel along a skeleton:

\[
 f(p) = \int_{q \in S} \frac{1}{\tau_S(q)} k \left( \frac{\|p - q\|}{\tau_S(q)} \right) dq
\]

where \( S \) is a line segment with associated linearly varying radius \( \tau_S \) and \( k \) is a kernel function. In this study, we focus on compact support kernels that provide localized field evaluation:

\[
k(d) = N \left( 1 - \left( \frac{d}{\sigma} \right)^2 \right)^\frac{\nu}{2} \text{ if } d < \sigma, 0 \text{ otherwise.}
\]

where \( n \) is the degree of the kernel, \( \sigma \) is a constant impacting the visual smoothness of blends and \( N \) is a normalization factor. For this kernel, with \( n \) even, both the field \( f \) and its gradient have closed-form expressions (see [ZBQC13]).
2. Previous work

We will first discuss the general methods for ray-tracing of implicit surfaces then the slicing methods, most of them relying on the same methodology as ray-tracing approaches.

Ray-tracing is one of the ways to visualize implicit volumes. For each pixel of an image, intersections between a ray \( r(t) = o + td \) and the implicit surface need to be computed. This is equivalent to solving \( f \circ r(t) = c = 0 \) where \( c \) is the iso-value of interest. For opaque rendering, only the first root has to be localized, while all roots need to be computed for transparent rendering.

This is a long-studied problem, for which two prominent families of techniques have been introduced: the approaches relying on self-validating numerical methods like interval arithmetic [Moore66] and the ones relying on Lipschitz bounds like sphere-tracing [Har96].

On the one hand, interval arithmetic-based methods for ray-tracing implicits [Mit90, CHMS00] replace arithmetic operations on floating points with operations on intervals of floating points. They then use bisection for root localization on these intervals. Extensions of these methods include the usage of revised-affine arithmetic [PMF20] and efficient evaluation on GPU [Kee20]. However, for integral surface representation, error accumulation due to the complexity of the expression makes these methods impractical (see supplemental material for evidence).

On the other hand, sphere-tracing [Har96] relies on the knowledge of a Lipschitz bound, e.g., an upper bound on the norm of the field gradient, in order to compute a sphere free of any iso-surface around a given point. This allows stepping along the ray without ever passing through the surface and converging toward the iso-surface. A notable extension of sphere-tracing is segment-tracing [GGPP20] which computes local directional Lipschitz bound on the ray to increase the step size. Computing transparency with this family of methods requires careful algorithm design, for which two prominent families of methods include the usage of revised-affine arithmetic on a per-primitive basis. Then we study directional Lipschitz bounds that allow improvement of our bounds in specific interval configurations and provide a way to use integral surface within the segment-tracing algorithm. Finally, as an application of our method, we present a transparent rendering algorithm that can be used for rendering and slicing.

3. Our method

Our objective is to efficiently use integral surface segment primitives with linearly varying radius inside existing robust methods such as interval arithmetic and segment-tracing. We first present a simple and efficient way to compute field bounds for use in interval arithmetic on a per-primitive basis. Then we study directional Lipschitz bounds that allow improvement of our bounds in specific interval configurations and provide a way to use integral surface within the segment-tracing algorithm. Finally, as an application of our method, we present a transparent rendering algorithm that can be used for rendering and slicing.

3.1. Per-primitive field bounds for interval arithmetic

In order to use integral surfaces inside interval arithmetic-based algorithms, we need to derive field value bounds given an interval \([t_0, t_1]\) along a ray, e.g., finding an interval \([f_{-r}, f_+]\) such that:

\[
f \circ r([t_0, t_1]) \in [f_{-r}, f_+]
\]

For the line segment primitives with linearly varying radius, given an input ray direction, the field is always monotonously increasing and then decreasing.

Monotonous intervals can be detected by checking the sign of the derivatives at the interval end-points. With this observation, for monotonous intervals, the interval inclusion is trivial (see Figure 2(Left)). We can directly use the endpoint values as bounds:

\[
[f_{-r}, f_+] = [\min(f \circ r(t_0), f \circ r(t_1)), \max(f \circ r(t_0), f \circ r(t_1))]
\]

For ambiguous intervals where we have both positive and negative derivatives (increasing and decreasing values), we can either use infinite values as upper bound:

\[
[f_{-r}, f_+] = [\min(f \circ r(t_0), f \circ r(t_1)), +\infty]
\]

or calculate a bound on the absolute value of directional derivative and extrapolate field values based on the maximal derivative and the field values at the interval endpoints. We can then compute the upper bound as the intersection between two lines (see Figure 2(Right)). We describe the calculation of Lipschitz bound in the next section. This calculation allows us to bound the field values robustly. The resulting per-primitive intervals can then be used in classical interval arithmetic evaluation.

![Figure 2: Ranges on two intervals, monotonous (left) and ambiguous (right).](image)
3.2. Directional Lipschitz bound calculation

In order to provide tighter bounds on the intervals containing a maximum, we derive a directional Lipschitz bound on a per primitive basis. To do so, we study the absolute value of the derivative of \( f \) or \( r \), which is defined by:

\[
|\nabla f(p)\|^T d = \left| \int_{\|p-q\|/\tau(s)}^k \left( \frac{p-q}{\tau(s)} \right) d - \frac{1}{\tau(s)} dq \right| \tag{3}
\]

This formula could be bounded by studying the integral of the absolute value. However, we can obtain a tighter bound by separating the integral into two parts, the one where the integrand is positive and the one where it is negative, then taking the sub-integral of the integral into two parts, the one where the integrand is positive and the other where the integral is negative.

As described in [AZ21], we can compute the range \([s_0, s_1]\) of skeleton points which support intersects the ray, as well as the argmin of \(|p-q|/\tau(s)|\). Using these two informations, we can bound the first two terms within the integral. As \(\tau(s)\) appears in the denominator of the integrand, we bound it by the minimum of \(\tau(s_0)\) and \(\tau(s_1)\). For the term using \(k\), we adopt a similar strategy as in [GGPP20]. We use knowledge on the kernel to select either the global bound of \(k\) if it is in range:

\[
\frac{n}{\sqrt{n-1}} \left(1 - \frac{1}{\sqrt{n-1}}\right)^{\frac{n}{2}} N
\]

otherwise, the maxima that is reached at one of the interval endpoints. Then, we only have to compute a bound on a simpler integral, e.g. for the positive domain:

\[
\int_{q \in S/|p-q|^2 d > 0} d - \frac{1}{\tau(s)} dq
\]

By bounding the positive and negative domains based on both the range of interest \([t_0, t_1]\) and the range \([s_0, s_1] \cap [0, 1]\), it is possible to show that upper bound (positive domain) and lower bound (negative domain) can be computed by evaluating the integral with the newly defined larger domain at the end of the range (e.g., \(n_0\) and \(n_1\) respectively).

We can then obtain the global bound by taking the maximum of both absolute values. While the integral admit a closed-form expression, the formula is numerically instable when the minimal distance between the ray line and segment line tend toward zero. We instead bound the integrand on the domain of interest which also has the advantage of being less costly to evaluate (details are provided in supplemental material).

4. Slicing and rendering: ray processing

As an application, we present ray-processing for both transparent rendering and slicing of integral surfaces blended with summation blending, i.e. \(f(p) = \sum f_i(p)\). For slicing, we use the methodology described in [Lef13].

First, in order to process rays efficiently, we use both the same per-pixel linked-list of primitives as well as the ray segmentation procedure described in [AZ21]. The per-pixel linked list provides empty space skipping based on kernel supports without any field evaluation. A given ray is pre-segmented using the point where the minimal distance between a ray and line-segment is reached (e.g., where the kernel function is maximized). This segmentation allows us to have intervals close to the ideal behavior where they would be either monotonously increasing or decreasing. During ray-processing, per-primitive interval ranges are combined with regular interval arithmetic to obtain the interval range of the global field. In all our examples, we use summation blending only. This can be extended to other blending operations as long as an interval inclusion can be found for them.

After ray segmentation, the core of the processing loop is similar to other interval methods such as [FPC10]. We check whether an intersection is possible, then either discard the interval or bisect until the required precision is reached (see Figure 4). Resolution used for slicing is the half the size of a voxel.

For transparent rendering implementation, we also use polynomial interpolation as soon as we have small enough intervals, this reduces the number of field evaluations in comparison to bisection.

5. Results

We compare both our bound computation to regular interval arithmetic methods (e.g. using directional derivative computed from closed form gradient for the Lipschitz bound). We observe large improvements in bound quality (see supplemental material). In order to demonstrate the usefulness of our method, we present applications to both slicing and transparent rendering, both relying on the same ray-processing methodology.
Table 1: Slicing models into respectively 512 and 1024 slices with an XY resolution of 512 × 512 voxels.

<table>
<thead>
<tr>
<th></th>
<th>[LLZ’21]</th>
<th>[LLZ’21]</th>
<th>Our Bucket 64²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>jellyfish microstructure</td>
<td>27.2s / 55.4s</td>
<td>11.1s / 21.9s</td>
<td>2.9s / 3.5s</td>
</tr>
<tr>
<td></td>
<td>201s / 414s</td>
<td>5.1s / 10.3s</td>
<td>6.9s / 8.0s</td>
</tr>
</tbody>
</table>

Ray-tracing. Our ray-tracing implementation was done in OpenGL. Our runtimes are measured on an NVIDIA GeForce GTX 1650 graphics card with a resolution of 700x700. The jellyfish model (Figure 1(right)), consisting of 154 line segment primitives, was rendered using an average of 431.4 ms per frame. The micro-structure model (Figure 1(left)), consisting of 2895 primitives was rendered with an average of 1031.7 ms per frame.

Note that the memory requirement for the stack used in recursive processing is limited thanks to the initial ray segmentation. Depending on the application, computational time could be reduced by stopping the ray processing loop based on the level of opacity reached instead of capturing all transparent layers.

Slicing. When using the method for slicing, we use the same acceleration structure as in [LLZ’21] with the notable exception that we create one linked-list of primitives per bucket of pixels instead of a single linked-list for the full space. This can dramatically impact runtime for complex skeletons sliced at high resolution. We compare our slicing runtime with the method of [LLZ’21] in Table 1. Comparisons were run on an Intel Corei7-8850H (2.60GHz, single-core used). Due to the bucketing strategy’s major positive impact, we applied it to both methods. We observe larger runtime improvements when the resolution required along the ray direction is increased. Note that the ray direction is always the printing direction in our implementation, but this could be modified based on input models.

Our directional Lipschitz bound also allows the use of integral surfaces within the segment-tracing algorithm. From our experiments, bisection-based approach tends to be more efficient when computing all the roots (see supplemental material).

5.1. Conclusion

We have presented a simple way to use scale-invariant integral surfaces inside both interval arithmetic framework and segment-tracing algorithm. For interval arithmetic, we only rely on simple observation of the field behavior. A similar approach could also apply to a broader range of primitives. For the derivation of directional Lipschitz bound, we rely on careful analysis of the field integral to provide efficient bound computation. We provide applications of our methodology to both slicing and transparent rendering. Contrary to previously dedicated algorithms, the proposed approach would allow incorporation of integral surfaces in more general frameworks and allow their use with other representations or more complex blending.

While applied to scale-invariant integral surfaces, our methodology can also be applied to other integral surfaces with linearly varying weights. Several improvements are worth investigating, such as the adaptation to interval arithmetic queries on volumes and tighter bound computation. The latter requires a careful trade-off between the tightness of the computed bound and the required amount of computation to obtain them.
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