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IRISA, University of Rennes 1, Rennes, France

Abstract

We review some recent results in the context of Distance Geometry in dimension 1, and give
some new research directions for problem instances where the distance information is imprecise and
represented by real-valued intervals.

1 Distance Geometry in dimension 1

If a sketch comedy were to introduce the problem we consider, it would probably show a few improvised
robbers meeting with the gang boss in an attempt to get ready for their mission. You would then hear
the boss shout “Synchronize your watches”, and hence listen the robbers give diverging answers for the
current time. . . until the last robber, after a little hesitation, would finally admit that his watch has
since long been broken1. . .

Try it yourself with some friends and you will see that the situation above is not so uncommon
(exception made for the broken watch), for in our everyday life it is not necessary to be extremely
precise with time. The problem of synchronizing clocks with high precision is rather a problem that
computer machines need more often, and more importantly, deal with. Over the Internet, for example,
several messages are sent and received each second by the machines connected to the Net, and, as
pointed out by Lamport in the seminal paper [3], the logical nature of time is of primary importance
when designing or analyzing distributed systems. Since then, several research lines have developed in
this context [1, 11, 12, 13].

Distance Geometry (DG) is a more general problem that is able to model the clock synchronization
problem when its dimensionality is set to 1 [7]. We are given a simple weighted undirected graph
G = (V,E, d) whose edges represent the available distance information between vertex pairs, and
the main problem in DG is to find out what are the positions we can assign to the vertices of the
graph G so that the available distances are satisfied. These positions can, in general, be given in any
dimension K > 0. In the context of clock synchronization, the vertices v ∈ V are computer machines,
the presence of an edge {u, v} ∈ E between two machines indicates that a time offset is available, and
the weight function d provides the numerical value for such an offset. And as mentioned above, K is
set to 1. Saxe proved in 1979, in the context of graph embedabbility, that the problem is NP-complete
[9] when K = 1.

In this short contribution, we will review some of our most recent results in the context of DG in
dimension 1, and we will give some new directions for extending these results to the case where the
distances are represented by real-valued intervals (instead of singletons).

∗This research is supported by the ANR-PRCI multiBioStruct project (ANR-19-CE45-0019).
†Email: simon.hengeveld@irisa.fr
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1One of us remembers having seen this comedy sketch in a movie, probably an Italian comedy of the 80s; however, it

is likely that the same comedy sketch was reproposed in other places.
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2 Paradoxical Distance Geometry

The paradoxical subclass of DG instances in dimension 1 has recently been introduced in [2]. Instances
belonging to this special class have the particularity of being on the one hand “easy” to solve because
most vertices in G depend on only one other vertex, and the total number of expected solutions may
be known in advance [5]; on the other hand, however, these instances admit a search space that grows
exponentially with the cardinality of V , and its complete exploration is generally necessary in order to
identify the solutions. Thus, these are rather “hard” instances.

Paradoxical instances of the DG are represented in dimension 1 by cycle graphs. Once the vertex to
play the role of first vertex v1 is selected, and one of its two neighbours is selected to play the role of
the second vertex, say v2, then a total vertex order on V can be derived. The first vertex can be simply
placed in the origin of the real line ℜ. Subsequently, the positions for every vertex vk, with k > 1, can
be obtained by exploiting the distance information related to its predecessor vk−1.

If we suppose that all available distances are exact, which is, extremely precise, then, for every known
position xk−1 for vk−1, we can compute two new possible positions, xk−1 − dk−1,k and xk−1 + dk−1,k,
for the vertex vk. We remark that this procedure builds up a binary tree whose paths, from the root to
any of its leaf nodes, represent possible solutions to our problem [4]. Each position xk is computed by
performing partial sums of the distance values, each taken with the sign associated to the tree branches
of the considered path. The feasible solutions are those for which the only “extra distance”, i.e. the
only one that is not employed for the computation of the positions and is associated to the edge {1, n},
is satisfied by the positions finally assigned to vn. It is only when the last layer of the tree is reached,
indeed, that the feasible solutions can be selected from the search space.

As pointed out in [2], the introduction of a fictive vertex vn+1 in G, artificially connected to vn by
the edge {n, n + 1} holding the same weight as {1, n}, together with the suppression of the original
edge {1, n}, allows us to have a uniform distribution of the distances over the vertices of the graph.
The immediate consequence of this transformation consists in the possibility of blindly applying the
same rule over the vertices of the graph, in the derived vertex order, for the computation of all vertex
positions. After the graph transformation, the selection of the feasible solutions from the search space
can be performed by verifying whether the positions for v1 and vn+1 coincide (this is a valid solution), or
not (the solution is not valid). An important consequence of this transformation is the matrix-by-vector
reformulation that we will describe in Section 3.

In order to establish the high importance of this special class of instances, we remark that every DG
instance can be seen as the union of paradoxical instances [8]. A solution method capable to recognize,
extract and solve with priority the paradoxical parts of DG instances could in fact benefit of better
convergence properties: once the paradoxical sub-instances are solved, they can be replaced by their
relatively tiny solution sets, aiding in this way at reducing the degrees of freedom for the solutions of
the original instance.

3 Matrix-by-vector reformulation

The procedure above for the solution of paradoxical DG instances is based on the idea to build up a
binary tree containing vertex positions and to select the feasible solutions by verifying that x1 = xn+1.
We introduce the matrix2

Mij =

{

−1 if (i− 1)/2j−1 mod 2 = 0,
1 otherwise,

and the vector yj = dj,j+1, which contains the distance information related to our paradoxical instance.
Notice that the index i varies from 1 to 2n, while the index j varies from 1 to n. It can be easily

2We can point out here again the paradoxical side of our instances: the multiplication of a matrix by a vector is nothing
difficult to perform; however, we remark that the number of rows of our matrices grow exponentially with the number of
vertices in G, so that very large matrices may be defined for relatively small instances.
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verified [2] that the vector

r = My, (1)

resulting from the multiplication of the matrix M by the vector y, contains the positions xn+1 for all
possible solutions. The feasible solutions to our paradoxical instances are therefore the ones for which
ri = 0 (because x1 is implicitly set to 0). Moreover, for a given matrix row i, the value of each xik (which
is the position for the vertex vk in the solution encoded by the ith row of the matrix) can be obtained
by performing the partial sums

∑k
j=1

Mijyj. We point out that this matrix-by-vector reformulation is
particularly adapted to the optical processor presented in [2], and that similar approaches have also
been proposed for other well-known NP-complete problems [10].

4 Generalization to interval distances

An approach to deal with DG instances in dimension 1 where distances are represented by real-valued
intervals was previously proposed in [7]. The main idea is to replace standard arithmetic with interval
arithmetic for the calculation of possible subsets of interval values for the vertices of the graph G.
Basically, only the addition and subtraction operations need to be borrowed from interval arithmetic.
We notice that interval arithmetic has already been successfully employed in the context of global
optimization [6], and that, in our context, it is particularly useful for modeling distance uncertainty.

Let us suppose that the graph G = (V,E, d) represents a paradoxical DG instance where the distance
information is provided through real-valued intervals, which is, the weight function d actually provides
a lower bound ℓ and an upper bound u on each distance value. Let z be a vector consisting of n
intervals, where n = |V |. Once the degenerate interval {0} is associated to the first element z1 of the
vector, the subsequent intervals zk can be obtained via the formulæ:

[zk, z̄k]
′ =

[

zk−1, z̄k−1

]

− [ℓk−1,k, uk−1,k] =
[

zk−1 − uk−1,k, z̄k−1 − ℓk−1,k

]

,

[zk, z̄k]
′′ =

[

zk−1, z̄k−1

]

+ [ℓk−1,k, uk−1,k] =
[

zk−1 + ℓk−1,k, z̄k−1 + uk−1,k

]

,

where z and z̄ are the two vectors of real numbers containing, respectively, the lower and the upper
bounds of the intervals in z. When the fictive vertex vn+1 is employed, the verification of feasibility
for the obtained solutions reduces to verifying that

[

zn+1, z̄n+1

]

∩ [z1, z̄1] 6= ∅, which is equivalent to
saying that the last interval zn+1 needs to contain the origin 0 (when z1 is set up as indicated above).

But how to compute all intervals for the vector z? We claim in this short contribution that the use
of interval distances in y, coupled with the use of interval arithmetic in equ. (1), naturally extends
the computations for the interval case. However, when classical arithmetic is replaced by interval
arithmetic, the range of the computed intervals tends to increase more and more for larger indices k.
As a consequence, a larger and larger uncertainty is likely to be associated to the possible values of the
vertex positions as our instances grow in size.

The matrix-by-vector formulation, however, when employed for the interval case, allows us to rewrite
in a straightforward manner the back-propagation procedure previously introduced in [7]. This proce-
dure aims to reduce the range of the obtained intervals zk by back-propagating any additional distance
information that may be available for the computation of intervals zh with h > k. When considering
paradoxical DG instances, this situation only occurs when positions for the fictive vertex vn+1 are com-
puted, which are supposed to be compatible with the position assigned to v1 (because of the original
edge {1, n}).

Let S be the subset of indices for which the corresponding row in M represents a feasible solution:

S = {i ∈ {1, . . . , n} : z1 ∩ [ri, r̄i] 6= ∅} .

We claim that the actual position intervals zik, for every feasible solution with index i ∈ S and every
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vertex vk of our graph G, are given by the following interval arithmetic formula:

[zik, z̄
i
k] =





k
∑

j=1

Mij[yj , ȳj]



 ∩





k
∑

j=n

Mij [yj , ȳj]



 .

The level of uncertainty on these intervals can therefore be reduced for all vertex positions having a
very small, or a very large (close to n), rank in the considered vertex order. From the vector z, a
solution x formed by singletons can be trivially extracted. Future works will be aimed at extending
the present work to DG paradoxical instances in higher dimensions.
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