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Abstract. Since the structure of the flower is too complex, the modeling of the 

flower faces huge challenges. This paper collects 3D scenes containing flower 

models, uses 3dsMax to extract flower models, and constructs flower dataset. 

This paper proposes an encoder-decoder network structure called MVF3D and 

adopted the trained MVF3D network to predict the missing perspective infor-

mation, use a single RGB image to generate a depth map of flowers from dif-

ferent perspectives, and finally use the depth maps to reconstruct the flower 

models. To evaluate the performance of our proposed method, for simple flow-

ers, the average chamfer distance between the reconstructed 3D model and the 

real model is 0.27, The experimental results have shown that our proposed 

method can preserve the true structure of the flower. 

Keywords: Flower Models, 3D Reconstruction, Deep Learning. 

1 Introduction 

With the research and development of visualization technology, virtual reality tech-

nology and computer vision technology, the application of 3D modeling technology 

in virtual reality games is more and more widely used. The flower model increases the 

diversity of game scene model reconstruction. Despite the modeling tools such as 

Maya, 3dsMax, and AutoCAD have rapidly development in recent years, using these 

modeling tools still requires a certain learning cost, and researchers cannot use these 

modeling tools efficiently to complete the 3D reconstruction of flowers. Therefore, 

how to generate exquisite flower models under simple input data has become a mean-

ingful work. Traditional flower modeling methods simulate plant growth through 

mathematical modeling but ignore the individual structure of flowers [1]. The use of 

interactive hand-painting [2,3] not only requires complicated interactive operations, 

but also relies too much on the user's subjective understanding of the flower structure, 

and the reconstructed flowers modeled lack realism. 

In daily life, users can easily obtain RGB images of flowers through mobile 

phones, digital cameras, and other devices. More and more researchers are studying 

plant modeling methods based on single or multiple RGB images. Using multiple 

RGB images and simple interactive operations can generate realistic flower models 

[4]. Similarly, a real natural vegetation scene can be constructed by using a single 
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RGB image of the tree and the contour of the tree crown [5]. With the development of 

deep learning, it is no longer difficult to infer a 3D structure from a 2D image 

[6,7,8,9]. However, there are few studies on flower 3D modeling combined with deep 

learning, and there is a lack of flower dataset that can be used for deep learning train-

ing. In view of the above problems, this paper aims to improve modeling speed of 3D 

flower model, and presents an algorithm for generating RGBD images of different 

viewing angles from a single flower image and a method of reconstructing the flower 

grid model based on RGBD images from multiple different viewing angles. This 

method avoids manual interaction, improves model reuse, and has certain application 

value for the production of 3D game scenes. 

The structure of this article is as follows. Sect. 2 introduces the composition of the 

flower dataset. Sect. 3 introduces a deep learning network model MVF3D that uses a 

single flower image to generate multi-view RGBD images. Sect. 4 introduces how to 

use RGBD images from different perspectives to perform 3D reconstruction of the 

flower model. Sect. 5 presents conclusions and future works. 

2  Flower Dataset  

Deep learning needs to summarize the discovery rules from the dataset, and how to 

construct the flower data that meets the input of the deep neural network is the prima-

ry goal of this paper. The 520 flower models used in this paper come from websites 

which provide 3D scene models. By manually separating them, 4106 individual flow-

er models are obtained, which are then rendered using Panda3D to obtain a dataset 

suitable for deep neural networks. 

2.1 Flower model preprocessing 

This paper collected 520 3D scene models containing flowers from the Internet. An 

example is shown in Figure 1. In order to facilitate the 3D reconstruction of the flow-

er model, it is necessary to segment the flower clusters in the scene model to ensure 

that the segmented model contains only one flower. At present, the semantic automat-

ic segmentation algorithm based on the skeleton or feature points of the 3D model has 

the limitation that with the model complexity increases, the segmentation effect be-

comes worse. So, this paper used a 3D modeling tool 3dsMax to process the scene 

model containing flowers. 

 

Fig. 1. Scene models containing flowers collected from the Internet 

http://link.springer.com/10.1007/BFb0033200
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Preprocessing each flower model. The preprocessing operation ensures that the size 

of the extracted flower model is roughly the same, and the model center is located at 

the origin of the world coordinates. The flower model after preprocessing is shown in 

Figure 2. 

 

Fig.2. Single flower models segmented by 3dsMax 

2.2 Panda3D rendering flower model 

When constructing training samples using panda3d, in order to increase the robust-

ness of the network, the given camera elevation angle is a random angle between -10 

degrees and 30 degrees. By adding 15 degrees at a time, each model can generate 24 

pictures. Regarding the generation of depth maps, Panda3D uses UVN cameras to 

render objects, and the depth value is the distance from the camera position in UVN 

coordinates. As shown in Figure 3, the left figure shows the depth map rendered by 

Panda3D, and the right figure shows the RGB image rendered by Panda3D. It can be 

seen that the generated RGBD image reflects the shape of the flower under different 

perspectives. 

 

Fig.3. Panda3D rendering effect of flower model 
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2.3 Distinction of flower dataset 

Considering that the quality of RGB images and depth maps generated by deep learn-

ing depends on the accuracy of coding for the representation of 3D information, in 

order to reduce the training difficulty of deep neural networks, this study divides the 

flower dataset into simple patterns and complex patterns according to their morpholo-

gy. The pattern is divided into different dataset, and the two flower pattern datasets 

are trained separately. The simple flower pattern is defined as having a clear petal 

structure. The human eye can distinguish the number of petals. The complex flower 

pattern cannot be judged by the human eye on the number and approximate structure 

of petals. The self-occlusion between the petals is serious, and there is no clear distri-

bution rule. Figure 4 shows examples of simple patterns and complex patterns, with 

simple patterns on the left and complex patterns on the right. Of the 4106 individual 

flower models, 1310 are classified as complex models and 2796 are classified as sim-

ple models. 

 

Fig.4. Schematic diagram of pattern differentiation  

After rendering each flower model by Panda3D, we can get 24 RGBD images at 

different viewing angles. Randomly extract two different RGBD images in 24 images, 

construct 276 sample pairs, select one sample RGB images as input 𝑦𝑖  in each sample 

pair, and another sample RGB image 𝑦�̂� and depth map 𝑑�̂� as deep learning Real label, 

such a model can build 552 samples. Leave-one-out method is used to divide the 

training set and the test set. The division of the flower training set is shown in Table 

1. So far, we have constructed a 3D flower dataset that can be used for deep neural 

network training. 

Table 1. Preprocessed Flower Datasets. 

Types of dataset Number of training samples Number of test samples 

Simple flower dataset 1 389 052 154340 

Complex flower dataset 650 808 72 312 

3  Generate Flower RGBD Images Based on MVF3D  

3.1 MVF3D Architecture 

MV3D (Multi-view 3D Models from Single Images) is a simple and elegant encoder-

decoder structure network [7]. Given any view vector θ, the MV3D network can gen-

http://link.springer.com/10.1007/BFb0033200
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erate RGB images and depth maps of objects. In order to adapt the MV3D network to 

the flower dataset constructed in this paper, the network structure of MV3D is modi-

fied in this paper. The modified network structure is shown in Figure 5. 

 

Fig.5. MVF3D algorithm Architecture  

This paper named the modified network structure MVF3D (Multi-view 3D Flower 

Models from Single Images). In order to get a more detailed flower model, the 

MVF3D network fixes the input image resolution to 256×256, and adds a convolution 

operation that does not change the size of the feature map after each layer of convolu-

tion operations, which increases the depth of the network, making MVF3D can ex-

tract more abstract information from the RGB image of flowers [10]. After six convo-

lution operations, a 4×4×256 feature map is obtained. The obtained 4096-dimensional 

vector is used to extract the 1024-dimensional flower model feature representation 

through the fully connected layer fc1 (4096×1024). In the encoding process, the target 

angle of view θ is also required. The target angle of view θ is composed of 5 varia-

bles, which are the distance rad of the UVN camera and the object, The sine value 

sin 𝑒𝑙 and cosine value cos 𝑎𝑧 of the camera elevation angle el, the sine value sin 𝑎𝑧 

and cosine value cos 𝑎𝑧  of the camera rotation angle az. The target view vector 

θ(𝑟𝑎𝑑, sin 𝑒𝑙 , cos 𝑒𝑙, sin 𝑎𝑧 , cos 𝑎𝑧) is processed by 3 fully connected layers, and the 

obtained 64-dimensional vector is combined with the vector obtained from the flower 

RGB image. At this point, the task of the encoder is completed. 

After the 1084-dimensional encoding vector is obtained, the decoder performs 3 

fully connected layer operations on it, deconvolutes the vector according to the struc-

ture of the encoder, and finally obtains the predicted RGB images and depth maps of 

the target angle of view. MVF3D uses the same loss function (1) as MV3D. 

  𝐿 = ∑ ‖𝑦𝑖 − 𝑦�̂�‖2
2 + 𝜆‖𝑑𝑖 − 𝑑�̂�‖1𝑖  (1) 

Where 𝑦𝑖  and 𝑑𝑖 are the RGB image and depth map output by the MVF3D network, 

respectively 𝑦�̂�  and 𝑑�̂�  are their corresponding labels, and 𝜆  is the hyperparameter. 

Considering the training cost, this study limits the super parameter λ range from 0.1 to 

1.0 and increased by 0.1 each time. Experiments show that when λ = 0.8, good results 

can be achieved. Interested Researchers can spend more time looking for a better λ 

value.  
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3.2 Experimental results 

In the experiment, the RGB images with different views obtained by training the sim-

ple flower model and the complex flower model are shown in Figure 6 and Figure 7, 

respectively. 

 
Fig.6. MVF3D generates multi-view results of simple flower model (The upper left is 

the input RGB image, the first line is the is the real RGB image, and the second line is 

the result generated by MVF3D) 

 
Fig.7. MVF3D generates multi-view results of complex flower model (The upper left 

is the input RGB image, the first line is the is the real RGB image, and the second line 

is the result generated by MVF3D) 

It can be found that for the simple flower model, the predicted RGB images is blur-

ry compared to the real RGB images, and a part of the detailed information is lost. 

There is a deviation in the color of the generated RGB images, but the original struc-

ture of the flower is roughly restored. The blurring of the generated picture is the 

result of the Euclidean loss function. The Euclidean loss function guides the network 

to average the latent images, which leads to the generation of blurred images. The 

difference in color is because compared with the difference in color, the set loss func-

tion (1) punishes the shape of the object with Euclidean loss and L1 loss, and the pun-

ishment for color difference is only Euclidean loss. Therefore, MVF3D pays more 

attention to the geometric structure of flowers than colors. For 3D reconstruction, 

determining the geometric structure of objects is more important than color. In this 

paper, the mutual information is used to measure the loss of the image and the real 

image. Mutual information is also called normalized mutual information. It is an ex-

pression to measure the similarity of two images. The larger the value, the more simi-
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lar the two pictures are. Usually used as a criterion or objective function in image 

registration. It has a good effect for the case where the difference of the gray level of 

the image is not large. 

As shown in Figure 8, for flowers with a simple structure, the mutual information 

of the target depth map and the predicted depth map is 0.6743 on average, which can 

prove that MVF3D has learned the abstract expression of the flower model and re-

stored most of the depth information of the simple flower model.  

 
Fig.8. MVF3D generates multi-view depth maps of a simple flower model 

Compared with the simple flower model, MVF3D performs poorly in the predic-

tion of complex flower data. The generated RGB images are weird. In addition to the 

more complex pattern and fewer training samples, that also because of the large num-

ber of complex flower petals and the complicated structure. As a result, MVF3D has 

no way to accurately find the feature space corresponding to complex flowers, so 

MVF3D does not perform as well as simple flowers in complex flowers. As shown in 

Figure 9, it can be seen that for flowers with complex shapes, MVF3D does not pre-

dict the corresponding 3D structure of flowers well. Through calculation, the average 

mutual information between the target depth map and the predicted depth map of the 

complex flower model is 0.3396 also confirmed this. 

 
Fig.9. MVF3D generates multi-view depth maps of a complex flower model 

4 3D Reconstruction Based on RGBD Images of Flowers 

In order to build a complete flower model, the algorithm in this chapter is mainly 

divided into four steps: In the first step, all matching feature point pair sets 

M{(𝑚1, 𝑚1
′ ), (𝑚2, 𝑚2

′ ), ⋯ , (𝑚𝑘, 𝑚𝑘
′ )} are extracted from the RGB images. In the sec-

ond step, in the depth map D, a point cloud matching algorithm is performed on the 

set M according to the feature points to obtain the camera poses at different perspec-
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tives, and the rotation matrix R and the translation matrix t are obtained. The third 

step is to combine the point cloud to obtain the complete point cloud P. The fourth 

step is to use P to generate grid data V. The algorithm framework is shown in Figure 

10.  

 
Fig.10. Algorithm framework for 3D reconstruction of flowers 

4.1 Flower RGB image feature extraction and matching method 

The ORB (Oriented FAST and Rotated BRIEF) algorithm is efficient on extracting 

and describing feature points [11]. The ORB is fast and has stable rotation invariance. 

At the same time, the size of the flowers in the RGB images generated by MVF3D is 

basically the same, and the angle of the adjacent RGB images is 15 degrees different. 

This paper uses the ORB algorithm to extract features from flower RGB images. As 

shown in Figure 11, the circle on the picture represents the feature point determined 

by the ORB algorithm. 

 
Fig.11. ORB extracted flower RGB image features 

After obtaining the ORB features of each flower perspective, this paper uses 

Hamming distance as shown in equation (2) as the feature point similarity metric for 

flower images from different perspectives. 

  𝑑(𝑥, 𝑦) = ∑ 𝑥[𝑖]𝑛
𝑖=1 ⊕ 𝑦[𝑖] (2) 

x and y are the n-dimensional ORB feature vectors extracted from the two flower 

pictures. 

Comprehensive efficiency and accuracy, this paper uses FLANN algorithm [12] to 

match the feature points and descriptors of the flower RGB images. The rotation an-

gles of the two flower pictures to be matched differ by 15 degrees.  Figure 12 shows 

the effect of using the FLANN algorithm to match it. 
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Fig.12. FLANN algorithm matching result 

It can be seen that there has a large number of mismatch points. Based on experi-

ence, this paper screens the matching results. The screening criterion is to leave the 

matching points where the Hamming distance is less than twice the minimum dis-

tance, and the minimum distance should be greater than 30. After screening, the 

matching results of the FLANN algorithm obtained in this paper are shown in Figure 

13. It can be seen that a large number of mismatched point pairs are filtered, leaving 

the correct matched point pairs, which also reduces the burden of subsequent camera 

pose estimation. 

 
Fig.13. FLANN algorithm matching screening result 

4.2 Flower point cloud registration method 

In this paper, the ICP algorithm [13] is used to solve the rotation matrix R and transla-

tion matrix t between the flowers of different views generated by MVF3D. Since 

there are 24 flower images with different viewing angles, this paper specifies that the 

first image rendered by Panda3D is the standard coordinate system, and the remaining 

view images need to be transformed into the standard coordinate system through rota-

tion and translation operations. In order to facilitate the measurement of the error with 

the real flower model, after the point cloud registration, the camera pose of the first 

picture needs to be used to convert the point cloud into the original world coordinate 

system and normalize it. 

The ORB feature has a poor effect of extracting feature point pairs when the image 

rotation angle is too large. Therefore, when solving the rotation matrix 𝑅𝑆𝑖 and the 

translation matrix 𝑡𝑆𝑖, we first convert the perspective image i coordinate to the per-

spective coordinate of the intermediate image i-1 (or i+1) closer to the standard coor-

dinate, and find the rotation matrix 𝑅(𝑖−1)𝑖  or 𝑅(𝑖+1)𝑖 and translation matrix 𝑡(𝑖−1)𝑖 or 

𝑡(𝑖+1)𝑖, and then converted into the coordinates of the target angle standard image S 

through the intermediate perspective. In this way, the error can be evenly distributed 

to each transformation. 

Since the total number of point clouds obtained after registration is uncertain, this 

study uses the chamfer distance to measure the gap between the real flower point 
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cloud and the predicted flower point cloud. The definition of the chamfer distance is 

shown in equation (3). 

 𝐶𝐷(𝑆1, 𝑆2) =
1

|𝑆1|
∑ min

𝑦𝜖𝑆2

‖𝑥 − 𝑦‖2𝑥𝜖𝑆1
+

1

|𝑆2|
∑ min

𝑥𝜖𝑆1

‖𝑦 − 𝑥‖2𝑦𝜖𝑆2
 (3) 

𝑆1 is the target point cloud, and 𝑆2 is the predicted point cloud. The chamfer dis-

tance calculates the average error between two point clouds. Figure 14 shows the 

flower point cloud model after point cloud registration using 6 depth maps with the 

angle of view difference from standard coordinates of 0, 60, 105, 165, -135, and -30. 

It can be seen that the point cloud is relatively evenly distributed. The average cham-

fer distance between the real point cloud and the predicted point cloud is 0.2703, 

which also confirms this view. 

 
Fig.14. Flower point cloud after registration by ICP algorithm 

4.3 Flower meshing method 

For the flower model, the petal surface meets the smooth condition, the point cloud 

generated by multi-view flower image registration will not have holes. Therefore, this 

paper uses the greedy projection triangulation algorithm [14] to convert the simple 

flower point cloud into a mesh model, and obtain the final result of the simple flower 

3D reconstruction, as shown in Figure 15. 

 
Fig.15. 3D mesh reconstruction effect of a simple flower  

It can be seen that the generated mesh model restores the general shape of the flow-

er model. However, due to the blurry RGBD images output by the MVF3D network 

and the angle of view estimation error, the created 3D model has some noise and lost 

some details. Compared with directly using a single real RGBD image to convert into 

a flower mesh model, as shown in Figure 16, the flower model generated in this paper 

reduces the probability of occurrence of holes and saves the subsequent steps of hole 

filling. 
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Fig.16. Simple flower mesh model reconstructed from a single RGBD image 

5 Conclusions and Future Works 

This paper improved the MV3D network structure, and constructed a flower model 

dataset for MVF3D network training. The structure can infer the RGB image and 

depth map of the simple flower model at different viewing angles from the input sin-

gle flower image. The depth map was used to reconstruct the 3D mesh model of the 

flower. This work required less manual interaction and improved the modeling effi-

ciency. 

In the future work, due to the poor performance of MVF3D for complex flower 

models, it considers using image segmentation algorithm [15,16] to segment each part 

of the flower, and then modeling and combining each part to form a complete flower. 

At the same time, it considers collecting more flower samples to improve the perfor-

mance of the network facing complex flower models. 

For the details of reconstruction, it considers using an adversarial generation net-

work [17] training samples to obtain clearer RGB images in our future work. In the 

processing of point cloud registration, it may be considered to introduce a deep neural 

network to improve the registration accuracy of point clouds from different perspec-

tives [18,19]. 
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