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#### Abstract

We propose a projector-based interaction method and system with fusion of virtuality and reality, supporting participants to interact with real objects like cards physically on the desk or table. An infrared camera is mounted on the micro-projector to detect the hidden markers embedded on cards, while the projector is used to project the generated virtual objects on the surface of cards. When participants move or rotate the tangible cards, the velocity of markers is calculated from the pose change of cards. Especially both the pose and the velocity are used to control the virtual characters which enables participants to interact with virtual objects realistically with the help of physics simulation. Meanwhile, by tracking the multiple cards and orientation projecting, we design a configurable dynamic storyboard system. A variety of examples of interactive scenarios are provided, which verify our method's validity and extensibility.
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## 1 Introduction

Many intelligent projectors are integrated with interaction through fingers, gestures or even tangible objects, such as Sony's Xperia Torch [8]. Such kind of projector-based interactions are often used in education, entertainment and other fields.

In this paper, we propose a novel projection system supporting tangible interaction with cards, with temporal-spatial information used to control the virtual characters. The projected content is manipulated by the participants through the cards, which is similar to the traditional Chinese shadow play. The difference is that the participants manipulates cards with infrared (IR) hidden markers [6], and the generated virtual content is projected directly on tabletop and surfaces of tangible cards according to the pose of target markers.

In this paper, our contributions can be exhibited at two different aspects:

- We obtain the pose and velocity information of cards by tracking the IR hidden markers, and combine physical simulation to give physical properties to the projected virtual objects.
- We present a configurable dynamic storyboard system through multi-target tracking and orientation projection onto multiple cards, while designing all kinds of cards makes the storyboard expandable.


## 2 Related Work

As the pioneer work, DigitalDesk [10] presented a way to combine the physical document with the digital one through projection. Willson designed a desktop system named PlayAnywhere [12], which used oblique projection to display virtual information, shadows to detect touch, optical flow to estimate motion to support translation, scaling and rotation of virtual objects, and Hough transform with the Sobel edge to track pages. However only images or videos are displayed and interactions are only available in these transforms. With the popularity of projectors, interactive electronic whiteboard is widely used. This kind of interaction mainly uses fingers or pen to play with the content, such as Xperia Touch [8] which is based on IR sensor to perceive the movement of fingers on the table, and DreamBoard [3] which is based on handwriting recognition. These systems lack a sense of control over the projected objects.

Marco et al designed a vision based desktop system named NIKVision [5], in which users manipulate the toys with marker attached at the bottom to control the story character. Since a camera is needed to mount under the desktop to read the markers, it imposes a limitation on user's operation space. Villar et al presented a Near Field Communication (NFC) based system named Zanzibar [9], in which toys with NFC label attached are used to control the story character. A mat integrated with NFC scanner and capacitor induction is used to track the toys. Users can manipulate the toys on the mat to create story, and the story scenario is displayed on the screen. However users have to balance the operation of tangible objects with the screen display.

Wu et al proposed MagicPAPER [13] based on multi-sensors, such as AirBar, Kinect, LeapMotion and camera, using tangible objects like toothbrushes and wooden blocks to interact on kraft paper. As paper markers also belong to tangible objects and can be well applied in reality, some existing work, such as [7,1,11], explored tangible interaction based on tracking paper markers without many sensors. In particular, Willis et al [11] proposed mobile interaction with tangible objects and surfaces by detecting IR hidden markers. However just position information is extracted from the tracked markers to drive the projected content.

## 3 Method

Our system is composed of 4 parts, as demonstrated in Fig. 1.
Here OpenCV library is used to calibrate the camera [14] and the projector [2] to obtain internal parameters, external parameters and distortion coefficients. Our hardware design ensures that the camera-projector system only needs to be calibrated once, and there is no need to re-calibrate when moving the device.


Fig. 1. Overview of our system

The IR hidden markers printed on tangible cards are tracked through the visual tracking algorithm to obtain pose of the cards, and then the velocity is calculated from the card pose change. participants control the virtual character by manipulating the corresponding card on the desktop. Different cards play different roles in a virtual scenario with different physical effect with not only pose used but also velocity used.

In the following sections we will describe the key points of our system, including hardware, tracking and locating, aligned projection, physical simulation and storyboard.

### 3.1 Hardware

Our customized hardware consists of a projector with resolution of $1024 \times 768$, an IR camera used to capture $640 \times 480$ images and IR light sources. The cameraprojector system is mounted on a stand. Since the card is used as both tracking input and projection output, we use IR-absorbing ink to print the markers on the card to avoid the interference between projected content and marker patterns.

### 3.2 Tracking and Locating of Cards

To ensure the robustness of tracking and fluency of interaction, fiducial markers are used to locate the cards. Specifically, we perform adaptive threshold segmentation on the original image by OpenCV, and then detect markers by using the ARToolKit library [4].

Here, the marker coordinate frame $O_{M} X_{M} Y_{M} Z_{M}$ and camera coordinate frame $O_{C} X_{C} Y_{C} Z_{C}$ are established to describe the marker locating process. The displacement of each marker corner in marker coordinates $p_{M}$ is preset combined with marker size, and its displacement in the camera coordinate frame $p_{C}$ is then calculated after the marker is detected. Suppose $\widetilde{p}_{C}=\left(p_{C}, 1\right)^{T}, \widetilde{p}_{M}=\left(p_{M}, 1\right)^{T}$, the transformation matrix $M_{M C}$ can be calculated by

$$
\begin{equation*}
\widetilde{p}_{C}=M_{M C} \widetilde{p}_{M} \tag{1}
\end{equation*}
$$

Since the marker center is the origin of $O_{M} X_{M} Y_{M} Z_{M}$, let $\widetilde{p}_{M}=(0,0,0,1)^{T}$, the position of marker is estimated.

### 3.3 Aligned Projection

In order to make the observed character consistent with the tangible object, we project it on the surface of card directly. Therefore, alignment of the virtual object to the card needs to be considered.

From Section 3.2, the displacement of marker in camera coordinate frame $p_{C}$ is calculated. Suppose its displacement in world coordinate frame is $p_{W}$, and the displacement of virtual object in world coordinate frame is also $p_{W}$. Let the displacement of virtual object in projector coordinate frame be $p_{P}$, the displacement in pixel coordinate frame be $p_{i}$, and the displacement in virtual scene coordinate frame be $p_{v}$.

Define $\widetilde{p}_{W}=\left(p_{W}, 1\right)^{T}$, which can be obtained from the following equation,

$$
\begin{equation*}
\widetilde{p}_{W}=M_{W C}{ }^{-1} \widetilde{p}_{C} \tag{2}
\end{equation*}
$$

where $M_{W C}$ is the transformation matrix from $O_{W} X_{W} Y_{W} Z_{W}$ to $O_{C} X_{C} Y_{C} Z_{C}$, that is, the external parameter matrix of the camera.

Define $\widetilde{p}_{P}=\left(p_{P}, 1\right)^{T}$, which can be calculated by the following equation,

$$
\begin{equation*}
\widetilde{p}_{P}=M_{W P} \widetilde{p}_{W} \tag{3}
\end{equation*}
$$

where $M_{W P}$ is the transformation matrix from $O_{W} X_{W} Y_{W} Z_{W}$ to $O_{P} X_{P} Y_{P} Z_{P}$, that is, the external parameter matrix of the projector.

Considering distortion, let $p_{P}=\left(x_{P}, y_{P}, z_{P}\right), \widetilde{p}_{i}=\left(p_{i}, 1\right)^{T}$. From the following equation we get $\widetilde{p}_{i}$,

$$
\widetilde{p}_{i}=M_{P}\left[\begin{array}{c}
\left(1+k_{1} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right) x+2 p_{1} x y+p_{2}\left(r^{2}+2 x^{2}\right)  \tag{4}\\
\left(1+k_{1} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right) y+p_{1}\left(r^{2}+2 y^{2}\right)+2 p_{2} x y \\
1
\end{array}\right],
$$

Here, $M_{P}$ is the internal parameter matrix of the projector, and $k_{1}, k_{2}, k_{3}, p_{1}$, $p_{2}$ are the distortion coefficients of the projector.

Define $\widetilde{p}_{v}=\left(p_{v}, 1\right)^{T}$, which can be calculated by the following equation,

$$
\begin{equation*}
\widetilde{p}_{v}=M_{i v} \widetilde{p}_{i} \tag{5}
\end{equation*}
$$

where $M_{i v}$ is the transformation matrix from $O_{i} X_{i} Y_{i}$ to $O_{v} X_{v} Y_{v}$ calculated by the following equation,

$$
M_{i v}=s\left[\begin{array}{ccc}
2 / C & 0 & -C / R  \tag{6}\\
0 & 2 / R & 1 \\
0 & 0 & 1
\end{array}\right]
$$

Here, $C \times R$ is the resolution of the projector, and $s$ is the scale factor of virtual orthogonal camera.

### 3.4 Physical Simulation

To be more interesting, the motion state of virtual characters can change from walking to running, and vice versa. The state updates are controlled by the velocity information of the tracked target with motion graph. During interaction, participants control the virtual object by moving the card. At a lower speed, the character will be in walking state, at a higher speed, the character will be in running state. If the card is static, then the character will be in idle state. Meanwhile, there are physical interactions among virtual characters, such as collisions. We utilize the physics engine to simulate the physical interaction among virtual objects.

### 3.5 Storyboard

In our work, four types of scene elements are supported from the perspective of interaction. The story background is the initial setting and the scene elements include the direct scene elements, indirect scene elements, and virtual characters. The direct scene elements mainly include the sun, trees and barriers, which are directly driven by corresponding cards to update their positions. The indirect scene elements are computer generated effects, such as the ball controlled by the character, or artificial visual effects, which are not controlled by the user, but driven by the storyline. The virtual character is directly controlled by card. Its position is bound with card's position, while the motion state is driven by card's velocity.

## 4 Experiment

Our experiment platform is equipped with Intel Core i5 $1.6 \mathrm{GHz} \mathrm{CPU}, 8 \mathrm{~GB}$ memory, 64-bit Windows 10 operating system, and the development environment is Unity 2018.1 and Visual Studio 2013.


Fig. 2. Shooting game


Fig. 3. Passing game

### 4.1 Shooting Game

To reflect more scene elements, we design a shooting game (see Fig. 2), which contains direct scene elements, the barriers, indirect scene elements, an arrow representing initial velocity and a ball. The user moves the cards in a certain time, to give the ball an initial velocity to shoot. The trajectory of the ball, which can be changed by barriers controlled by user, is presented through physical simulation.

### 4.2 Passing Game

Considering multi-user interaction scenario, we design a passing game based on storyboard (see Fig. 3). Two participants manipulate the cards to drive the virtual characters move on the tabletop. Character's motion state can switch smoothly from idle to walk or from walk to run in accordance with participants manipulation. When the character meets other objects in the scene, the event trigger mechanism will respond accordingly. For example, when touching a ball on the ground, the character will pick up the ball, then walk with the ball, and finally pass the ball. The speed of character determines the force applied to the ball when it is thrown. The player can also control a board to catch the ball. When the card is moved or rotated, the pose of the board will also change.

## 5 Conclusion

We propose a projector-based interaction method with fusion of virtuality and reality, supporting participants to interact with real objects like cards on the desk or table. Cards are interaction command input, containing both the pose and velocity information. Compared with existing methods, our work makes full use of the pose and velocity information to provide virtual objects physical properties, allowing interaction have more physical effects.

The limitation is that it is hard to detect when the card is moved too fast. Therefore, we plan to improve the performance of tracking to interact with the cards more naturally.
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