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Abstract. Modern data centres consume a significant amount of electricity. 

Therefore, they require techniques for improving energy efficiency and reducing 

energy waste. The promising energy-saving methods are those, which adapt the 

system energy use based on resource requirements at run-time. These techniques 

require testing their performance, reliability and effect on power consumption in 

data centres. Generally, real data centres cannot be used as a test site because of 

such experiments may violate safety and security protocols. Therefore, 

examining the performance of different energy-saving strategies requires a 

model, which can replace the real data centre. The model is expected to 

accurately estimate the energy consumption of data centre components 

depending on their utilisation. This work presents a toolbox for data centre 

modelling. The toolbox is a set of building blocks representing individual 

components of a typical data centre. The paper concentrates on parameter 

estimation methods, which use data, collected from a real data centre and adjust 

parameters of building blocks so that the model represents the data centre most 

accurately. The paper also demonstrates the results of parameters estimation on 

an example of EDGE module of SICS ICE data centre located in Luleå, Sweden.   

Keywords: Data centre, modelling, power consumption, parameter estimation, 

Matlab/Simulink  

1 Introduction 

Data centres are sizable consumers in the energy grid and comparable to industrial 

plants in terms of energy consumption [1]. Modern data centres use more and more 

renewable energy sources, which tend to intermittent energy production [2]. Data 

centres are expected to flexibly respond to changes in energy supply and possible 

restrictions from the energy grid and remain highly available and reliable. To meet these 

expectations, the promising approach is flexible control methods, which adapt the data 

centre energy use based on resource requirements during the data centre operation. 

The subject of my PhD study is the development of energy-efficient control in data 

centres. Any data centre can be thought of as a distributed system of interdependent 

components, which are too complex for centralised management. As a part of my PhD 
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research, a design of multi-agent control to reach energy efficiency in data centres was 

presented in [3]. Further elaborating the multi-agent control requires the data centre 

model, which is expected to substitute a real data centre as a system under control. In 

our previous work [4], we developed a modular Simulink toolbox, which is formed as 

a set of blocks for modelling individual data centre components such as servers, and 

components of a cooling system. The toolbox allows constructing the models of data 

centres of arbitrary configurations. The models are capable of estimating the energy 

consumption and predicting the thermal evolution inside the data centre. 

Most of the blocks in the toolbox have their internal parameters, which depend on 

the type of modelled component. The accuracy of modelling results is mainly 

determined by the selection of those parameters. The current edition of the toolbox uses 

rough estimates of the parameters. The parameters estimation for the toolbox is not 

scalable as the parameters are only accurate for a specific datacentre configuration. Any 

other configuration requires a redefinition of model parameters, which can be achieved 

by either a) using datasheets of data centre components, or b) extracting the parameter 

values from the real data. This research work aims to introduce data-driven methods to 

estimate the modelling parameters for any given datacentre configuration. The work 

also considers an extension of the toolbox with the proposed methods. 

This work deals with parameters of the toolbox block called the Server block. That 

block is responsible for the modelling of the main IT component. The main 

contributions of the work: 

-  presenting two data-driven procedures for parameters estimation: the regression-

based estimation and the simulation-based optimisation; 

-   extension the toolbox with both procedures implemented as Matlab scripts; 

-   employment of both procedures to real data from the EDGE module of SICS ICE 

data centre located in Luleå, Sweden [5]; 

-    demonstrating the pros and cons of both procedures. 

The rest of the paper is organised as follows. Section 2 provides an overview of 

related works in the area of parameter estimation for data centre models as well as the 

relationship of the work to applied artificial intelligence. Section 3 describes the 

parameters, which require the estimation. Section 4 describes the general procedures 

for parameters estimation. Section 5 considers the results of parameters estimation and 

compares two proposed procedures. Section 6 gives the conclusion. 

2 Related Works 

This section considers works, which concentrate on approaches to modelling and 

models parameters estimation. The main approaches are white-box modelling and 

black-box identification [6]. The white-box models use scientific relations for 

describing the process. Parameters of the processes are known constants or they come 

from specifications of the modelled components. For example, server power 

consumption modelling requires power parameters of the corresponding CPU and 

server fan. From the authors' experience, it is not so easy to get the required parameters 

for the CPU and the server fan. As an idea of the toolbox is in modelling data centres 
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of any configuration, the modelling approach used in it is a so-called grey-box, which 

utilises scientific relations and requires additional techniques for parameter estimation. 

As this work deals with the server power modelling, we are interested in modelling 

approach and parameters estimation for such components as CPUs and server fans. In 

[7], authors provide a detailed survey of works, which concentrate on modelling the 

energy consumption of all components of data centres including servers and their 

components. 

The work [8] demonstrates that the CPU power consumption depends linearly on its 

utilisation. This work describes the experiments on specific CPUs to get their power 

parameters. However, it is not always possible to conduct experiments with each type 

of CPU presented in the modelled data centre. In [9], the authors also deal with the 

linear relationship between the CPUs power consumption and its utilisation, but there 

are no clear recommendations on parameters selection. 

For the server fans, there also exists works, which consider modelling their power 

consumption. In [9], the authors present the cubic polynomial model of fan power 

consumption, but there is no explanation on how its parameters were obtained. The 

work [10] describes the experiment on a specific server fan to get parameters for its 

power model, which is a cubic polynomial. However, it is not always possible to 

conduct experiments with each type of server fan utilised in the modelled data centre. 

Thus, this work is inspired by the necessity to have reliable procedures for 

parameters estimation in the server power model. The work presents estimation 

procedures based on data about CPUs utilisation, server fans speed and power 

consumption of servers. Those data are collected from the real data centre. One of the 

suggested procedures is based on a regression model, which is a common machine 

learning algorithm. So the paper relates to artificial intelligence systems in way of using 

machine learning algorithms.   

3 Parameters Estimation 

This work deals with parameters of the Server block, which estimates the power 

consumption of the server as a sum of the power of its main components: CPUs and 

server fans. The total power consumption of the server can be calculated by (1), which 

is combination of equations for CPU and server fan power consumption used in the 

toolbox [4]. 

𝑃𝑆𝑅𝑉 = ∑ (𝑃𝐶𝑃𝑈,𝑖𝑑𝑙𝑒 + (𝑃𝐶𝑃𝑈,𝑚𝑎𝑥 − 𝑃𝐶𝑃𝑈,𝑖𝑑𝑙𝑒)𝑈𝑡𝑖𝑙𝑖)
𝑛
𝑖=1 + ∑

𝑃𝑆𝐹,𝑚𝑎𝑥

𝑅𝑃𝑀𝑚𝑎𝑥
3 𝑅𝑃𝑀𝑖

3𝑚
𝑖=1  . (1) 

Here, n is number of CPUs on the server; Utili is utilisation of ith CPU; m is number of 

server fans on the server; RPMi is rotation speed of ith server fan.  

From equation (1) inner parameters of the server block: the CPU power consumption 

in idle mode (PCPU,idle); the CPU peak power consumption (PCPU,max); the server fan 

peak power consumption (PSF,max); the server fan maximum rotation speed (RPMmax). 

This work suggests two ways for parameter estimation: regression-based estimation 

and simulation-based optimisation. 

The regression-based estimation performs the following steps:  
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1. constructing the regression model which reflects the relationship between the values 

of the independent variables (predictors) and the explanatory variable (responses); 

2. planning the experiments on the real facility to measure values of the predictors and 

responses;  

3. pre-processing measured data; 

4. determining the coefficients of the regression model;  

5. statistical analysis of the results.  

 The simulation-based optimisation performs the following steps:  

1. collecting data from the real facility;  

2. constructing a model of a component whose parameters require estimation;  

3. setting inputs of the model to the data from the real facility;  

4. running the optimisation method, which minimises the mean deviation among 

modelling results and real values (cost function) and takes parameter values 

corresponding to the minimum as required ones. 

The following subsections discuss the implementation of both ways for estimation 

parameters of building blocks in the data centre modelling toolbox. This section deals 

with estimating the parameters from the equation (1). The model takes the assumption 

that all CPUs on the server are identical to each other, the same works for all the server 

fans. It means that all the CPUs and all the server fans have the same parameter values. 

3.1. Regression-based Estimation 

Based on (1) the server power can be presented as linear regression model: 

𝑃𝑆𝑅𝑉 = 𝑎0 + 𝑎1 ∙ 𝑋1 + 𝑎2 ∙ 𝑋2 . (2) 

In (2) regression coefficients represent the server block parameters:

 

 

𝑎0 = 𝑛 ∙ 𝑃𝐶𝑃𝑈,𝑖𝑑𝑙𝑒; 𝑎1 = 𝑃𝐶𝑃𝑈,𝑚𝑎𝑥 − 𝑃𝐶𝑃𝑈.𝑖𝑑𝑙𝑒; 𝑎2 =  
𝑃𝑆𝐹,𝑚𝑎𝑥

𝑅𝑃𝑀𝑚𝑎𝑥
3 . (3) 

In (2) predictors represent the server block inputs: 

𝑋1 = ∑ 𝑈𝑡𝑖𝑙𝑖
𝑛
𝑖=1 ;   𝑋2 = ∑ 𝑅𝑃𝑀𝑖

3𝑚
𝑖=1  . (4) 

To find regression coefficients, the measured values of predictors (X1 and X2) and 

response (PSRV) are required. For that aim, the experiment in the real data centre is 

conducted. An experimenter can control the CPUs utilisation directly. Whereas server 

fans speeds depend on the corresponding CPUs temperature, thus they are 

uncontrollable by the experimenter.  

The experiment plan: 

1. set the experiment duration (T);  

2. split the experiment time into two or more periods;  

3. set the utilisation of all CPUs so that it is 100% and 0% during the first and second 

periods (if there are other periods the utilisation can have arbitrary value but it 

should be constant during the period);  

4. measure the rotation speed of all server fans and power consumption of all servers 

during the periods;  

5. save measurements as time-series.  
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The result of the experiment is measured data, such as the servers power 

consumption and the rotation speed of server fans saved as separate time-series for each 

server and server fan.  

Before starting the calculation of parameters, the measured data requires pre-

processing. 

Measurements pre-processing:  

1. remove explicit outliers from the data set;  

2. smooth out the data in the data set by filtering; 

3. carry out centring the predictors and the response to get rid of intercept in the 

regression model; 

4. perform standardisation of the predictors and the response in the regression model. 

 

At last, when all data are prepared, it is possible to calculate the parameters. For each 

server, parameters are found using matrix form of linear regression model (5). 

𝑃𝑁 = 𝑋𝑁 ∙ 𝛼. (5) 

In (5) PN is a centred and standardised vector of measured values of server power 

consumption; XN is a centred and standardised matrix of measured values of CPU 

utilisation (the first column), and cube rotation speed of the server fans (the second 

column); α is a vector of parameters. Traditionally, the method of least squares is used 

to obtain the values of α, which is reduced to solving a system called normal equations 

(6) with a positive definite symmetric matrix.  

𝑋′𝑁 ∙ 𝑃𝑁 = (𝑋′𝑁 ∙ 𝑋𝑁) ∙ 𝛼. (6) 

The vector α can be determined as in (7), as the system matrix is small, it is only 

2×2. 

𝛼 = (𝑋′𝑁 ∙ 𝑋𝑁)−1 ∙ 𝑋′𝑁 ∙ 𝑃𝑁. (7) 

Use the vector α to calculate coefficients represented by (3). 

Statistical analysis of the results is in testing the hypothesis that coefficients 

calculated for different servers are from the same distribution with the same mean 

value. 

Section 5 demonstrates the implementation and results of the equation-based 

estimation procedure for data measured in the real data centre. 

3.2. Simulation-based Optimisation 

The simulation-based optimisation is another procedure to estimate server 

parameters. This procedure minimises the cost function (8), which estimates the mean 

deviation among modelling results and real values [12], [13]. 

𝐽(𝑃𝐶𝑃𝑈,𝑖𝑑𝑙𝑒 , 𝑃𝐶𝑃𝑈,𝑚𝑎𝑥 , 𝑃𝑆𝐹,𝑚𝑎𝑥 , 𝑅𝑃𝑀𝑚𝑎𝑥) 

=
1

2𝑚
∑ (𝑃𝑆𝑅𝑉,𝑟𝑒𝑎𝑙(𝑡) − 𝑃𝑆𝑅𝑉,𝑚𝑜𝑑𝑒𝑙(𝑡))

2
𝑚
𝑡=1  . 

(8) 
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In (8), PSRV,real (t) is the real server power at time t; PSRV,model (t) is the server power 

calculated by the model at the same time t; and m is the number of timestamps. 

The parameters estimation process goes through the following steps. The first step 

is in the server model preparation:  

(1)  the initial value, lower and upper bounds of all parameters are determined;  

(2) the time-series with data about the CPU usage, the rotational speed of 

corresponding local fans, are set as input values of the auxiliary model;  

(3)  the server model provides modelled values of the server power consumption, 

which is used for calculation the cost function (8).  

The second step consists in running the optimisation process (Matlab function: 

fmincon) which runs the server model with the current parameters to calculate the cost 

function value, then generate new parameter values and reruns the server model until 

the global minimum for cost function is found. The parameter values corresponding to 

the found minimum is considered as the desired parameter values. 

The next section demonstrates the implementation and results of the simulation-

based optimisation procedure for data measured in the real data centre. 

4 Results and Discussion 

To evaluate the proposed earlier procedures for the server parameters estimation, the 

data were collected in the Edge module of the SICS ICE facility located in Luleå, 

Sweden [5]. Table 1 demonstrates the profile of the CPUs utilisation during the data 

collection experiment. 

Table 1.  The CPUs utilisation profile during the data collection experiment. 

Time: 0-3 h 3-6 h 6-9 h 9-10 h 10-11 h 11-12 h 

Utilisation: 100 % 50 % 75 % 100 % 0 % 80 % 
 

Fig. 1 demonstrates the results of the server parameters estimation with the equation-

based and the simulation-based procedures. Both procedures shows the similar results. 

The mean absolute error (MAE): for the equation-based procedure is 5.5 W; for the 

simulation-based optimisation is 5.1 W. The mean absolute percent error (MAPE): for 

the equation-based procedure is 5.1 %; for the simulation-based optimisation is 4.8 %. 

Both procedures demonstrate quite realistic results, and they are added as scripts to 

the toolbox so that they can be used for parameters estimation. Comparing the MAE 

and MAPE for both procedures the best one can be selected, and parameters obtained 

with it can be applied as the server model parameters. 

It is worth mentioning, that the equation-based estimation procedure takes much less 

time than the simulation-based optimisation. However, for the server fan, it can 

estimate only the composite parameter (
𝑃𝑆𝐹,𝑚𝑎𝑥

𝑅𝑃𝑀𝑚𝑎𝑥
3 ), when the simulation-based 

optimisation is able to estimate all parameters separately. In addition, the equation-

based estimation can be used only if corresponding equation is quite easy such as linear 

equation. Thus, the toolbox provides with both procedures, so the decision, which one 
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should be used, is made in each individual case relying on timing and accuracy 

requirements. 

 

Fig. 1. Comparing the modelling results and real data: server power consumption and server 

energy consumption. 

5. Conclusion 

In this paper, we proposed and implemented two procedures for parameters estimation 

at server power modelling. The toolbox [4] has been extended with two scripts 

implementing the estimation of the parameters. The procedures have been employed to 

the estimation of parameters of server power model. Section 5 demonstrates the results 

of parameters estimation using the proposed procedures. The models constructed with 

the estimated parameters demonstrate that the calculated power consumption of the 

server is close to the real data.   

The future work is going to be developed in two directions. The first one is in 

implementation of additional techniques for parameters estimation such as on-line 

parameters estimation, and utilising neural networks for estimation parameters. The 

second one is in the estimation of parameters for all building blocks in the data centre 

modelling toolbox [Ber]. The special interest here is parameters determining the 

thermal behaviour of data centres, namely temperature evolution of all CPUs and air 

inside the data centre. The idea here is to extend the toolbox with all possible techniques 

of parameters estimation and each time at model constructing use those, which 

demonstrate most accurate results at modelling. 
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