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Raphaëlle Crubillé
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Abstract

Symbolic protocol verification generally abstracts probabilities away, considering
computations that succeed only with negligible probability, such as guessing random
numbers or breaking an encryption scheme, as impossible. This abstraction, some-
times referred to as the perfect cryptography assumption, has shown very useful as
it simplifies automation of the analysis. However, probabilities may also appear in
the control flow where they are generally not negligible. In this paper we consider
a framework for symbolic protocol analysis with a probabilistic choice operator: the
probabilistic applied pi calculus. We define and explore the relationships between
several behavioral equivalences. In particular we show the need to require random-
ized schedulers – indeed we exhibit a counter-example to one of the main results in a
previous work that relied on non-randomized ones. As in other frameworks that mix
both non-deterministic and probabilistic choices, schedulers may sometimes be un-
realistically powerful. We therefore consider two subclasses of processes that avoid
this problem. When considering purely non-deterministic protocols, as is done in
classical symbolic verification, we show that a probabilistic adversary has—maybe
surprisingly—a strictly superior distinguishing power for may testing, which, when
the number of sessions is bounded, we show to coincide with purely possibilistic sim-
ilarity. Finally, we consider fully probabilistic protocols and show that trace equiva-
lence corresponds to a notion of may testing with purely probabilistic attackers. We
also briefly discuss complexity and automation for these subclasses when the number
of sessions is bounded.

∗This work has been partly supported by the ANR Research and teaching chair in AI ASAP and by
ANR TECAP (decision number ANR-17-CE39-0004-03).
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1 Introduction

Automated symbolic protocol verification, based on the seminal work of Dolev and Yao [DY83],
has nowadays reached a level of maturity enabling successful use on complex real-world
security protocols, including TLS [BBK17, CHH+17], Signal [CGCD+20], authentication
protocols of the 5G standard [BDH+18], or EMV’s secure payment protocols [BST21] to
name only a few. In the symbolic model, a non-deterministic, computationally unbounded
attacker is assumed to have complete control of the network, being able to intercept any
messages, and forge new ones. As a counterpart, cryptography is idealized and the at-
tacker can only use predefined rules to manipulate messages that are represented by terms,
e.g. expressed by an equation dec(enc(m, k), k) = m stating that a message m encrypted
with k can be decrypted with the same key. This treatment of cryptography is in opposi-
tion to computational models where we assume a probabilistic polynomial time attacker,
messages are represented by bitstrings and assumptions that an arbitrary such attacker
has at most negligible probability of breaking a cryptographic primitive. Similarly, in the
symbolic model, random values, such as keys or nonces, are chosen freshly from an infinite
domain, rather than chosen randomly from a sufficiently large domain. These symbolic
abstractions of cryptography and randomness have even been shown sound [CKW10] (un-
der rather strong assumptions) and significantly ease the automation of proofs. Hence,
symbolic modeling of messages is arguably useful for formally analyzing cryptographic
protocols.

However, the above-described abstractions of randomness only apply to the messages,
and not to the control flow. Typical examples which crucially rely on randomized control
flow are mechanisms for providing anonymity, such as the dining cryptographers proto-
col [Cha88], Mix-nets [Cha81] or Crowds [RR98]. In this paper, we will investigate indis-
tinguishability properties, expressed as equivalences in a cryptographic process calculus,
the applied pi calculus [ABF17], extended with a probabilistic choice operator. Typically,
the testing equivalence expresses that two processes are equivalent if they exhibit the same
behaviour when put in parallel with an arbitrary attacker process. Our work presents foun-
dations for a model that (i) extends the scope of symbolic protocol analysis to probabilistic
protocols, and (ii) allows to consider non-probabilistic protocols in the presence of a prob-
abilistic attacker. In particular, when we consider purely concurrent processes–without
probabilistic behavior–the equivalence we obtain is strictly stronger than the standard
testing equivalence on such purely concurrent processes; in other terms, probabilistic ad-
versaries are–for good reasons, as we will argue–more powerful in order to distinguish such
processes than the purely concurrent adversaries considered in existing works and tools.

Our contributions. In a first part we introduce a probabilistic applied pi calculus and
its semantics, which has similarities to [GLPT07], with two major differences. (i) We ex-
press our semantics in terms of general non-deterministic probabilistic transition systems
(NPLTS)–also called probabilistic automata in the literature–which allows us to bene-
fit from a large body of existing results on these systems [SL95, PS07, Cas18, BSV19,
DVGHM09, Sto02, Eis17]. (ii) More importantly, we differ in the way non-determinism is
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resolved: unlike [GLPT07] we allow for randomized schedulers—rather than choosing one
particular non-deterministic choice, we allow the scheduler to choose an arbitrary distri-
bution on the available non-deterministic choices. Next we introduce testing equivalence,
and show that unlike in the purely non-deterministic choice, may-testing is strictly stronger
than trace equivalence. Finally, we introduce notions of (bi)simulation and observational
preorder and equivalence and show that the simulation and observational pre-order, respec-
tively bisimilarity and observational equivalence, coincide for randomized schedulers. We
also show that for non-randomized schedulers, these equivalences do not coincide, which
provides a counter-example to one of the main results in [GLPT07].

A well-known phenomenon [CP10, AAPvR10] in process calculi that are both proba-
bilistic and non-deterministic is the existence of some nonrealistic schedulers that are able
to use the internal probabilistic choices done by an agent in order to schedule another
agent’s non-deterministic choices, i.e., the scheduler leaks the probabilistic choices. There-
fore, we study two important subclasses of processes that avoid this phenomenon. First,
we consider the classical class of non-probabilistic processes, as in the original applied pi
calculus, but in the presence of probabilistic adversaries. We show that, if we additionally
bound the number of sessions, may-testing with probabilistic adversaries coincides with the
classical, purely possibilistic notion of similarity. This provides a contextual characteriza-
tion of the notion of similarity which is reminiscent of [DVGHM09] in the setting of CSP.
Relying on results from [CKR18], this implies that testing equivalence with probabilistic
adversaries is co-NEXPTIME complete for a large class of cryptographic primitives. Second,
we consider a class of fully probabilistic processes, which is reminiscent of a probabilistic
version of simple processes in [CCD13, CC08], and a slight generalization of the processes
in [CSV17]. We next show that trace equivalence as considered in [CSV17], is weaker
than may-testing, but coincides with a version of may-testing where attacker processes
are restricted disallowing replication, parallel, and non-deterministic choice, but allowing
probabilistic choices. Finally, we briefly discuss how the algorithm for deciding trace equiv-
alence in the DeepSec verifier [CKR18] could be adapted to this fully probabilistic case,
providing a more general setting than Bauer et al. [BCSV18] who additionally bound the
size of input messages. A thorough treatment of this adaptation and implementation is
left for future work. Most of our results are summarized in Figure 1 that depicts the re-
lationship between the different preorders (with similar relations between corresponding
equivalences).

5



≤tr≤nr
tr

Proposition 2

≤may≤nr
may

Proposition 1

P
ro

p
o
si

ti
o
n

3

P
ro

p
o
sitio

n
1
2

F
P

,
d

et.
a
d

v
.

≤sim
by def. ≤nr

sim6=
Lemma 2

≤obs
by def.

Proposition 8
MP<∞,np

≤nr
obs6=

Lemma 3
+ Proposition 5

P
ro

p
o
sitio

n
5

6=
Lemma 3

strict implication equivalence
equivalence with

additional hypotheses

≤nr denotes a preorder with non-randomized schedulers.

Figure 1: Summary of the relationship between preorders.

Part I

A Probabilistic Applied Pi Calculus
In this first part we present a probabilistic extension of the applied pi calculus. We first
introduce its syntax and internal semantics. Then we introduce different equivalences
and preorders, and study their relations. We start with the classical may-testing equiv-
alence, which requires to be precise about how non-determinism is resolved. Then we
introduce a labelled semantics and the notion of trace equivalence. Unlike in the purely
non-deterministic case, trace equivalence is (strictly) weaker than may testing. Finally,
we introduce other equivalences and preorders: similarity, bisimilarity and observational
preorder/equivalence. We emphasize the need for randomized schedulers; indeed, the use
of non-randomized schedulers results into a non-transitive simulation relation.

2 Probabilistic Applied π-calculus

In this paper, we will work with probabilistic applied π-calculus, the probabilistic variant
of applied π-calculus introduced by Goubault-Larrecq et al. [GLPT07].

2.1 Message as terms

We assume an infinite set of names, denoted N = {a, b, . . . , }. We partition the set N
into two disjoint infinite sets Npub and Npriv to respectively represents public and private
names. The distinction between public and private names is analogous to the distinction
between free and bound names in the original applied pi calculus. We define an infinite
set of variables X . Finally we consider a finite set of function symbols with their arity
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F = {f/n, g/m, . . .}, called signature. Terms are defined as names, variables, and function
symbols applied to other terms. For any F ⊆ F , N ⊆ N and V ⊆ X , the set of terms
built from N and V by applying function symbols in F is denoted by T (F,N ∪ V). We call
protocol terms the terms from T (F ,N ∪ X ).

We also suppose that terms are equipped with a binary relation
.
= that expresses that

two terms evaluate to the same result, and a predicate Msg(·) that is intended to hold
when evaluation succeeds. We suppose that

.
= is a symmetric and transitive relation that

is closed under substitution of names and variables by other terms and application of
function symbols and such that for all a, b ∈ N , a = b if and only if a

.
= b. Msg(·) is

supposed to hold on any names, to be closed under renamings and t1
.
= t2 implies that

Msg(t1) and Msg(t2). Finally, we require that Msg(t) implies t
.
= t.

For example, the
.
= relation could capture that dec(enc(m, k), k)

.
= m for any m, k

modelling that decryption cancels out encryption when the same key k is used and one
may define Msg(dec(n, k)) as false to express that decryption could fail if the ciphertext it
is applied to is not an encryption with the matching key.

How
.
= and Msg(·) are precisely defined is not relevant for the results of this paper and

we wish to capture several formalisms.
.
= can for instance be defined by an equational

theory, as in the applied pi calculus [ABF17] (where Msg(·) would evaluate to true on any
term), defined by a constructor-destructor rewrite system, allowing evaluation to fail when
a destructor application does not reduce, as in the DeepSec tool [CKR18], or a combination
of these as in the ProVerif tool [Bla16].

2.2 Syntax of the process calculus

The syntax for processes is defined as follows:

P, Q ::= processes
0 nil
in(u, x);P output
out(u, v);P input
P | Q parallel composition
!P replication
new a;P restriction
if u = v then P else Q conditional
P + Q non-deterministic choice
P +p Q probabilistic choice

where u, v are protocol terms, x ∈ X , a ∈ N and p ∈]0; 1[. A process P is closed when all
variables in P are bound by an input.

Notation 1. We write SP for the set of all processes in probabilistic applied π-calculus,
and MP for the set of all multisets over SP . We sometimes consider syntactic subclasses
of these processes. For finite processes, i.e., without replication, we denote these sets by
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SP<∞ andMP<∞. For non probabilistic, i.e. purely non-determinisitic processes without
+p, we write SPnp and MPnp and when considering both restrictions we write SP<∞,np
and MP<∞,np.

2.3 Operational semantics

We will now define the semantics of the probabilistic applied π-calculus. We opt for a
different presentation of the semantics than Goubault-Larrecq et al. [GLPT07] relying on
existing formalisms for transition systems. Moreover, we allow for a more general class of
schedulers.

Notation 2. Let S be any set. We denote by D(S) the set of all finitely supported proba-
bility distributions over S. We denote by D≤1(S) the set of all sub-probability distributions
over S (observe that D(S) ⊆ D≤1(S)). For p, q ≥ 0, and D,E two sub-distributions, we
write p ·D + q · E for the measure defined as (p ·D + q · E)(x) = p ·D(x) + q · E(x). In
the particular case where q = 0, the resulting sub-distribution does not depend on E, and
we simply write p ·D instead of p ·D + 0 · E.

If D ∈ D(S), we denote by supp(D) the support of D, i.e. the set of all elements s ∈ S
such that D(s) > 0. If S ′ ⊆ S, we note D(S ′) =

∑
s∈S′ D(s). Finally, we denote by δx the

Dirac distribution on x.

The operational semantics of processes is defined by a relation between multisets of
processes and probability distributions on multisets of processes, denoted P →τ µ. This
relation is defined in Figure 2.

Remark 1. One may note that our calculus offers a non-deterministic choice operator
that is resolved internally. This differs from the standard pi-calculus [MPW92] where the
non-deterministic choice operator is resolved externally. Even though the original applied
pi calculus [ABF17] does not contain non-deterministic choice the process P + Q can be
encoded as

new c; ((out(c, tok);P ) | (in(c, tok);Q))

where c and x do not occur in P nor in Q. Alternatively, we could have defined + as
syntactic sugar.

In the following, we will deal with the operational semantics of our calculus with tools
designed for generic probabilistic systems. We choose the notion of non-deterministic
probabilistic labelled transition systems (NPLTS) used for instance in [BSV19]. A NPLTS
allows to represent states that have both internal and external non-deterministic behavior.
It can be noted that it coincides with the notion of simple probabilistic automata of Segala
et al [SL95].

Notation 3. Let S be any set. We denote P(S) for the set of all finite subsets of S.
Moreover, we can augment S with a special element ? will be used to talk about deadlocks,
i.e. S ∪ {?}.
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P ∪ {{0}} →τ δP (Null)

P ∪ {{if u = v then P else Q}} →τ δP∪{{P}} if u
.
= v (Then)

P ∪ {{if u = v then P else Q}} →τ δP∪{{Q}} if u 6 .= v (Else)

P ∪ {{out(u, t).P, in(v, x).Q}} →τ δP∪{{P,Q{x7→t}}} if Msg(t) ∧ u .
= v (Comm)

P ∪ {{P | Q}} →τ δP∪{{P,Q}} (Par)

P ∪ {{!P}} →τ δP∪{{!P,P}} (Repl)

P ∪ {{new a;P}} →τ δP∪{{P{a′/a}}} where a′ ∈ Npriv is fresh (New)

P ∪ {{P + Q}})→τ δP∪{{P}} (Choice-1)

P ∪ {{P + Q}} →τ δP∪{{Q}} (Choice-2)

P ∪ {{P +p Q}} →τ p · δP∪{{P}} + (1− p) · δP∪{{Q}} (PChoice)

Figure 2: Semantics of the calculus

Definition 1 (NPLTS). A NPLTS is a triple (S,A, trans), where

• S is a set of states,

• A = Aint t Aext is a set of labels, and

• trans : S → A → P(D(S)) is a transition function: for each state in S, and each
label in A, trans(s)(a) is a set of (finitely supported) distributions.

The labels in Aint, respectively Aext are called internal, respectively external actions. For
s ∈ S, a ∈ A, when D ∈ trans(s, a) we write s

a−→ D if a ∈ Aext and s
τ−→ D if a ∈ Aint.

In the rest of this paper, we may define a NPLTS by only its transition function, i.e.,
we will say that trans : S → A → P(D(S)) is the NPLTS (S,A, trans). When considering
an NPLTS with only one internal action, this action will usually be noted τ , in such a way
that s

τ−→ D if and only if D ∈ trans(s, τ).
We now express our operational semantics as a NPLTS, whose only action is the internal

action {τ}. The need for external actions will become clear in Section 4, when defining a
labelled semantics as a NPLTS N` with an internal action τ , and several external actions
that represent adversarial transitions. Moreover, in Section ??, we consider a refinement
of both labelled and non-labelled semantics, using several internal actions: an internal
action will correspond to an internal action τ decorated with an annotation visible by the
scheduler.

Definition 2. The operational semantics is the NPLTS No = (MP , {τ}, transo) where for
every s ∈MP , transo(s)(τ) = {D | s→τ D}.

Note that the states of the NPLTS No contain all possible multisets of processes and
how they are executed. Obviously, No is thus an infinite transition system. In examples
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illustrating transitions of a multiset of processes P , we only show the relevant fragment of
No that contains P .

Example 1. The complete execution of the following process P is given in Figure 3.

(out(c, k) +1/3 out(c, a)) | in(c, x); if x = k then out(c, ok)

{{P}}

{{A,B}}

τ

{{out(c, k′), B}}

{{out(c, a), B}}

1/3

2/3

τ

{{0, B1}}
τ {{0, 0}}τ

{{B1}}

τ

{{0}}τ

τ

∅τ

{{0, B2}}
τ {{B2}}

τ

{{0, B3}}

τ

{{B3}}

τ

τ

A = out(c, k) +1/3 out(c, a)

B = in(c, x); if x = k′ then out(c, ok)

B1 = if a = k′ then out(c, ok)

B2 = if k′ = k′ then out(c, ok)

B3 = out(c, ok)

Figure 3: Semantics of the process P from Example 1

3 May Testing Equivalences

3.1 Resolving the internal non-determinism

We generically express the way to resolve the internal non-determinism of a NPLTS using
the formalism of resolutions : resolving the non-determinism means choosing from the
NPLTS, a particular transition system without internal non-determinism. The resulting
transition system is called a Reactive Probabilistic Labelled Model and has still external,
but no internal, non-determinism. It can be noted that this model is equivalent to Labelled
Markov Chains when extended with internal actions.

Definition 3 (RPLTS). A Reactive Probabilistic Labelled Transition System (RPLTS) is
a triple (S,A, trans), where

• S is a set of states,

• A = Aext t Aint a set of labels, and
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• trans : S → (Aext → (D(S) ∪ {?})) t (Aint × D(S)) is a transition function that
assigns to each state in S

– either a function mapping labels in Aext to a failure or a distribution over S
(the non deterministic external actions);

– or one unique distribution with its internal label from Aint (the deterministic
internal action).

The states s ∈ S such that trans(s) : Aext → (D(S)∪ {?}) are called external states, while
the ones such that trans(s) : (Aint × D(S)) are called internal states. Given an RPLTS
R, we will denote by Sext(R) and Sint(R) the sets of external and internal states of R
respectively.

In the particular case of a NPLTS with no external action, resolving the internal non-
determinism results in a system with no non-determinism at all. This is for instance the
case of the operational semantics No. Such a purely probabilistic system can be modelled
as a reactive probabilistic transition system (that is equivalent to the notion of Markov
Chain).

Definition 4 (RPTS). A Reactive Probabilistic Transition System (RPTS) is a pair
(S, trans), where

• S is a set of states, and

• trans : S → (D(S)∪{?}) is a transition function that assigns to each state in S either
a failure token ?, or a distribution over S.

We now define resolutions–or schedulers–for a NPLTS that allow to solve the internal,
but not external, non-determinism: a resolution describes one of the possible ways of
turning an NPLTS into a RPLTS. It means that for each state s, a resolution should
choose whether s is an internal state or external state; in the first case, a unique pair of
an internal action and a post-transition distribution must be chosen; in the second case,
for each external action a, the resolution must choose a unique distribution D (if it exists)
such that s →a D. It is however slighly more complicated, since the possible existence of
cycles in the execution–meaning that from the same state, the scheduler can do successively
different choices–lead to the necessity of a correspondance function.

Example 2. There are indeed cycles in the NPLTS No, because of the replication operator
!. For instance, we can consider the following process P :

P := !Q with Q := in(u, x) | (out(u, 0) + out(u, 1)).

We represent in Figure 4 a fragment of No containing the state {{P}}. (Observe that this
fragment is not self-contained, in the sense that there exist No-transitions from states in
this fragment to states absent from this fragment).
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{{P}}

{{Q,P}}

τ

{{P, in(u, x), (out(u, 0) + out(u, 1)}}

τ

{{P, in(u, x), out(u, 0)}}

{{P, in(u, x), out(u, 1)}}

τ

τ
{{P, 0, 0}} {{P, 0}}

τ

τ

τ

τ

Figure 4: A cycle in No, from Example 2

Notation 4. Let S be a set of states and ∆ ⊆ D(S) be a finite set of probability distri-
butions over S. The convex hull of ∆ is defined as:

conv(∆) :={D ∈ D(S) | ∃α1, . . . , αn ∈ R.∃D1, . . . , Dn ∈ ∆.
n∑
i=1

αi = 1 ∧D =
n∑
i=1

αi ·Di}

Notation 5. Let S,S ′ be two sets of states and f : S → S ′. We define the function
f : D(S)→ D(S ′) to be the probabilistic lifting of f , where f(D) =

∑
s∈S D(s) · δf(s).

When obvious from context, we will overload the notation and write f instead of f .

Definition 5 ([BSV19]). Let trans : S → Aint t Aext → P(D(S)) be a NPLTS.
A randomized, respectively non-randomized, resolution for trans is a triple (S ′, corr, trans′),
where S ′ is a set of states, corr : S ′ → S is the correspondence function, and trans′ : S ′ →
(Aext → (D(S ′) ∪ {?})) t (Aint ×D(S ′)) is a RPLTS R such that:

if s′ ∈ Sext(R) and trans′(s′)(a) = D, or s′ ∈ Sint(R) and trans′(s′) = (a,D),

then corr(D) ∈ conv(trans(corr(s′))(a)) (randomized), respectively
corr is injective on the support ofD and corr(D) ∈ trans(corr(s′))(a) (non-randomized).

Given a NPLTS N we denote by Rr(N), respectively Rnr(N), the set of randomized,
respectively non-randomized resolutions. Observe that any non-randomized resolution is
also a randomized resolution, i.e., Rnr(N) ⊂ Rr(N).

Remark 2. In the particular case of an NPLTS N that has only one internal action τ ,
and no external actions, as for instance No, a resolution is a triple R = (S ′, corr, trans′),
where S ′ is a set of states, corr : S ′ → S is the correspondence function, and trans′ : S ′ →
(∅ → (D(S ′) ∪ {?})) t ({τ} × D(S ′)). Recall that for any set X, the cardinality of the
set (∅ → X) is 1: by abuse of notation, we denote by ? the unique element of the set
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s1

s4

s2

s3

τ

a

1/3

2/3
a

(a) A NPLTS N

s1
1 s2

1 s3
1

s2

s3

τ τ

1/3

2/3

a

(b) A non-randomized resolution for N
corr(si1) = s1 (1 ≤ i ≤ 3), corr(sj) = sj (2 ≤ j ≤ 3).

s1 s3

s2

s4

1/6

1/2

2/6

a

(c) A randomized resolution for N
corr(si) = si (1 ≤ i ≤ 3)
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(∅→ (D(S ′)∪{?})). With this notation–and by indentifying any set X to the isomorphic
set {τ} ×X–we can simply rewrite trans′ as:

trans′ : S ′ → {?} t D(S ′).

To sum up, there are two possibilities when we star from a R-state s′ ∈ S ′: either the
execution stops here (in this case, trans(s′) = ?, and thus s′ is an external state), or
the scheduler chooses the next step (in this case, trans(s′) ∈ D(S ′), and thus s′ is an
internal state). Formally, it means that the N-resolutions are actually RPTSs–the purely
probabilistic structure defined in Definition 4. Moreover, we can rewrite the simplified
constraints on resolutions given in Definition 5 as follows:

if trans′(s′) = D

then corr(D) ∈ conv(trans(corr(s′))(τ)) (randomized), respectively
corr is injective on the support ofD and corr(D) ∈ trans(corr(s′))(τ) (non-randomized).

We show in Figure 6 examples of No-resolutions for the process P from Example 1 and
its semantics in Figure 3.

{{P}}

{{A,B}}

τ

{{out(c, k′), B}}

{{out(c, a), B}}

1/3

2/3

τ

{{0, B1}}
τ

{{B1}}

τ

{{0}}τ ∅τ

{{0, B2}}
τ {{B2}}

τ {{B3}}
τ

(a) A non-randomized resolution.

{{P}}

{{A,B}}

τ

{{out(c, k′), B}}

{{out(c, a), B}}

1/3

2/3

τ

{{0, B1}}
τ {{0, 0}}

{{B1}} {{0}}τ

τ

∅τ

1/4
3/4

τ

{{0, B2}}
τ {{B2}}

τ {{B3}}
τ

(b) A randomized resolution.

Figure 6: Examples of resolutions for process P from Example 1 where the correspondence
function corr is the identity. Resolutions in No correspond to a Markov Chain.
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3.2 Computing the probability of reaching a barbed state

We first precise when a state of No, i.e., a multiset of processes, exhibits a barb c.

Definition 6. For any public name c ∈ Npub, and a multiset of processes P ∈ MP , we
say that P exhibits barb c when there exists a process out(u, t).Q in P where c

.
= u and

Msg(t). We denote by ↓c the set of all multisets of processes that exhibit the barb c.

We formalize here the probability of reaching a state in some set of target states, in a
fully probabilistic transition system, i.e., in a transition system where all non-determinism–
internal or external–has already been resolved. We first define the probability of reaching
such a state in at most n steps, and then we take the probability of reaching them eventually
as the limit of the n-step reaching probabilities.

Definition 7. Let R = (S, trans) be a RPTS, T ⊆ S a set of states, and s an initial state.
For every n ∈ N we define the probability of reaching T from s in at most n steps as:

RProb≤0
R (s, T ) =

{
1 if s ∈ T
0 otherwise.

RProb≤n+1
R (s, T ) =


1 if s ∈ T
0 if s 6∈ T ∧ trans(s) = ?∑

u∈supp(D) D(u) · RProb≤nR (u, T ) if s 6∈ T ∧ trans(s) = D

We define the probability of reaching T from s as:

RProbR(s, T ) = lim
n→+∞

RProb≤nR (s, T ).

Note that, as RProb≤nR (s, T ) is an increasing function in n we can replace the limit by
the supremum on n ∈ N.

Notation 6. Let N = (SN,A, transN) be a NPLTS, and R = (SR, corrR, transR) be a reso-

lution for N. Recall that R̂ = (SR,A, transR) is a RPLTS. From R̂, we build a RPTS by

removing the external actions: we define R̃ = (SR, transR̃) where

transR̃(s) =

{
? when s ∈ Sext(R̂)

D when s ∈ Sint(R̂) and transR(s) = (aint, D)

For T ⊆ SR, s ∈ SR and resolution R we write RProbR(s, T ), respectively RProb≤nR (s, T ),
for the probability RProbR̃(s, T ), respectively RProb≤n

R̃
(s, T ).

For T ⊆ SN, s ∈ SN, andR ⊆ Rr(N), we note RProbR(s, T ), respectively RProb≤nR (s, T ),
for the probability sup{RProbR(s′, corr−1

R (T )) | R = (SR, corrR, transR) ∈ R, corrR(s′) = s},
respectively sup{RProb≤nR (s′, corr−1

R (T )) | R = (SR, corrR, transR) ∈ R, corrR(s′) = s}.

In the following we denote by Ro
r (resp. Ro

nr) the set of all randomized (resp. non-
randomized) resolutions for No, i.e., Ro

r = Rr(N
o) and Ro

nr = Rnr(N
o).
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3.3 Defining May Testing Equivalence

Definition 8 (May testing equivalence). Let R be a set of resolutions for No and P ,Q ∈
MP . We say that

P ≤Rmay Q iff
∀Adv ∈MP s.t. fn(Adv) ⊆ Npub. ∀c ∈ Npub.
RProbR(P ∪ Adv, ↓c) ≤ RProbR(Q∪ Adv, ↓c)

We say that P ,Q are may testing equivalent for R, denoted P ≈Rmay Q when both
P ≤Rmay Q and Q ≤Rmay P .

We first show that for may-testing, it is sufficient to consider non-randomized resolu-
tions.

Proposition 1. The may testing preorder coincides for randomized and non-randomized
resolutions:

≤Rormay = ≤Ronrmay

The proof of this result is given in Appendix A.
Given that the may testing preorder coincides for randomized and non-randomized

resolutions we will simply write ≤may in what follows.

Remark 3. One alternative definition of probabilistic may testing pre-orders studied in
the literature is as follows: P ≤′ Q iff

for all Adv ∈ MP s.t. fn(Adv) ⊆ Npub, c ∈ Npub, resolution R and R-state s s.t.
corr(s) = P | Adv,

there exists resolution R′ and R′-state s′ such that corr′(s′) = Q | Adv and

RProbR(s, corr−1(↓c)) = RProbR′(s
′, corr′−1(↓c))

However, the resulting pre-orders on processes are counter-intuitive: for instance, when
we consider the processes P := out(a, 0) and Q := out(a, 0) +1/2 (out(a, 0) +1/2 out(a, 0)),
we can show that (Q,P) 6∈≤′, for both randomized or non-randomized schedulers. Indeed,
when we take Adv = 0, and we see that there exists a resolution R such that RProbR(Q, ↓
a) = 1

2
, but for every resolution R′, it holds that RProbR′(P , ↓a) = 1.

4 Trace equivalence

As usual in pi calculi, and in the applied π-calculus in particular we define a labelled
semantics. The intent of the labels is to capture adversarial actions and avoid the universal
quantification over processes in equivalence definitions.
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4.1 Labelled semantics

A state in this labeled semantics is defined by associating a multiset of processes with a
frame, modeling the knowledge accumulated by the adversary. We also consider a new
set of variables AX = {ax1, ax2, . . .} distinct from X that will act as pointers to output
messages.

Definition 9. An extended process is an ordered pair (P , φ), where P ∈ MP and φ is
a ground substitution {ax1 7→ t1; . . . ; axn 7→ tn} such that axi ∈ AX , ti ∈ T (F ,N ) and
Msg(ti) for 1 ≤ i ≤ n.

We denote by SP` the set of all extended processes (and use SP<∞` , SPnp
` and SP<∞,np`

for subclasses as before).

A recipe is a term from T (F ,Npub ∪ AX} representing how an attacker can deduce a
message.

Notation 7. If D is a distribution over MP , and φ a frame, we write (D,φ) for the
distribution over extended processes defined as (D,φ) =

∑
P∈supp(D) D(P) · δ(P,φ).

We now define the NPLTS N` for the labelled semantics. The only internal action is {τ},
and we add external actions, that model the interactions with an external environment.

Definition 10. The labelled semantics is the NPLTS N` = (SP`,A`ext t{τ}, trans`) where

• A`ext = {in(ξ, ζ), out(ξ, ax), (ξ
?
= ζ), (ξ

?

6= ζ) | ξ, ζ recipes, ax ∈ AX}

• trans`((P , φ))(a) = {D | (P , φ)→a D} where →a is defined by the following rules:

– (P , φ)→τ (D,φ) if P →τ D

– ({{in(u, x);P}} ∪ P , φ)→in(ξ,ζ) δ({{P{ζφ/x}}}∪P,φ)

if u
.
= ξφ, Msg(ζφ) and vars(ξ, ζ) ⊆ dom(φ)

– ({{out(u, t);P}} ∪ P , φ)→out(ξ,axn+1) δ({{P}}∪P,φ{axn+1 7→t})
if u

.
= ξφ, Msg(t), vars(ξ) ⊆ dom(φ) and |φ| = n

– (P , φ)→(ξ∼ζ) δ(P,φ) if vars(ξ, ζ) ⊆ dom(φ) and ξφ ∼ ζφ where ∼ ∈ { .=, 6 .=}

Note that when we lift →τ to extended processes we suppose that the freshness re-
quirement of a new name a′ in the (New) rule of fig. 2 also applies to the frame φ, i.e.,
a′ must not appear in φ. As for the operational semantics, we consider randomized and
non-randomized resolutions for N` and denote the corresponding sets of resolutions by R`

r ,
respectively R`

nr.

Remark 4. It should be noted that we deal with static equivalence in a different way as
done usually in the applied pi-calculus, or implicitly in the probabilistic applied pi-calculus
in [GLPT07]: indeed, static equivalence is encoded into the NPLTS N` by a countable set

of actions–all the tests (ξ
?
= ζ) and their negations– instead of just one action testing static
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equivalence. The motivation behind this choice is to be able to represent every action
from the NPLTS by an elementary push-button action of the adversary. As shown later,
this choice has no effect whatsoever on the definition of the simulation pre-orders (or on
bisimulation)–see Remark 8 for more details, but it leads to a different notion of trace
equivalence, that is closer to may testing equivalence–see Remark 5.

4.2 Trace Preorder

We first define the probability of executing a trace in a resolution. As we are interested
in a weak trace preorder, traces are sequences of external actions only. In our definition
we will use the previously introduced notation RProbR(s, {t}): recall that this denotes the
probability of reaching state t from state s under resolution R using only internal actions.

Definition 11. Let N = (SN,Aint t Aext, transN) be a NPLTS. Let R = (SR, corrR, transR)
be a resolution for N`. Let w ∈ Aext∗ be a trace, i.e., a finite word on the alphabet Aext.
For all states s ∈ SR, we define the probability of executing w starting from s in R as:

ProbR(s, ε) = 1

ProbR(s, a.w) =
∑
t∈SR

s.t. ∃D∈D(SR), transR(t)(a)=D

RProbR(s, {t}) ·
∑

s′∈supp(D)

D(s′) · ProbR(s′, w)

Given a set of resolutions R ⊆ Rr(N), a state u ∈ SN, we denote by ProbR(s, w) the
maximal probability of executing w from s in R:

ProbR(u,w) = sup
R=(SR,corrR,transR)∈R
s∈SR s.t. corr(s)=u

ProbR(s, w)

In this work, we are interested mostly by the may paradigm for non-determinism.
Observe that nonetheless, we could define must-trace equivalence where we would compute
the infimum of probabilities rather than supremum of probabilities in Definition 11.

Definition 12. Let R ⊆ R`
r be a set of resolutions for N` and (P , φ), (P ′, φ′) ∈ SP`.

(P , φ) ≤Rtr (P ′, φ′) iff ∀w ∈ A`ext
∗
. ProbR((P , φ), w) ≤ ProbR((P ′, φ′), w)

(P , φ) and (P ′, φ′) are trace equivalent for R if (P , φ) ≤Rtr (P ′, φ′) and (P ′, φ′) ≤Rtr (P , φ).

4.3 On randomized or non-randomized resolutions

Observe that Definition 12 depends on the class of admissible resolutions under consider-
ation, i.e., whether we restrict ourselves to non-randomized resolutions, or we consider all
randomized resolutions. In the following, we show–as we formally state in proposition 2–
that these two notions of trace equivalence actually coincide. This result is not surpris-
ing: indeed it has for instance been shown in [Cas18] (in the restricted setting of strong
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trace equivalence and NPLTS with an image-finiteness condition) that trace preorder–
called there supremal probability trace pre-order–does not depend on whether we consider
all randomized resolutions, or only non-randomized ones. Here, we show the same result
for the notion of weak trace pre-order we gave in Definition 12.

Proposition 2. Let (P , φ) and (P ′, φ′) be two extended processes.

(P , φ) ≤R
`
r

tr (P ′, φ′) iff (P , φ) ≤R
`
nr

tr (P ′, φ′)

The proof of this result is given in Appendix B.1. In the rest of this paper, as ≤R
`
nr

tr =

≤R
`
r

tr , we simply denote trace inclusion by ≤tr.
Trace preorders is (strictly) weaker than the may testing preorder: it is the sense of

Proposition 3 below.

Proposition 3. Let P ,Q ∈MP be two processes.

P ≤may Q ⇒ (P ,∅) ≤tr (Q,∅)

Moreover, there exist processes P ,Q ∈MP such that

(P ,∅) ≤tr (Q,∅) and P 6≤may Q

Proof sketch. We show both points separately.

• Our goal is to show that every trace w can be emulated by an adversary Adv. Observe
that any trace w can be seen as a (linear) formula in F , where F is the Henessy-Milner
logic from Definition 25. It means that for every ok ∈ Npub such that ok 6∈ fn(w)
and n ∈ N, we can consider the adversary Advokw,n from Definition 27. Recall that
we cannot apply directly Lemma 12, because here there can be probabilistic choices
inside P . Nonetheless, as long as the formulas considered are traces, we are going to
show a generalization of Lemma 12 to probabilistic processes. More precisely, we are
going to show: for all trace w, for all P ∈MP , φ ∈ F with ok 6∈ fn(P , φ, w):

ProbRnr(N`)((P , φ), w) = RProbRnr(No)(P ∪ {{Advokw,|φ|φ}}, ↓ok). (1)

We write I for the set

I := {(P ∪ {{Advokw,|φ|φ)}} | (P , φ) ∈ SP`, w ∈ A?ext, ok 6∈ fn(P , φ, w)}

Observe that we can write the restriction of No to I using the NPLTS N`
tr

defined in
Definition 33, in the sense where: ∀s = P ∪ {{Advokw,|φ|φ}} ∈ I: s

τ−→NoD, if and only if

there exists E such that ((P , φ), w)
τ−→N`trE, and D = f(E) where f : ((P ′, φ′), w′) ∈

SN`tr 7→ P ′ ∪ {{Advokw′,|φ′|φ′}}) ∈ I–see Notation 5 for the meaning of f . Moreover, a
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P = {{new k; (P (0) | P (0) | P (1) | Pdec)}}
Q = {{new k; (P (0) | P (1) | P (1) | Pdec)}}

and
P (x) = new r; out(c, enc(x, r, k))
Pdec = in(d, x); out(d, dec(x, k))

Figure 7: Processes P ,Q such that (P ,∅) ≤tr (Q,∅) and P 6≤may Q

state P ∪ {{Advokw,|φ|φ}} ∈ I is in ↓ok if and only if w = ε. From this observation, we
can deduce:

RProbRnr(No)(P ∪ {{Advokw,|φ|φ}}, ↓ok)

= RProbRnr(N`
tr)((P , φ), w), {(s, ε) | s ∈ SP`})

= RProbRnr(N`
tr)((P , φ), w), {success}) since ∀s ∈ SP`, (s, ε)

τ−→N`tr δsuccess.

Since we know from Lemma 22 that

RProbRnr(N`
tr)((P , φ), w), {success}) = ProbRnr(N`)((P , φ), w)

we conclude that (1) holds. From there, we obtain the result directly by looking at
the definition of the may-testing preorder and the trace preorder.

• The fact that may testing is strictly stronger is for instance witnessed by processes
P ,Q in Figure 7.

Remark 5. Observe that–contrary to usual results in the literature, see for instance [CCD13]–
Proposition 3 holds even for processes non image-finite. This discrepancy comes from our
choice of labelled actions for static equivalence (see Remark 4): a trace cannot test directly
static equivalence, but can only do a finite numbers of recipe tests.

5 Simulation and observational preorders

In this section, we define the simulation and observational preorders on probabilistic pi-
calculus processes and corresponding equivalences. Our definition of simulation preorder
is taken from the definition of randomized weak simulation preorder introduced by Segala
and Lynch for probabilistic automata [SL95]. Both simulation and observational preorders
relie on a weak relation for internal actions which we define as follows, one for randomized
and one for non-randomized resolutions.

Definition 13. Let N = (SN,Aext t Aint, transN) be a NPLTS, and D,E ∈ D≤1(SN).

• We write D
τ

==⇒Rr(N) E when there exists R = (SR, corrR, transR) ∈ Rr(N), and
D′, E ′ ∈ D≤1(SR) such that corrR(D′) = D, corrR(E ′) = E, supp(E ′) ⊆ Sext(R) and
for all u ∈ Sext(R), E ′(u) =

∑
s′∈SR D

′(s′) · RProbR(s′, {u}).
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• We write D
τ

==⇒Rnr(N) E when there exists R = (SR, corrR, transR) ∈ Rnr(N), and
D′, E ′ ∈ D≤1(SR) such that corrR is injective on the support of D′, corrR(D′) = D,
corr(E ′) = E, supp(E ′) ⊆ Sext(R) and for all u ∈ Sext(R), E ′(u) =

∑
s′∈SR D

′(s′) ·
RProbR(s′, {u}).

Moreover, for all s ∈ SN, D ∈ D≤1(SN), and R ∈ {Rr(N),Rnr(N)}, we write s
τ

==⇒R D
when δs

τ
==⇒R D.

Observe that in the NPLTS N`, even though s
τ−→ D implies that D has finite support,

it is possible to have s
τ

==⇒R E, where the sub-distribution E has infinite support.
As we will see below, the non-randomized weak relation

τ
==⇒Rnr(N) does not allow to

define a robust simulation preorder. However, before defining the simulation preorder, we
give a more direct caracterisation of the weak relation

τ
==⇒Rr(N), without using the notion

of resolutions. This caracterisation is more widely used in the literature on probabilistic
bisimulation–see e.g. [DVGHM09]–and eases proofs. First, we lift a relation→ ⊆ S ×D(S)
to a relation in D(S)×D(S).

Definition 14. Let S be a discrete set and → ⊆ S × D(S) be a probabilistic reduction
relation. We define its lifting →r⊆ D≤1(S)×D≤1(S) as

D →r

∑
i∈I

αi · Ei

when I is any countable set, D =
∑

i∈I αi · δxi , and xi → Ei for all i ∈ I (observe that it
can be that xi = xj even when i 6= j).

Observe that we can apply Definition 14 above to any NPLTS by considering its prob-
abilistic reduction relation

τ−→. We will do this implicitely in the following.
We are now ready to give an alternative characterisation for the weak reduction rela-

tion ==⇒Rr , more in line with the tradition in the field of probabilistic simulation. There
are a number of equivalent definitions in the literature: we chose here the one given
in [DVGHM09].

Definition 15. Let → be a binary relation in S × D(S) for a discrete set S. We define
the relation ==⇒r ⊆ D≤1(S)×D≤1(S) as

D ==⇒r D
′ if there is an infinite scheme:

D = D→0 +D>0
D→0 →r D→1 +D>1

...
D→k →r D→k+1 +D>k+1

...

where D→k , D
>
k are sub-distributions over S and D′ =

∑
k∈ND

>
k .

When starting from the transition relation
τ−→ for a NPLTS N, we denote the resulting

relations by
τ

==⇒r,N. When N is clear from the context, we may directly write
τ

==⇒r.
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Remark 6. Whenever we have a finite scheme in a similar shape as the infinite scheme
asked for in Definition 15, observe that we can always complete it into an infinite scheme,
using the fact that ∅→ ∅+∅–where ∅ stands for the sub-distribution with empty support,
i.e. ∅(x) = 0 for every x ∈ S. In particular, if we start from a state (P , φ) in N` where P
is a process without replication, then every infinite scheme δ(P,φ)

τ
==⇒r D is actually a finite

scheme. A simple corollary to this remark is that
τ

==⇒r is reflexive (by taking D>0 = D and
all other distributions being ∅).

We now show in the following statement that the two characterizations, i.e.
τ

==⇒r,N and
==⇒Rr , are equal (proof in Appendix C).

Lemma 1. Let N = (SN,Aext t Aint, transN) be a NPLTS and D,E ∈ D≤1(SN).

D
τ

==⇒r E if and only if D ==⇒Rr E

Remark 7. The weak reduction relation
τ

==⇒r,N` (and so equivalently
τ

==⇒Rr(N`)) allows to
lose some probabilities in the presence of a replication in our extended processes. Consider
the extended process A = ({!P} ∪ P , φ). We have that δA

τ
==⇒r D where supp(D) = {A},

D(A) = p and p can be any value smaller than 1. To show this, we can build the following
infinite scheme:

δA = D0 +D and for all k ∈ N, Dk
τ−→ Dk+1 + ∅

with for all k ∈ N, supp(Dk) = {Ak}, Ak = ({!P ;P ; . . . ;P︸ ︷︷ ︸
k times

} ∪ P , φ) and Dk(Ak) = 1− p.

On the other hand, as noted in Remark 6, when processes do not contain replication,
δ(P,φ)

τ
==⇒r D actually corresponds to a finite scheme. Thus, we cannot lose probabilities,

i.e. D is a distribution.

5.1 Simulation preorder

We are now going to define the notions of probabilistic simulation preorder, similarity
and bisimilarity. However, in these definitions, we will only consider the relation

τ
==⇒r (or

equivalently ==⇒Rr) and not
τ

==⇒Rnr . First, as highlighted for instance in [Eis17, Den05],
when considering bisimilarity or similarity on NPLTSs in general, we are forced to consider
randomized resolutions, otherwise the resulting relations are not transitive. Note that
in [GLPT07], they do rely on non-randomized schedulers in their definition of bisimulation.
It does not necessarily mean that their relation is not transitive as they focus directly on
the semantics of processes. However, we will show in Section 5.3 that bisimulation and
observational equivalence do not coincide when using the non-randomized relation

τ
==⇒Rnr ,

hence disproving [GLPT07, Theorem 2]. This reenforces our belief that it is preferable to
use randomized schedulers in our definition.

To define the simulation preorder, we need to introduce the lifting of a relation to
sub-distributions as follows.
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Definition 16 (Lifting of a relation). Let R be a binary relation on a discrete set S. We

define the lifting of R to sub-distributions as the binary relation on D≤1(S), denoted R̂,
defined as:

D R̂ E when ∀S ′ ⊆ S, D(S ′) ≤ E(R(S ′))

where R(S ′) = {s ∈ S | s′ ∈ S ′ ∧ s′ R s}.

We note that this lifting has the following properties:

• if R is reflexive, then R̂ is reflexive as well;

• if R is symmetric then for any D1, D2 ∈ D(S), i.e., D1, D2 are distributions rather

than sub-distributions, if D1 R̂ D2 then D2 R̂ D1.

The second property is actually not obvious on the current definition. It is however
a direct consequence of an alternative, coupling-based characterization of lifting, that can
be found under the name of Strassen’s theorem for instance in [ABB+18] (it is stated
there for proper distributions, instead of sub-distributions, but the generalisation to sub-
distributions can be easily done by lifting all sub-distributions D over X to proper dis-
tributions D⊥ over X ∪ {⊥} where ⊥ is an arbitrary new element added to represent
divergence).

Notation 8. Let N = (SN,Aext t Aint, transN) be a NPLTS. Let a ∈ Aext and D,D′ ∈
D≤1(SN). We write D

a
==⇒r D

′ when D
τ

==⇒r E1, E1
a−→ E2 and E2

τ
==⇒r D

′ for some E1, E2.
Similarly, for a1, . . . , an ∈ Aext then we write D

a1...an====⇒r D
′ when D

a1==⇒r E1
a2==⇒r

. . .
an−1

===⇒r En−1
an==⇒r D

′.

Definition 17. Let N = (SN,Aext t Aint, transN) be a NPLTS. A relation R ⊆ (SN × SN)
is

• a simulation if s1 R s2 implies that for all a ∈ Aext ∪ {τ}, D1 ∈ D(SN)

if s1
a−→ D1 then s2

a
==⇒r D2, D2 ∈ D(SN) and D1 R̂ D2

• a bisimulation if R is a simulation and R is symmetric.

The simulation preorder, denoted ≤N
sim, is the largest simulation and bisimilarity, de-

noted ≈N
bi, is the largest bisimulation. We define similarity, denoted ≈N

sim, as ≤N
sim ∩≤N

sim
−1

.

As usual in the field of (bi)simulation, it can be shown that ≤N
sim, respectively ≈N

bi,
exists [Eis17] and that it is a pre-order, i.e. a reflexive and transitive relation, respectively
an equivalence, i.e., a reflexive, symmetric and transitive relation [Sto02].

The following proposition from [Sto02] states that, as usual in the non-probabilistic case,
the weak arrow

a
=⇒ can replace the single arrow

a−→ in the definition of weak simulation. It is

important to observe that this is not the case when we choose non-randomized schedulers
(see Section 5.3).
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Proposition 4. Let N = (SN,AexttAint, transN) be a NPLTS, and R be the largest binary
relation on SN such that s1 R s2 implies that for every a ∈ Aext ∪ {τ}, if s1

a
==⇒r D1 then

s2
a

==⇒r D2 and D1 R̂ D2. We have R = ≤N
sim.

Remark 8. Please observe that our choice of labelled actions for static equivalence (see
Remark 4) has no impact on the resulting simulation and bisimulation. Indeed, if two N`-
states (P , φ) and (Q, ψ) are in the simulation pre-order or bisimulation, then φ is statically

equivalent to ψ. Indeed, for all a ∈ {ξ ?
= ζ, ξ

?

6= ζ, ax ∈, ax 6∈}, δ(P,φ)
a−→ δ(P,φ) implies that

δ(Q,ψ)
a

==⇒r D and δ(P,φ) ≤̂N`
sim D. Since neither the a transition or τ transition modifies

the frame, the former indicates that δ(Q,ψ)
τ

==⇒r E1, E1
a−→ E2 and E2

τ
==⇒r D, with for all

(Q′, ψ′) ∈ supp(E1), ψ = ψ′. The former ensures that supp(E1) 6= ∅. Therefore, for all

ax, ξ, ζ, if ξ
?
= ζ, ξ

?

6= ζ, ax ∈ or ax 6∈ holds on φ then it also holds on ψ respectively. It
implies that φ and ψ are statically equivalent.

5.2 Observational preorder

Definition 18. The observational preorder ≤Robs is the largest relation R onMP such that
P R Q implies :

• for all c ∈ Npub, RProbR(P , ↓c) ≤ RProbR(Q, ↓c);

• if P τ
==⇒r D then Q τ

==⇒r E and D R̂ E;

• for all closed Adv ∈MP such that fn(Adv) ⊆ Npub, {Adv} ∪ P R {Adv} ∪ Q.

The observational equivalence ≈Robs is defined by additionally requesting R to be symmetric

and in the second bullet point, by requesting both D R̂ E and E R̂ D to hold.

Remark 9. Note that we slightly diverge from the original definition of observational
equivalence [ABF17] where an evaluation context C[ ] is of the form

new n1; . . . ; new nk; ( | A)

In our definition we simply consider a parallel process, and no additional name restric-
tion. However, we prove in Appendix D that these two definitions coincide. Intuitively,
restricting names whose scope includes the adversarial process A corresponds to making
previously public channels invisible to the attacker at later steps, hence it does not provide
additional distinguishing power.

In the following, we show the asymetric counterpart to the result stated in [GLPT07]
on the coincidence between bisimulation and observational equivalence. The proof can be
found in Appendix F.

Proposition 5. Let P ,Q two processes in MP .

P ≤Rr
obs Q iff (P ,∅) ≤N`

sim (Q,∅) and P ≈Rr
obs Q iff (P ,∅) ≈N`

bi (Q,∅)
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5.3 Bisimilarity and observational equivalence do not coincide
with non-randomized schedulers

Here, we give more details on the different behaviours of (bi)simulation and observa-
tional preorder and equivalence, depending on whether we consider randomized or non-
randomized schedulers. In [GLPT07] for instance, non-randomized schedulers are consid-
ered in the definition of bisimulation and observational equivalence on the probabilistic
applied π-calculus.

As said earlier, for general NPLTSs, simulation is not transitive when considering non
randomized schedulers [Eis17]. We show here that even on our specific NPLTS N`, sim-
ulation is not transitive (Lemma 2. Furthermore, for non-randomized schedulers, bisim-
ulation (resp. simulation) and observational equivalence (resp. preorder) do not coin-
cide (Lemma 3). However, they do coincide for randomized schedulers (Proposition 5).
This discrepancy would also arise when comparing observational preorder with a similar
definition where we would only require that P τ−→ D (rather P τ

==⇒r D) implies Q τ
==⇒r E

and D R̂ E. This one-step observational preorder is equivalent to observational preorder
for randomized scheduler but not for non-randomized scheduler.

We are going to compare processes with respect to the bisimilarity ≈N`

bi as well as the
observational equivalence with non-randomized schedulers. The definition of these variants
with non-randomized resolutions follows Definition 18 but we use

τ
==⇒Rnr(No) instead of

τ
==⇒r,No . We denote this non randomized bisimularity as ≈nr

bi (and similar for ≤nr
sim, ≈nr

obs

and ≤nr
obs).

Lemma 2. ≤nr
sim is not transitive.

Proof. Consider processes P,Q and R defined in Figure 8. The corresponding fragment of
N` is displayed in Figure 8a. We will show that

({{P}},∅) ≤nr
sim ({{R}},∅) and ({{R}},∅) ≤nr

sim ({{Q}},∅) but ({{P}},∅) 6≤nr
sim ({{R}},∅)

We first show that ({{P}},∅) ≤nr
sim ({{R}},∅). Notice that any α transition can easily be

matched, i.e. ({{P}},∅)
α−→ ({{P}},∅) and ({{R}},∅)

α−→ ({{R}},∅). Furthermore, we have
({{P}},∅)

τ−→ 0.5 · δ({{out(a,c)}},∅) + 0.5 · δ({{out(b,c)}},∅) which can be matched in ({{R}},∅) by

using the scheduler displayed in Figure 8b, i.e. ({{R}},∅)
τ

==⇒Rnr 0.5 · δ({{out(a,c)}},∅) + 0.5 ·
δ({{out(b,c)}},∅). This concludes the proof of ({{P}},∅) ≤nr

sim ({{R}},∅).
It is easy to see that ({{Q}},∅) ≈nr

bi ({{Q′}},∅) and so ({{R}},∅) ≤nr
sim ({{Q}},∅).

Finally, we need to prove that the transition ({{P}},∅)
τ−→ 0.5 · δ({{out(a,c)}},∅) + 0.5 ·

δ({{out(b,c)}},∅) cannot be simulated in ({{Q}},∅). First one can see for all d ∈ {a, b}, for all

P ∈ {{{Q}},Pab(0.9),Pab(0.1)}, (out(d, c),∅) 6≤nr
sim (P ,∅). Indeed, (out(d, c),∅)

out(d,ax1)−−−−−→
δ({{0}},φ) with φ = {ax1 7→ c} but we can have at best (P ,∅)

out(d,ax1)
======⇒Rnr 0.9 · δ({{0}},φ). Thus,

the only relevant extended process from ≤nr
sim (({{out(d, c)}},∅)) reachable from ({{Q}},∅) is

({{out(d, c)}},∅) itself. However, we can only have ({{Q}},∅)
out(d,ax1)

======⇒Rnr 0.1·δ({{out(a,c)}},∅)+
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({{R}},∅)

α
({{Q}},∅)

α

({{Q′}},∅)

α

0.5

0.5

τ

(Pab(0.9),∅)
τ

τ

α

(Pab(0.1),∅)

τ

α

(out(a, c),∅)

(out(b, c),∅)0.1

0.9
τ

(out(a, c),∅)

(out(b, c),∅)

0.1

0.9

τ

α

α

α

α

For the sake of readability, α stands for all labels axi 6∈, for i ∈ N and all labels ξ ∼ ξ′ for
all closed recipes ξ, ξ′ such that ξ ∼ ξ′ (∼∈ { .=, 6 .=}). Furthermore, let

Q = (out(a, c) +0.9 out(b, c)) + (out(a, c) +0.1 out(b, c)) R = Q +0.5 Q
′

Q′ = if c = c then Q else 0 P = out(a, c) +0.5 out(b, c)
Pab(p) = {{out(a, c) +p out(b, c)}}

(a) The fragment of N` corresponding to ({{Q}},∅) and ({{R}},∅).

sR

sQ,1

sQ′ sQ,2

0.5

0.5

τ

sab,0.9
τ

τ sab,0.1
τ

sa,1

sb,10.1

0.9
τ

sa,2

sb,2

0.1

0.9

τ

(b) The resolution for ({{R}},∅)
τ

==⇒Rnr 0.5 · δout(a,c) + 0.5 · δout(b,c).

Figure 8: Fragments of N` showing that ({{P}},∅) ≤nr
sim ({{R}},∅), ({{R}},∅) ≤nr

sim

({{Q}},∅) but ({{P}},∅) 6≤nr
sim ({{Q}},∅)

0.9 · δ({{out(b,c)}},∅) or ({{Q}},∅)
τ

==⇒Rnr 0.9 · δ({{out(a,c)}},∅) + 0.1 · δ({{out(b,c)}},∅) and both distri-
butions are incomparable with 0.5 · δ({{out(a,c)}},∅) + 0.5 · δ({{out(b,c)}},∅). Hence, ({{P}},∅) 6≤nr

sim

({{R}},∅).

We now show that for non-randomized schedulers (bi)simularity and observational
equivalence, respectively preorder, do not coincide. The processes witnessing this result
are a direct counter-example to [GLPT07, Theorem 2].
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({{Q}},∅)

α(∅)

({{P}},∅)

α(∅)

({{P ′}},∅)

α(∅)

0.5

0.5τ

τ

(Pda,∅)

α(∅)

τ

(Pa+, φ)

α(φ)

out(d, ax1)
(Pa, φ)

α(φ)

(∅, φ)

α(φ)

0.1

0.9τ

(∅, φ′)

out(a, ax2)

α(φ′)

(Pdb,∅)

α(∅)

τ

(Pb+, φ)

α(φ)

out(d, ax1)
(Pb, φ)

α(φ)

out(b, ax2)
0.1

0.9

τ

For readability, given a closed frame φ, α(φ) stands for all labels axi 6∈, for i > |φ| and axi ∈
for i ≤ |φ|, and all labels ξ ∼ ξ′ for all closed recipes ξ, ξ′ such that ξφ ∼ ξ′φ (∼∈ { .=, 6 .=}).

(a) The fragment of N` corresponding to ({{Q}},∅) and ({{P}},∅)

Pda = out(d, c); (out(a, c) +0.9 0)
Pdb = out(d, c); (out(b, c) +0.9 0)

Pa+ = {{out(a, c) +0.9 0}}
Pb+ = {{out(b, c) +0.9 0}}

Pa = {{out(a, c)}}
Pb = {{out(b, c)}}

φ = {ax1 → c} φ′ = {ax1 → c, ax2 → c}

{{Q; in(d, x).0}} {{P ; in(d, x).0}}

{{P ′; in(d, x).0}}
0.5

0.5τ

τ

Pda ∪ {{in(d, x).0}}
τ

Pa+
τ Pa

∅
0.1

0.9τ

(Pdb ∪ {{in(d, x).0}}

τ

Pb+
τ Pb

0.1

0.9

τ

(b) The fragment of No corresponding to {{P ; in(d, x).0}} and {{Q; in(d, x).0}}

Figure 9: Fragments of NPLTS showing ({{Q}},∅) ≈nr
bi ({{P}},∅) and {{Q}} 6≤nr

obs {{P}}.
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Lemma 3. There exist processes P,Q ∈ SP such that

({{Q}},∅) ≈bi ({{P}},∅), ({{Q}},∅) ≈nr
bi ({{P}},∅) and {{Q}} 6≤nr

obs {{P}}

Proof. We consider the following processes:

P = out(d, c); (out(a, c) +0.9 0) + out(d, c); (out(b, c) +0.9 0)
P ′ = if c = c then P else 0
Q = P +1/2 P

′

We first show that ({{Q}},∅) ≈nr
bi ({{P}},∅). For readability we ignore intermediate

states of the form P∪{{0}} as, for any P and φ, (P∪{{0}}), φ)
τ−→ (P , φ) and (P∪{{0}}, φ) ≈nr

bi

(P , φ). Following the notations of Figure 9a, define the binary relation R as the reflexive,
symmetric and transitive closure of

{(({{Q}},∅), ({{P}},∅)), (({{P}},∅), ({{P ′}},∅))}

We show that R is a bisimulation. Let s1, s2 ∈ {({{Q}},∅), ({{P}},∅), ({{P ′}},∅)}. If

s1
α(∅)−−→ D then D = δs1 and s2

α(φ)
===⇒Rnr δs2 . By definition of R, δs1 R̂ δs2 . If s1

τ−→ D then
we are in one of the following cases:

• s1 = ({{Q}},∅) and D = 0.5 · δ({{P}},∅) + 0.5 · δ({{P ′}},∅), or s1 = ({{P ′}},∅) and D =

δ({{P}},∅). In these cases, s2
τ

==⇒Rnr δs2 and D R̂ δs2 .

• s1 = ({{P}},∅) and either D = δ(Pda,∅) or D = δ(Pdb,∅). As s2
τ

==⇒Rnr δs1 we also have

that s2
τ

==⇒Rnr D which allows us to conclude by reflexivity of R.

All remaining cases are trivial by reflexivity of R. The same relation can also be shown to
be a witness that ({{Q}},∅) ≈bi ({{P}},∅).

Next, we need to show that {{Q}} 6≤nr
obs {{P}}. For this we show that

{{Q; in(d, x).0}} 6≤nr
obs {{P ; in(d, x).0}}

(since ≤nr
obs is closed under application of an attacker process). For readability we tacitly

omit intermediate states of the form P ∪ {{0}} as P ∪ {{0}} τ−→ P and P ∪ {{0}} ≈nr
obs P .

Consider Figure 9b. We can build a non-randomized scheduler such that

{{Q; in(d, x).0}} τ
==⇒Rnr(No) D where D = 0.45 · δPa + 0.45 · δPb + 0.1 · δ∅

However, there is no distribution E such that {{P ; in(d, x).0}} τ
==⇒Rnr(No) E, and D ≤̂nr

obs E.

Indeed, the set S of all E such that {{P ; in(d, x).0}} τ
==⇒Rnr(No) E is

S = {δs | s ∈ {{{P ; in(d, x).0}}, {{Pda; in(d, x)}}, {{Pdb; in(d, x)}}, {{Pa+}}, {{Pb+}}} ∪ {Fa, Fb}
where Fc = 0.9 · δ{{Pc}} + 0.1 · δ{{0}} for c ∈ {a, b}.
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Observe–looking at Definition 18–that for any distribution E such that D ≤̂nr
obs E it must

hold that: ∑
s∈supp(E)

E(s) · RProbRnr(No)(s, ↓c) ≥ 0.45 for c ∈ {a, b}. (2)

Indeed, we can see that D ≤̂nr
obsE implies that:

0.45 = D({s | RProbRnr(s, ↓c) = 1}) for c ∈ {a, b}
≤ E(≤nr

obs ({s | RProbRnr(s, ↓c) = 1})) by definition of R̂

≤ E({s | RProbRnr(s, ↓c) = 1}) by definition of ≤nr
obs

≤
∑

s∈supp(E)

E(s) · RProbRnr(No)(s, ↓c)

We now use Equation (2) to show that there is no E ∈ S such that D ≤̂nr
obs E.

• we see immediately that Equation (2) does not hold for Fa, Fb as

RProbRnr(No)(Pi+, ↓j) = 0.9 · RProbRnr(No)(Pi, ↓j) = 0 for (i, j) ∈ {(a, b), (b, a)};

• by the definition of RProbRnr(No)(,), we see that

RProbRnr(No)(Pi+, ↓j) =
∑

s∈supp(Fc)

Fc(s) · RProbRnr(No)(s, ↓j)

for i ∈ {a, b} and every barb j. Hence, using the previous case, we conclude that
Equation (2) does not hold for δPa+ , δPb+ ;

• we have that RProbRnr(No)({{Pdi; in(d, x)}}, ↓j) = RProbRnr(No)(Pi+, ↓j) for every barb
j, and i ∈ {a, b}, and from there we can conclude using the previous case;

• finally, we have that

RProbRnr(No)({{P ; in(d, x).0}}, ↓j) = max
i∈{a,b}

RProbRnr(No)({{Pdi; in(d, x)}}, ↓j)

for every barb j, and we conclude using the previous case.

Therefore, {{Q}} 6≤nr
obs {{P}}.

5.3.1 Counter-example to coincidence of bisimulation and abservational con-
gruence in [GLPT07]

Since we defined our operational semantics in a slightly different way as [GLPT07], we
present below a proof that Lemma 3 also holds in their framework. Their semantics differs
from ours in two distinct ways: the first one is simply a presentation issue, since they define
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probabilistic executions and schedulers in a different but equivalent way; while the other
one consists of minor difference in the semantics of the reduction. Here, we rewrite their
definitions in our framework, while keeping their operational semantics, i.e., their one-step
reduction relation. This paragraph is not entirely self-contained, but all definitions and
notations used here can be found in [GLPT07].

Notation 9. We note P� for the set of extended processes (in the sense of [GLPT07]),
up to static equivalence (again, in the sense of [GLPT07]). We note

a−→�⊆ P� × D(P�)
for the one-step reduction relation there. For any name a, we write ↓� a for the set of
all extended processes (in the sense of [GLPT07]) of the form C[a〈x〉.P ], where C is an
evaluation context (in the sense of [GLPT07]) that does not bind a. Whenever, processes
are in P�, we also use the syntax of [GLPT07] for outputs and inputs, i.e., a〈x〉 and a(x)
instead of out(a, x) and in(a, x).

From there, we define two NPLTS No� and N`� that translate their operational semantics
in our NPLTS based framework.

Definition 19. The set of states of both No� and N`� is P�. No�’s set of actions is {τ}, while
N`�’s set of actions is:

{τ} ∪ {a | a labelled actions in [GLPT07]}
∪ {? ∈ E | E equivalence class for static equivalence }.

Observe that there is a direct correspondance between schedulers in the sense of [GLPT07],
and non-randomized schedulers on N`�. We explicit this correspondance in Lemma 4 below.

Lemma 4. Let P ∈ P�, A a subset of P�, and p ∈ [0, 1].

• there exists a scheduler F (in the sense of [GLPT07]) such that ProbFP (A) = p if and
only if there exists R ∈ Rnr(N

`
�), and s′ with corrR(s′) = P such that

RProbR(s′, corr−1
R (A)) = p;

• there exists a scheduler F (in the sense of [GLPT07]) such that ProbFP (α,A) = p if
and only if there exists D such that

P
α−→Rnr(N`�)

D and D(A) = p;

• there exists a scheduler F–in the sense of [GLPT07] such that ProbFP (τ ?ατ ?, A) = p
if and only if there exists R ∈ Rnr(N

`
�), and s with corrR(s) = P such that∑

u∈Sext(R)|transR(u)(a)6=?

RProbR(s, {u}) ·
∑
v

transR(u)(a)(v) · RProbR(v, corr−1
R (A)) = p.
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Using the correspondance in Lemma 4, the counter-example proof below can be followed
using either original definitions in [GLPT07], or the NPLTS based view of the present
paper.

Notation 10. Let R be an equivalence relation on P�, and P ∈ P�.

• For any scheduler F , we denote by wF,P the function that to any equivalence class E
of R associates ProbFP (E) and for any T ∈ P�, we note HT for the set of the different
possible wF,T for any scheduler F .

• For any action α, scheduler F , we denote by wαF,P the function that to an any equiv-
alence class E of R associates ProbFP (τ ?ατ ?, E). For any T ∈ P�, we note Hα

T for the
set of the different possible wαR,s for corrR(s) = T .

Using Notation 10, we can rewrite the definitions of both observational congruence and
bisimulation in [GLPT07]:

Lemma 5. An observational congruence on P� in the sense of [GLPT07] is a symmetric
relation R on P� such that P R Q implies:

• RProbRnr(No�)(P , ↓� a) = RProbRnr(No�)(Q, ↓� a);

• HP = HQ

• for all closing evaluation context C, C[P ] R C[Q].

We denote by ≈�obs the largest observational congruence on P�.

Lemma 6. A bisimulation on P�–in the sense of [GLPT07] is a symmetric relation R on
P� such that P R Q implies:

1. HP = HQ;

2. if P a−→Rnr(N`�)
D with a 6= τ , then there exists h ∈ Ha

Q such that for every equivalence
class E of R, h(E) = D(E)

We denote by ≈�bi the largest bisimulation on P�.

Lemma 7. There exist extended processes Q1, Q2 ∈ P� such that Q1 ≈�bi Q2 and Q1 6≈�obs
Q2.

Proof. We slightly change the processes used in the proof of Lemma 3, to account for the
change in the one-step reduction relation. We define Q1, Q2 ∈ P� as:

P = a〈c〉.(d〈c〉.b1〈c〉 + d〈c〉.b2〈c〉)
P ′ = if c = c then P else 0
Q1 = a〈c〉.P ⊕1/2 a〈c〉.P ′
Q2 = a〈c〉.P

31



We first show that Q1 ≈�bi Q2, using the relevant fragment of N`� represented in Figure 10a.
We are going to show that the relation R defined as the reflexive, transitive and sym-
metric closure of {(Q1, Q2) , (Q2, a〈c〉.P ′) , (P, P ′)} is a bisimulation on P� in the sense of
Lemma 6. What are the equivalence classes of R ? They consist of

C0 := {Q1, Q2, a〈c〉.P ′} C1 := {P, P ′} CT = {T} for all other extended processes T

We now show that R is a bisimulation by considering all (non-identical) pairs in R,
and we show that the conditions of Lemma 6 hold. Let be (U1, U2) ∈R, with U1 6= U2 (if
U1 = U2, it is obvious that both conditions in Lemma 6 hold).

• We first check Condition 1 in Lemma 6. We can see using Figure 10a that for every
U ∈ {U1, U2}, HU = {(CU 7→ 1 with U ∈ CU , CE 7→ 0 ∀E with U 6∈ E}. (That’s
because U ∈ {(Q1, Q2, a〈c〉.P ′, P, P ′}. Indeed no such process U can go out of its
equivalence class with only τ -actions, thus we can conclude. From there, we can
immediately conclude that Condition 1 in Lemma 6 holds.

• We now check Condition 2 in Lemma 6. First, if α is an action for static equivalence,
we see immediately that the condition holds: indeed all the relevant processes are
statically equivalent, since their frames are empty. (In the semantics of [GLPT07]
channel names can be output without extending the frame.) Now, let us suppose
that α is not an action for static equivalence. As a first step, we compute the Ha

U for
U ∈ {(Q1, Q2, a〈c〉.P ′, P, P ′}. Observe that 0H := E 7→ 0 is always in Ha

U , because
the scheduler can always decide not to do the a action. Moreover, we specify by
(E1 7→ r1, . . . En 7→ rn) the function h and suppose it to be 0 on any class not in
E1, . . . En.

Hα
Q1

= {(C1 7→ 1), (C1 7→
1

2
), 0H} when α = a〈c〉, {0H} otherwise.

Hα
Q2

= {(C1 7→ 1), 0H} when α = a〈c〉, {0H} otherwise.

Hα
a〈c〉.P ′ = {(C1 7→ 1), 0H} when α = a〈c〉, {0H} otherwise.

Hα
P = {({S} 7→ 1), 0H} ∪ {({S} 7→ 1, {Pdi} 7→ 1) | i ∈ {a, b}} when α = a〈c〉, {0H} otherwise.

Hα
P ′ = {({S} 7→ 1), 0H} ∪ {({S} 7→ 1, {Pdi} 7→ 1) | i ∈ {a, b}} when α = a〈c〉, {0H} otherwise.

We perform a case analysis depending on the first element in (U1, U2) (seen as an
ordered pair).

– U1 = Q1: Observe that there doesn’t exist α 6= τ such that Q1
α−→Rnr(N`�)

D, thus
we conclude.

– U1 = Q2: Suppose that Q2
α−→Rnr(N`�)

D with α 6= τ : it means that α =
a〈c〉, and D = δP . So we need to show that (C1 7→ 1) ∈ Hα

U2
for all U2

such that (U1, U2) ∈R. Then we conclude by seeing that indeed h : (C1 7→
1) ∈ Hα

Q1
,Hα

a〈c〉.P ′ (for Q1, for instance, it is simply the scheduling that does

Q1
τ−→Rnr(N`�)

1
2
δa〈c〉.P + 1

2
δa〈c〉.P ′

α−→Rnr(N`�)
1
2
δP + 1

2
δP ′).
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– U1 = a〈c〉.P ′ Whenever a〈c〉.P ′ α−→Rnr(N`�)
D, it means that α = a〈c〉, and D =

δP ′ . From there, we can see that the condition on Q2 holds by observing that
(C1 7→ 1) ∈ Hα

Q2
,Hα

Q1
.

– U1 = P : whenever P
α−→Rnr(N`�)

D, it means that α = a〈c〉, and D = δS. So we
can conclude by seeing that ({S} 7→ 1) ∈ Hα

P ′ .

– U2 = P ′: there is no non silent actions that P ′ can do in one step, so we conclude.

Now, we are going to show that Q1 6 ≈�obsQ2. First, observe that by definition ≈�obs is closed
by application of evaluation contexts, thus it is sufficient to show that C[Q1] 6 ≈�obsC[Q2]
for some evaluation context C. We take C = [ ] | a(x).a(x).d(x). For any extended process
T ∈ P�, we write cl(T ) for its equivalence class under ≈�obs. Since in particular elements
connected by ≈�obs must have the same (supremum) sucess probability for each barb, we see
that the equivalence classes cl(b1〈c〉), cl(b2〈c〉), and cl(C[Q1]) are distinct. By considering
the scheduler represented in Figure 10b, we see that there exists a h ∈ HC[Q1] such that

h(cl(b1〈c〉)) = 1
2

and also h(cl(b2〈c〉)) = 1
2
. Suppose now that C[Q1]≈�obsC[Q2]: it would

mean that also h ∈ HC[Q2]. But this is not possible, because of the following observation:
since the schedulers are not randomized, and there is no probabilistic choice in the process
C[Q2], h(E) ∈ {0, 1} for every h ∈ HC[Q2], and E an equivalence class (this statement can
also be checked directly by looking at all cases in the operational semantics).

Another drawback of the definition of bisimulation given in [GLPT07] is that it is
not conservative for processes without probabilities, as explicited in Lemma 8 below. We
write ≈det,�

bi for the bisimulation defined from non-probabilistic one-step rules: it means
the weak bisimulation–in the LTS sense–on the LTS obtained as the restriction of N`� to
thoses processes in P� that do not contain probabilistic primitives.

Lemma 8. There exist extended processes Q1, Q2 ∈ P� such that no probabilistic primi-
tives appear in Q1, Q2, and Q1 6≈�bi Q2 and Q1 ≈det,�

bi Q2.

Proof. We consider the following pair of (non-probabilistic) programs:

Q1 := if (c = c) then (a(x)|(a〈0〉+ a〈1〉) else 0;

Q2 := Q1 + 0

Observe that Q1 ≈det,�
bi Q2. Now, we are going to show that Q1 6≈�bi Q2. Let R be a

bisimulation on P�. As previously, for any P ∈ P�, we note cl(P ) for the equivalence
class of P with respect to R. We do the proof by contradiction, so we suppose that
cl(Q1) = cl(Q2). Using the fact that R is a bisimulation, we can show that the following
R-equivalence classes are distinct:

• C0: the class containing the process 0;

• CQ1,Q2 : the class containing the processes Q1 and Q2;

• D0: the class containing the process a(x) | a〈0〉;
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• D1: the class containing the process a(x) | a〈1〉;

We can see that there exists a (non-randomized) scheduler F such that wF,Q2(C0) = 1,
wF,Q2(CQ1,Q2) = 1, and wF,Q2(Di) = 0 for i ∈ {0, 1}. (F is the scheduler that, starting
from Q1 + 0, does the non-deterministic choice towards 0). But, by looking at all possible
scheduling from Q1, we can see that there doesn’t exists wF ′,Q1 such that wF ′,Q1 = wF,Q2 :
as a consequence HQ1 6= HQ2 , thus we have a contradiction.

5.3.2 The counter-example for a conservative variant of [GLPT07] bisimula-
tion

We want to highlight here that the issue of non-conservativity is orthogonal to the issue
of coincidence between bisimulation and observational equivalence: our claim is that the
later is really based on the choice between randomized or non-randomized schedulers. In
this section, we present a variant of the bisimulation defined in [GLPT07] on P�, which is
conservative but where schedulers are non-randomized, and we show that we still do not
have the coincidence between bisimulation and observational equivalence.

Definition 20. An observational congruence on P� is a symmetric relation R on P� such
that P R Q implies:

• RProbRnr(No�)(P , ↓� a) = RProbRnr(No�)(Q, ↓� a);

• if P τ
==⇒Rnr(No�) D then there exists E such that Q τ

==⇒Rnr(No�) E and D R̂ E;

• for all closing evaluation context C, C[P ] R C[Q].

We note ≈�obs for the greatest observational congruence on P�.

Definition 20 above can be seen as intermediate between our notion of observational con-
gruence and the one in [GLPT07]: on the one hand, as in [GLPT07] only non-randomized
schedulers are considered, the one step reduction relation is the same, and all evaluations
contexts (and not only contexts of the form [ ] | Adv) are taken into account. On the other
hand, we diverge from [GLPT07] on the following point when we look to replicate one step
a by a succession τ ?aτ ? of steps, we look only at the end point, and not at the path to go
there. It is this divergence that allow us to get back conservativity.

Definition 21. A bisimulation on P� is a symmetric relation R on P� such that P R Q
implies:

• if P τ
==⇒Rnr(N`�)

D then there exists E such that Q τ
==⇒Rnr(N`�)

E and D R̂ E;

• if P a−→Rnr(N`�)
D with a 6= τ , then there exists E such that Q τ

==⇒Rnr(N`�)
E and D R̂ E;

We note ≈�bi for the greatest bisimulation on P�.
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Observe that bisimilarity in the sense of Definition 21 above does not coincide with
bisimilarity–in the sense of Definition 17–on the labelled NPLTS N`�. The important differ-
ence is that, as for observational congruence, in [GLPT07] only non-randomized schedulers
are considered. Another technical difference is the use of

τ
=⇒ instead of

τ−→ on the left side

in the first clause.
We are now going to show the counterpart of Lemma 3 for the observational congruence

and weak bisimilarity in the sense of [GLPT07]. It actually disporoves [GLPT07, Theorem
2].

Lemma 9. There exist extended processes Q1, Q2 ∈ P� such that Q1 ≈�bi Q2 and Q1 6≈�obs
Q2.

Proof. We need to change a little the processes used in the proof of Lemma 3, due to the
change in the one-step reduction relation. We define Q1, Q2 ∈ P� as:

P = a〈c〉.(d〈c〉.b1〈c〉 + d〈c〉.b2〈c〉)
P ′ = if c = c then P else 0
Q1 = a〈c〉.P ⊕1/2 a〈c〉.P ′
Q2 = a〈c〉.P

We first show that Q1 ≈�bi Q2, using the relevant fragment of N`� represented in Figure 10a.
We are going to show that the relation R defined as the reflexive and symmetric closure
of {(Q1, Q2) , (Q2, a〈c〉.P ′) , (P, P ′)} is a bisimulation on P� in the sense of Definition 21.
We do that by considering all (non-identical) pairs in R, and we show that the conditions
of Definition 21 hold.

• (Q1, Q2): suppose that Q1
τ

==⇒Rnr(N`�)
D, then D is in {δQ1 , (

1
2
δQ2 + 1

2
δa〈c〉.P ′)}. From

there, we can conclude by observing that Q2
τ

==⇒Rnr(N`�)
δQ2 , and both δQ1 R̂ δQ2 and

(1
2
δQ2 + 1

2
δa〈c〉.P ′) R̂ δQ2 Now, suppose that Q1

α−→Rnr(N`�)
D with α 6= τ . First, if α is

an action for static equivalence, we see immediately that the condition holds: indeed
all the relevant processes are statically equivalent, since their frames are empty. (For
this reason, we will not consider explicitly again actions for static equivalence in the
following). Looking at N`�, we see that there is no other non-silent action that Q1 can
do.

• (Q2, Q1): suppose that Q2
τ

==⇒Rnr(N`�)
D, then D = δQ2 , and we can immediately

conclude. Suppose now that Q2
α−→Rnr(N`�)

D with α 6= τ : it means that α = a〈c〉, and

D = δP . Then we conclude by seeing that Q1
α

==⇒Rnr(N`�)
δP .

• (Q2, a〈c〉.P ′): suppose that Q2
τ

==⇒Rnr(N`�)
D, then as in the previous case D = δQ2 ,

and we can immediately conclude. Suppose now that Q2
α−→Rnr(N`�)

D with α 6= τ : then

α = a〈c〉, and D = δP . Then we can conclude by seeing that a〈c〉.P ′ α
==⇒Rnr(N`�)

δP .
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• (a〈c〉.P ′, Q2). The only τ action that starts from a〈c〉.P ′ is the loop τ action, thus we
can immediately conclude for the τ clause. Whenever a〈c〉.P ′ α−→Rnr(N`�)

D, it means
that α = a〈c〉, and D = δP ′ . From there, we can see that the condition on Q2 holds

by observing that Q2
α−→Rnr(N`�)

δP , and δP ′ R̂ δP .

• (P, P ′): the only τ action that starts from P is the loop action, thus we can pass
immediately to the case of non-silent action. Whenever P

α−→Rnr(N`�)
D, it means that

α = a〈c〉, and D = δS. Now, observe that P ′
α

==⇒Rnr(N`�)
δS, and since R is reflexive

(by definition), δS R̂ δS.

• (P ′, P ): suppose that P ′
τ

==⇒Rnr(N`�)
D, then D ∈ {δP ′ , δP}. Since by the loop action

P
τ

==⇒Rnr(N`�)
δP , and moreover P ′ R P , we can conclude. We look now at non-silent

actions: there are actually none to consider, since there is no non silent actions that
P ′ can do in one step.

Now, we show that Q1 6 ≈�obsQ2. First, observe that by definition ≈�obs is closed by appli-
cation of evaluation context, thus it is enough to show that C[Q1] 6 ≈�obsC[Q2] for some
evaluation context C. We take C = [ ] | a(x).a(x).d(x). Looking at the NPLTS No�, we see
that C[Q1]

τ
==⇒Rnr(N`�)

D := 1
2
δb1〈c〉 + 1

2
δb2〈c〉. Now, we claim that it is not possible to find

E such that C[Q2]
τ

==⇒Rnr(N`�)
E, and D ≈̂�obs E. The argument is as follows: first, observe

that all E such that C[Q2]
τ

==⇒Rnr(N`�)
E are dirac distributions: it is because the schedulers

are not randomized, and there is no probilistic choice in the process C[Q2] (this statement
can also be checked directly by looking at all cases in the operational semantics). It means

that D = δA, for some A ∈ P�. But for having (D, δP ) ∈≈̂�obs, A must be connected by
≈�obs to all elements in the support of D, i.e. both to b1〈c〉 and δb2〈c〉. Since in particular
elements connected by ≈�obs must have the same (supremum) sucess probability for each
barb, we obtain a contradiction.

Remark 10. The processes Q1, Q2 used in the proof of Lemma 9 are not the simplest
possible counter-example. However, they have the advantage to be robust to small changes
in the defintion of bisimulation, in particular in the case where the double arrow ==⇒Rnr(N`�)

is used both left and right in all clauses of the bisimulation definition.
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Q1

τ

a〈c〉.P

τ

a〈c〉.P ′

τ

P

τ

P ′

τ

a〈c〉

a〈c〉0.5

0.5τ

τ

S
a〈c〉

τ
Pda

τ

τ
b1〈c〉

τ

d〈c〉

0

b1〈c〉

τ

Pdb

τ

τ

b2〈c〉

τ

d〈c〉

b2〈c〉

For readability, we ommit the actions (? ∈ E) for static equivalence. Observe that since
none of these extended processes use active substitutions, in particular they are all in the
same equivalence class for static equivalence. We used the following notations: Pda =
d〈c〉.b1〈c〉 and Pdb = d〈c〉.b2〈c〉.

(a) The fragment of N`� corresponding to Q1 and Q2.

C[Q1] C[a〈c〉.P ]

C[a〈c〉.P ′]
0.5

0.5τ
P | a(x).d(x)

P ′ | a(x).d(x) P | a(x).d(x)

S | d(x)

S | d(x)

b1〈c〉

b2〈c〉

τ

τ τ

τ

τ

τ

τ

(b) A non-randomized resolution on No� witnessing C[Q1]
τ

==⇒Rnr(N`�)
1
2δb1〈c〉 + 1

2δb2〈c〉.

Figure 10: Fragments of NPLTS showing Q ≈�bi P , and Q 6≤�obs P .

37



Part II

Well behaved subclasses of protocols
It is a well-known phenomenon that non-determinism and probabilistic choices do not
interact well: a particular scheduler may for instance leak a secret probabilistic choice.
Such schedulers are generally deemed unrealistic, and several papers aim at restricting
schedulers [CP10, AAPvR10]. We illustrate this phenomenon on the following example.

Example 3. Consider the following two processes.

P :=(in(c, x). if x = 0 then out(ok, 1) else out(bad, 1)) +1/2

(in(c, x). if x = 0 then out(bad, 1) else out(ok, 1))

Q :=in(c, x).(out(ok, 1) +1/2 out(bad, 1))

One may, intuitively, consider that these two processes exhibit the same behaviour. Q
takes an input and then with probability 1/2 decides to either output on ok or on bad. P
on the other hand first choses a branch with probability 1/2. Each branch performs an
input and according to the input value outputs either on ok or on bad. However, as the two
branches make opposite choices on the output depending on the input value, one might
expect the probability to output on ok to be 1/2.

However, we now show that P and Q are not may testing equivalent and can be dis-
tinguished by the following adversary:

Adv = out(c, 0) | out(c, 1)

Indeed, we can show that:

∃ resolution R s.t. RProbR(P | Adv, ↓ ok) = 1

and ∀ resolution R′, RProbR′(P | Adv, ↓ ok) ≤ 1

2
.

Intuitively, this results from the fact that the resolution may leak the probabilistic choice
through the non-deterministic choice of the attacker to output 0 or 1. The resolution
chooses the attacker to output 0 in the first probabilistic branch of P and 1 in the second.

In this part we identify two subclasses of processes that avoid this problem. The first
such subclass is that of purely non-deterministic processes, i.e. without the +p operator.
This is the class of the original applied pi calculus which also enjoys good tool support.
Intuitively, the above problem is avoided as there are no secret probabilistic choices to
leak. However, we show that even on purely non-deterministic processes probabilistic ad-
versaries have a stronger distinguishing power for the may testing equivalence. We also
show that when additionally restricting protocols to a bounded number of sessions, i.e.,
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considering processes without replication, may-testing coincides with similarity. We there-
fore inherit from [CKR18] the fact that may-testing is coNEXP complete for a large class
of cryptographic primitives.

The second subclass considers purely probabilistic processes with (nearly) no non-
determinism. We show that trace equivalence in this class (as considered for instance
in [CSV17]) corresponds to may-testing with a restricted adversary process which again
avoids non-determinism. We also sketch how the algorithms of then DeepSec prover could
be adapted to check trace equivalence in this probabilistic setting.

6 Non-Probabilistic Processes

In this section, we consider protocols that do not make probabilistic choices, but an ad-
versary that can have a probabilistic behaviour. By Proposition 5, we already know that
simulation preorder implies may-testing equivalence. We show in this section that for
bounded non-probabilistic processes, may testing and simulation actually coincide. We
also show that this is not the case in general for processes with an unbounded number of
sessions, i.e., with replication.

6.1 May-testing with non-probabilistic adversary and trace equiv-
alence coincide

We show in this section that our definitions of may testing and trace equivalence coincide
with the classical definitions of the original, purely non-deterministic applied pi calculus
when both regular and adversary processes are non probabilistic (up to the difference on
static equivalence, discussed in Remark 4).

Indeed, when considering non-probabilistic processes, all distributions in the (labeled)
operational semantics are Dirac distributions. Moreover, we already shown in Proposi-
tion 2 that trace equivalence with randomized or non-randomized resolutions are equivalent.
Thus, when considering non-randomized resolutions, one can notice that the probability
of executing a trace w from (P , φ) will always be 0 or 1, and in fact is 1 if and only if
(P , φ) →a1 . . . →an (P ′, φ′) where w = a1 . . . an when having removed τ actions and writ-
ing (P , φ)→a (P ′, φ′) instead of (P , φ)→a δ(P ′,φ′). Similarly, the probability of reaching a
barb c from P is always 0 or 1, and in fact is 1 if and only if P →∗ P ′ ∈ ↓c when writing
P → Q instead of P →τ Q.

We show in the following lemma that may testing and trace equivalence coincide in non-
probabilistic settings. In particular, we recover the fact that for the classical definitions in
non-probabilisitic settings, trace equivalence implies may-testing.

Proposition 6. Let P ,Q ∈MPnp.

(P ,∅) ≤tr (Q,∅) iff
∀Adv ∈MPnp s.t. fn(Adv) ⊆ Npub. ∀c ∈ Npub.
RProbR(P ∪ Adv, ↓c) ≤ RProbR(Q∪ Adv, ↓c)

The proof of this result can be found in Appendix G.2.
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6.2 May-testing and simulation coincide for bounded processes

To show that may-testing (with probabilistic adversaries) and simulation coincide for
bounded non-probabilistic processes, i.e. in MP<∞,np, we rely on a modal characteri-
zation of strong simulation on image finite LTS by a Hennessy-Milner logic. We can rely
on simple LTS since we consider non-probabilistic processes (which implies that all distri-
butions on the fragment of N` with states labeled by non-probabilistic processes are Dirac
distributions).

Definition 22. A LTS L = (S,A,→) is image-finite when for every s ∈ S, a ∈ A, the set
{t | s a−→ t} is finite.

Note that even the fragment of N` restricted to states in SP<∞,np` is technically not
image finite. Indeed, the τ -action executing a restriction, i.e. new a;P , may lead to
infinitely many states (one for each fresh private name a′ replacing a). However, as all
these states (and subsequent states) are equal up to renaming, we can consider a fragment
of N` where we only allow a single transition for the rule (New) per occurrence of name
restriction in a state.

Definition 23. We say that a NPLTS N is a new-determinization of N` when N =
(SN` ,AN` , trans) with the following constraints on trans:

• either trans((P , φ))(a) = ∅ for a ∈ AN` \ {τ}, and trans((P , φ))(τ) is the singleton
{δ(Q,φ)} where P →τ δQ by the rule (New)

• or trans((P , φ)) = transN`((P , φ)) and for all D ∈ trans((P , φ))(τ), (P , φ) →τ D by
any other rule than (New).

Though we use new-determinization primarily in this section for bounded processes to
obtain the image-finite property, we can show that new-determinization preserves trace
equivalence, simulation and bisimulation in general. The proof of the following lemma can
be found in Appendix E.

Lemma 10. Let N be a new-determinization of N`.

≤N
tr = ≤N`

tr and ≤N
sim = ≤N`

sim and ≈N
bi = ≈N`

bi

It is a well-known fact ([Ama16]) that simulation for a LTS can be expressed as strong
simulation on the corresponding weak LTS. Thus, when we only consider non-probabilistic
processes, if we write (P , φ)

a−→ (P , φ′) instead of (P , φ)→a δ(P,φ′) then we can build from a

new-determinization of N` a LTS where the transitions (P , φ)
τ−→
∗ a−→ τ−→

∗
(Q, ψ) are merged

into a single transition.

Definition 24. Given a new-determinization N of N`, we define the LTS LN as follows:
its states and actions set are the same as those of N, and its transition function is defined
as: for all a ∈ AN` , (P , φ)

a−→LN (Q, ψ) when (P , φ)
τ−→
∗ a−→ τ−→

∗
(Q, ψ) in N and P is non-

probabilistic.
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Notice that the fragment of LN restricted to states in SP<∞,np` is image finite.
If we denote the strong simulation on the LTS L by ≤L

ssim, we obtain the following
result.

Lemma 11. Let N be a new-determinization of N`. For all P ,Q ∈MPnp, we have:

(P ,∅) ≤N
sim (Q,∅) iff (P ,∅) ≤LN

ssim (Q,∅)

Proof. The proof directly follows from the following two observations: for all a ∈ AN` ,

• (P , φ)
a

==⇒r D implies that for all (P ′, φ′) ∈ supp(D), (P , φ)
τ−→
∗ a−→ τ−→

∗
(P ′, φ′), and

• (P , φ)
τ−→
∗ a−→ τ−→

∗
(P ′, φ′) implies (P , φ)

a
==⇒r δ(P ′,φ′).

For the remaining of this section, we fix a new-determinization of N` and denote by
L` its corresponding LTS. Moreover, we denote by L`<∞ the fragment of L` restricted to
bounded processes.

6.2.1 Hennessy-Milner logical characterization of strong simulation

Our Hennessy-Milner logical characterization consists in expressing strong simulation pre-
order by the means of satisfaction of logical formulas by the LTS.

Definition 25. Let A be a countable set of actions. We define the set of logical formulas
as:

F ∈ F := > | a.F | F1 ∧ F2, where a ∈ A

In our case, the set of a actions will correspond to A`ext that is indeed countable. The
satisfaction of such formulas by a LTS is defined as follows.

Definition 26. Let L = (S,A,→) be a LTS. We say that L satisfies a formula F , written
s |= F , if for all s ∈ S,

• s |= >;

• s |= a.F when there exists t such that s
a−→ t and t |= F ;

• s |= F1 ∧ F2 when s |= F1 and s |= F2.

The following proposition shows how to relate strong simulation with satisfiability of
logical formulas.

Proposition 7 (HML caracterisation of simulation). For an image-finite LTS L,

s ≤L
ssim t iff ∀F ∈ F . s |= F implies t |= F
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Proof. In [Ama16], this caracterisation can be found with infinite disjunction. Using
the fact that the bisimulation operator on relation is co-continuous for image-finite LTS,
(as stated and shown in [Ama16]), we can show that the restriction to finite disjunction is
sufficient. A generic proof of the finite-disjunction restriction for any modal caracterisation
can be found in [GF12].

In order to prove that simulation coincides with may-testing for bounded non-probabilisitic
processes, we show that we can emulate any logical formula by a probabilistic adversary:
for all formulas F , we build a probabilistic adversary Adv such that for all extended pro-
cesses (P , φ), P ∪ {{Advφ}} exhibits the adversarial barb ok with probability 1, if and only
if the state (P , φ) satisfies the formula F in L`.

Definition 27. Let F be a formula in F , ok ∈ Npub such that ok 6∈ fn(F ) and n ∈ N. We
define AdvokF,n by induction on the syntax of F :

• if F = > then AdvokF,n = out(ok, ok).

• if F = in(ξ, ζ).F ′ then AdvokF,n = out(ξ, ζ);AdvokF ′,n when vars(ξ, ζ) ⊆ AX n and

AdvokF,n = 0 otherwise.

• if F = out(ξ, ax).F ′ then AdvokF,n = in(ξ, ax);AdvokF ′,n+1 when ax = axn+1, vars(ξ) ⊆
AX n and AdvokF,n = 0 otherwise.

• if F = (ξ
?
= ζ).F ′ then AdvokF,n = if ξ = ζ then AdvokF ′,n else 0 when vars(ξ, ζ) ⊆ AX n

and AdvokF,n = 0 otherwise.

• if F = (ξ
?

6= ζ).F ′ then AdvokF,n = if ξ = ζ then 0 else AdvokF ′,n when vars(ξ, ζ) ⊆ AX n

and AdvokF,n = 0 otherwise.

• if F = F1 ∧ F2, then AdvokF,n = AdvokF1,n
+ 1

2
AdvokF2,n

.

In Definition 27, the integer n and the conditions on the variables of ξ, ζ ensure that
the adversarial process AdvokF,n is closed (no free variables). This is not a restriction as
(P ,∅) |= F implies that F satisfies these conditions.

Lemma 12. Let P ∈MPnp and ok ∈ Npub such that ok 6∈ fn(P). For all formula F ∈ F ,
we have

(P ,∅) |= F iff RProbRr(P ∪ {{AdvokF,0}}, ↓ok) = 1

The proof of Lemma 12 can be found in Appendix G.1. Notice that the lemma in fact
also holds for processes with replication. The main result of this section follows almost
directly.

Proposition 8. Let P ,Q ∈MP<∞,np.

(P ,∅) ≤N`

sim (Q,∅) iff P ≤may Q
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Proof. Suppose (P ,∅) ≤N`

sim (Q,∅). By Proposition 5, P ≤Rr
obs Q, which implies P ≤may Q

by definition.
Let us now assume P ≤may Q. From Lemmas 10 and 11, we know that (P ,∅) ≤N`

sim

(Q,∅) if and only if (P ,∅) ≤L`

ssim (Q,∅). Moreover, since P andQ are bounded, we deduce

that (P ,∅) ≤N`

ssim (Q,∅) if and only if (P ,∅) ≤L`<∞
ssim (Q,∅). As L`<∞ is image finite, we

can rely on Proposition 7 to obtain that (P ,∅) ≤L`<∞
ssim (Q,∅) if and only if for all F ∈ F ,

(P ,∅) |= F implies (Q,∅) |= F . Therefore, let F ∈ F such that (P ,∅) |= F . We take
ok ∈ Npub such that ok 6∈ fn(F,P ,Q). By Lemma 12, we have RProbRr(P ∪ {{AdvokF,0}}, ↓
ok) = 1. Since P ≤may Q, we deduce that RProbRr(Q ∪ {{AdvokF,0}}, ↓ ok) = 1 and so
(Q,∅) |= F once again by Lemma 12.

6.2.2 Complexity

Cheval et al. have shown [CKR18] that both deciding trace equivalence and bisimilarity
is coNEXPTIME complete when cryptographic primitives are modelled by a subterm con-
vergent destructor rewrite system and the number of sessions is bounded. (We refer the
reader to [CKR18] for a precise definition of this class of rewrite systems.) The hardness
proof reduces Succint 3Sat to both trace equivalence and bisimilarity using a same en-
coding which also proofs hardness of similarity. The coNEXPTIME decision procedure for
bisimilarity can be directly adapted to the case of similarity, hence, by Proposition 8 we
have the following result.

Corollary 1. Let P ,Q ∈MP<∞,np. Deciding P ≈may Q is coNEXPTIME complete when
.
= is defined by a subterm convergent destructor rewrite system.

6.3 May-testing and simulation do not coincide for unbounded
processes

To prove that may-testing and simulation do not coincide for processes with replication,
we consider the following two LTS L1 and L2, that are an asymetric variant of the LTSs
used in [vG87] to show that the finitary Hennessy-Milner logic from Definition 26 do not
caracterise bisimulation.
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s0 s1 s2 . . . sn . . .LTS L1:
a a a a a

s0
0 s1

1

s2
1 s2

1

s3
1 s3

2 s3
3

. . .

LTS L2:
a

a

a

a
a aa

Though both L1 and L2 may produce an unbounded number of a transitions, the initial
transition in L2 decides on an arbitrary, but fixed number of a transitions in the rest of the
execution. This in particular shows that L2 does not simulate L1, i.e. L1 6≤sim L2.

In the applied pi calculus, L1 can be represented by the process !out(c, a). Modeling L2

in the applied pi calculus is more complex as it requires to non-deterministically choose an
integer n ≥ 0, before outputting n+ 1 times a. To non deterministically choose n, we rely
on the following process that outputs n encoded in unary as hn(b):

Qcount(e) = new d. (out(d, b) | !in(d, x).(out(e, x) + out(d, h(x))))

Intuitively, the channel d represents a memory cell initiated with a public name b (encoding
0). When reading on channel d the current value x, the process non deterministically
chooses to increment x (updating the cell with h(x)) or to select the value x by outputting
it on channel e.

It remains to model the process that given an integer x, produces x+ 1 outputs of a:

Qout(e) = new d′.in(e, x).(out(d′, b) | !in(d′, y).out(c, a).if x = y then 0 else out(d′, h(y)))

Similarly to Qcount(e), Qout(e) relies on a private d′ to increament b until reaching the value
x read on e. It is easy to see that the process outputs x+ 1 times a .

Lemma 13. Let Q = new e.(Qcount(e) | Qout(e)). We have:

(!out(c, a),∅) 6≤N`

sim (Q,∅) but !out(c, a) ≤may Q

Proof. To show that (!out(c, a),∅) 6≤N`

sim (Q,∅), we rely on the same idea used to show
that L1 6≤sim L2. Before the first output on c, the process Q must produce a communication
on e, hence fixing the value of x used in Qout(e) which bounds the number of following
outputs on c by x + 1. As !out(c, a) may output on c an unbounded number of times, we
conclude.

To prove that !out(c, a) ≤may Q, we need to show that for all Adv ∈ MP , for all
ch ∈ Npub, if fn(Adv) ⊆ Npub then RProbR({{!out(c, a)}} ∪ Adv, ↓ ch) ≤ RProbR({{Q}} ∪
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Adv, ↓ ch). Let P = {{!out(c, a)}}. By unfolding the definition of RProbR(P ∪ Adv, ↓ ch),
we know that :

RProbR(P ∪ Adv, ↓ch) = sup
R=(SR,corrR,transR)∈R

corrR(s)=P∪Adv

RProbR(s, corr−1
R (↓ch))

= sup
R=(SR,corrR,transR)∈R

corrR(s)=P∪Adv

sup
n∈N

RProb≤nR (s, corr−1
R (↓ch))

Let R = (SR, corrR, transR) ∈ R, s ∈ SR such that corrR(s) = P ∪ Adv and let n ∈ N.
By definition, the number of transitions from s in the computation of RProb≤nR (s, corr−1

R (↓
ch)) is bounded by n. Thus, the resolution R may at most unfold n times the process
!out(c, a). By denoting P n = out(c, a); . . . ; out(c, a)︸ ︷︷ ︸

n times

, we can therefore easily build a reso-

lution R′ = (SR′ , corrR′ , transR′) ∈ R and s′ ∈ SR′ such that corrR(s′) = {{P n}} ∪ Adv and
RProb≤nR (s, corr−1

R (↓ch)) = RProb≤nR (s′, corr−1
R′ (↓ch)).

However, one can easily show that (P n,∅) ≤N`

sim (Q,∅) (Q only needs to choose integer
n−1 to output exactly n times a). Since, by Proposition 5, simulation implies may-testing,
we have:

sup
R′=(SR′ ,corrR′ ,transR′ )∈R
corrR(s′)={{Pn}}∪Adv

sup
n′∈N

RProb≤n
′

R′ (s′, corr−1
R′ (↓ch)) ≤ RProbR({{Q}} ∪ Adv, ↓ch)

By selecting n′ = n, we deduce that RProb≤nR′ (s′, corr−1
R′ (↓ch)) ≤ RProbR({{Q}}∪Adv, ↓ch)

and so RProb≤nR (s, corr−1
R (↓ch)) ≤ RProbR({{Q}}∪Adv, ↓ch). It allows us to conclude that

RProbR(P ∪ Adv, ↓ch) ≤ RProbR({{Q}} ∪ Adv, ↓ch).

7 Fully Probabilistic Agents Communicating on Pub-

lic Channels

We now do a formal comparaison with the probabilistic concurrent systems considered
in [CSV17, BCSV18]. They consider systems that are build as the parallel compositions
of independant agents, called roles, that are not able to communicate directly with each
others: all communications are mediated by the adversary. Moreover, there is no non-
determinism in the internal behavior of a role; the only non-determinism is controlled
by the adversary–thus external–and consists in the adversary’s choice for managing the
communications.

Definition 28. We say that a process P = {P1, . . . ,Pn} ∈ MP is fully probabilistic(FP)
when:

• there is no non-deterministic choice + in Pi, and no parallel composition | and no !;
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• there exists a list u1, . . . , un of public channels such that all input and output actions
in Pi are only done on ui.

Notation 11. For a FP process Q = Q1 | . . . | . . . Qm, and j ∈ {1, . . . ,m}, we write
out(cj, t)·Q and in(cj, x)·Q for (Q1 | . . . | out(cj, t)·Qj | . . . Qm) and (Q1 | . . . | in(cj, x)·Qj |
. . . Qm) respectively.

Remark 11. Observe that when looking at the un-labelled semantics for a component Pi
without the syntaxic constructs + and |, the only source of non-determinism in

τ−→ comes
from new -redexes. To overcome this residual non-determinism, we replace as in Section 6
the NPLTS N` by a strict new -determinization of N`. In the present section, by abuse of
notation, we will write N` for an (arbitrary) new -determinization of N`.

In [CSV17, BCSV18], the authors consider the trace equivalence for a restricted frag-
ments of FP processes. More precisely, their processes have a constrained shape, used to
suppress the necessity of scheduling decisions for inteleaving of honest τ -actions, and thus
ensure that weak trace equivalence and strong trace equivalence coincide.

Remark 12. Observe that at this point, fully probabilistic processes have no replication.
As a consequence, whenever s

τ
=⇒ E, it is actually a finite scheme, and the sub-distribution

E is actually a proper distribution.

7.1 Removing residual non-determinism

In this section, we are interested in the fragment of N` whose states are of the form (P , φ),
with P a FP processes. Observe that this fragment has still internal non-determinism,
since starting from a state (P1 | . . . | Pn, φ), it can be possible to do a τ action either in
a component Pi, or in a component Pj. However, this internal non-determinism is much
more limited that for general processes: indeed, intuitively, that we chose to reduce first
Pi or first Pj will not have an effect on the resulting trace equivalence. In this section, we
formalize this intuition by transfering known confluence results from (non-probabilistic)
abstract rewriting systems to NPLTSs.

The first step consists in building, from any NPLTS N with only one action {τ}, an
abstract rewriting system N by moving all information about probabilities from transition
to states.

Definition 29. Let N = (S, {τ}, hτ ) be a NPLTS. We define (non-probabilistic) abstract
rewriting system N–i.e. a LTS with only one action τ–as follows:

• its set of states is {µ = [(α1, s1), ...(αn, sn)] ∈Mfin([0, 1]× S) |
∑
αi = 1}.

• its only action is τ ;

• the transition function
τ−→ is defined as follows:

s→N E (α, s) ∈ Support(µ)

µ
τ−→N ∪t∈Support(D){{(α ·D(t), t)}} ∪ µ \ {{(α, s)}}

.
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We formalize in Lemma 14 below how we can recover informations about probabilis-
tic executions in a NPLTS N by looking at (non-probabilistic) execution in the abstract
rewriting system N. Here, it should be observed that this correspondance holds only when
N has no infinite sequence.

Lemma 14. Let N be a NPLTS with only one τ action and no infinite sequence, s be
a state in N, A ⊆ Sext(N) a set of external states, and α ∈ [0, 1]. Then there exists a
non-randomized (maximal) resolution R ∈ Rnr(N) such that RProbR(s, corr−1(A)) = α if
and only if there is a finite (maximal) sequence σ := {{(1, s)}} τ−→N µ1

τ−→N . . . µn, and
α =

∑
i,ti∈A αi with µn = {{(α1, t1), . . . , (αm, tm)}}.

Proof. ⇒: Let R ∈ Rnr(N), sR ∈ SR with corrR(sR) = s, and such that RProbR(sR, corr
−1(A)) =

α. Since N has no infinite sequence, there exists n ∈ N such that RProb≤nR (sR, corr
−1(A)) =

α, and when R is maximal, we can moreover require that {t | RProb≤nR (sR, t) > 0} ⊆
{u | corrR(u) ∈ Sext(N)}. We build a reduction sequence µ0 = {{(1, s)}} τ−→N µ1

τ−→N

. . . µn in N by first defining a family (ρj)j∈N as ρj := {{(Dj(u), corrR(u)) | u ∈ SR}},
with Dj the distribution obtained after j steps from s′ in R. Then we can observe that
for every j ∈ N, it holds that there exists aN such that ρj →N

N
ρj+1, and from there we

have the result. Moreover, if R is maximal, Support(Dn) ⊆ {u | corrR(u) ∈ Sext(N)},
thus ρn is a normal form in N.

⇐: Let σ be a reduction sequence µ0 = {{(1, s)}} τ−→N µ1
τ−→N . . . µn in N. We build a

resolution R ∈ Rnr(N) by induction on n:

– if n = 0, the resolution has only one state s′ with corrR(s′) = s. Moreover, if
µn = µ0 is a normal form in N, it means that s is an external state in N, thus
R is a maximal resolution.

– Suppose that the result holds for n ∈ N. Let σ := µ0 = {{(1, s)}} τ−→N µ1
τ−→N

. . . µn+1. We write µ1 = {{(α1, s1), . . . (αm, sm)}}. Looking at the definition of
the ARS N, we see that we can split σ into m sequences {{(1, si)}}

τ−→N ρi1
τ−→N

. . . ρiNi , with Ni ≤ n, and µn = {{(αi · β, s) | i ∈ {1, ...,m}, (β, s) ∈ ρiNi}}. From
there, we can apply the induction hypothesis, and we obtain a resolution Ri for
i ∈ {1, . . . ,m}, and a s′i ∈ SRi with corrRi(s

′
i) = si. We can suppose that the

SRi are all disjoints. From there, we build a resolution R as the disjoint union
of all Ri, plus a fresh state s′0 with corr(s′0) = s, and transR(s′0) =

∑
αi · δs′i .

Moreover, if µn = is a normal form in N, then also the ρiNi are normal from: it
means that the induction hypothesis tolds us that each of the Ri is maximal,
and from there we can conclude that R also is maximal.

In the next step, we show that confluence and termination properties are passed down
from N to N. We are interested in these properties, because it is a well-known result of the
literature on abstract rewriting system (Newmann’s Lemma) that a ARS with no infinite
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sequence and locally confluent is normalizing, i.e. each state has exactly one normal form.

Lemma 15. Let N a NPLTS with no infinite sequence (that is there is no s1, s2, ... such
that for all i ∈ N, si →N Di, and si+1 ∈ Support(Di)), and which is locally confluent
(i.e. for any s ∈ SN, D1, D2 such that s

τ−→N D1, and s
τ−→ D2, then there exists E such that

D1 →≤1
nr E and D2 ⇒≤1

nr E). Then the abstract rewriting system N also has also infinite
sequence and is locally confluent.

Proof. • Let N be a NPLTS with no infinite sequence. We prove by contradiction
that also N has no infinite sequence: suppose that N has an infinite sequence σ :=
µ0

τ−→ µ1
τ−→ µ2 . . .. We write µ0 = {{(α1, s1), . . . , (αn, sn)}}. Looking at the definition

of N, we see that we can extract from σ a si, and an infinite reduction sequence
δ(1,si)

τ−→Ntr µ
′
1

τ−→ µ′2 . . . in N. By iterating this reasonning, we obtain an infinite
sequence on N, and it ends the proof.

• Let N be a locally confluent NPLTS. We prove that also N is locally confluent. We
suppose D,E1, E2 such that D

τ−→ E1, and D
τ−→ E2. Looking at Definition 29, it

means that there exists (s1, w1), (s2, w2) ∈ Support(D) such that (si, wi)
τ−→Ntr Fi,

and Ei = D(si, wi) · Fi +D|S\(si,wi) for i ∈ {1, 2}. There are two possible cases:

– either (s1, w1) 6= (s2, w2), and in this case Fi
τ−→

N`

∑
i∈{1,2}D(si, wi) · Fi +

D|S\{(si,wi)|i∈{1,2}} for every i ∈ {1, 2}, thus we can conclude.

– or (s1, w1) = (s2, w2). In this case, we can use the fact that by hypothesis N is
confluent, thus there exists E3 such that D1

τ−→ D3 and D2
τ−→ D3, and we can

conclude from there.

Proposition 9. Let N be a NPLTS with only one τ action, that has no infinite sequence,
and which is locally confluent. Let A ⊆ Sext(N). Then for any maximal resolution R in
Rnr(N) it holds that:

RProbR(sR, corr
−1
R (A)) = RProbRnr(N)(corrR(sR), A).

Proof. LetA ⊆ Sext(N). If ρ = {{(α1, t1), . . . , (αm, tm)}} ∈ SN, we write ρ(A) :=
∑

j s.t. tj∈A αj.

Let R1 in Rnr(N) be a maximal resolution, and R2 ∈ Rnr(N) any resolution. Then
we obtain by Lemma 14 two finite sequences σi := {{(1, si)}} τ−→N µi1

τ−→N . . . µini , and
RProbRi(s

i, corr−1
Ri

(A)) =
∑

j s.t. tij∈A
αij with µini = {{(αi1, ti1), . . . , (αimi , t

i
mi)}} for i ∈ {1, 2}.

Moreover, since R1 is maximal, µ1
n1 is a normal form for N. Using Lemma 15 and New-

mann’s Lemma, we can see that N is strongly normalizing, thus µ2
n2

τ
=⇒

N
µ1
n1 . In order to

conclude, it is enough to see that ince A ⊆ Sext(N), ρ
τ
=⇒

N
ρ′ implies that ρ(A) ≤ ρ′(A).
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7.1.1 Determinizing may-testing for FP processes

Proposition 10. Let P be an FP process, φ a frame and Adv a fully determinate adversary.
Let A be a target subset of states of the form P ′ ∪Adv′, with P ′ a FP process, and Adv′ a
fully deterministic adversary. Then for any maximal non-randomized resolution R on No:

RProbR(P ∪ Adv,A) = RProbRr(No)(P ∪ Adv,A).

Proof. We first define a NPLTS (No)A we obtain from No as follows:

• We remove all transitions starting from states a ∈ A;

• we add a state success, and from each state a ∈ A, we add the transition a→ δsuccess

We can see that to each resolution R, we can associate a resolution RA on such that:

RProbR(P ∪ Adv,A) = RProbRA(P ∪ Adv, success)

Since neither FP processes nor fully deterministic adversaries have !, the (smallest) frag-
ment of No containing them has no infinite reduction sequence, and moreover using the fact
that we have no meaningful non-determinism, we can show that No is locally confluent. As
a consequence, it is also the case for (No)A. From there–and using the fact that A is a set
of external states for (No)A, we can conclude as a direct consequence of Proposition 9.

7.1.2 On trace equivalence for FP processes

It is possible to caracterise trace equivalence as the probility of reaching a particular exter-
nal state success on a NPLTS (N`)

tr
with only one τ action, built from N`. The construction

is done in Definition 33 in Section B.1, and the caracterisation is shown in Lemma 22. Since
FP processes have no !, the FP fragment of N` has no infinite reduction sequences labelled
by τ , and moreover is locally confluent. Looking at the way we defined (N`)

tr
, we say that

our construction preserves these properties.
As a corollary, and using Lemma 21, we obtain that we can caracterise the trace pre-

order using the ARS (N`)tr.

Proposition 11. For any non-randomized maximal resolution R on N`:

∀s ∈ SR,∀w ∈ A?ext,ProbR(s, w) = ProbR`r (corrR(s), w).

Proof. First, observe that the FP fragment of N` has no infinite τ -reduction sequence, and
is locally confluent. Then, we can see that those properties can be passed down to (N`)

tr
.

From there, we can conclude as a direct consequence of the caracterisation of the success
probability of reaching a trace from Lemma 22, and Proposition 9.

Remark 13. The proofs in the present section uses heavily the fact that there is no
replication into FP-processes. Indeed, suppose that we consider instead processes of the
form P1 | . . . | Pn, where the processes Pi have no non-determinism, but can implement
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recursion, then Proposition 11 would fail. It is because maximal resolutions can then
lead to non-optimal strategies, where non-essential part of the system can execute a loop
infinitely often. Nonetheless, we believe that is possible–for a given trace w–to build one
optimal resolution Rw that would maximise ProbR(s, w) for each process s, thus allowing
us to remove non-determinism in computing the success probability for traces.

7.2 May testing equivalence of FP processes with unrestricted
adversary.

As shown by the following example, even on [CSV17, BCSV18]’s fragment, trace equiva-
lence do not coincide with may testing equivalence.

Example 4. Consider again the two processes of Example 3.

P :=(in(c, x). if x = 0 then out(c, ok) else out(c, bad))+1/2

(in(c, x). if x = 0 then out(c, bad) else out(c, ok))

Q :=in(c, x).(out(c, ok) +1/2 out(c, bad))

We have already shown in Example 3 that they are not testing equivalent (using a non-
determinate adversary). We can however show easily that (P,∅) and (Q,∅) are trace
equivalent. Indeed, the relevant traces are of the form tk := in(c, k).out(c, x1).(x1? =
ok), for all the integers k ∈ N. We can see that for every k, ProbR`r ((P,∅), tk) =
ProbR`r ((Q,∅), tk) = 1

2
.

7.3 A fully probabilistic operational semantics for FP processes
and determinate adversaries

However, if we restrict the set of possible adversary and that we consider only adversaries
without non-determinism–i.e. written whitout using + or |–we obtain a (weaker) notion
of may testing equivalence for FP processes. The main result of this section is that this
weaker may testing coincide with trace equivalence.

Definition 30. We say that a process Adv is fully determinate if it is generated by the
following grammar:

P,Q := 0 | in(u, x) · P | out(u, v) · P | new a · P | if u = v then P else Q | P +p Q

Moreover, we ask for a sucess token–formally a channel ok–that only the adversary can
use. We say that two process P,Q are determinate may testing equivalent whenever they
are indistinguishable by fully determinate adversaries.

Our goal is to show that two FP-processes are in the trace pre-ordered if and only if they
are in the determinate may-testing preorder. Observe that one direction is immediate: it is

50



enough to show that any trace can be encoded by a determinate adversary Adv, thus two
process that are in the determinate may-testing pre-order are also in the trace pre-order.
In the remaining of this section, we show that the reverse implication also holds.

Definition 31. Given a fully determinate process Adv and an integer n, we define the set
Trok(Adv, n) inductively on Adv as:

• Trok(0, n) = ∅;

• Trok(in(u, x);Adv, n) = {{(pi, (u 6
?
= ok).out(u, axn+1).wi)}}mi=1 when Trok(Adv{axn+1/x}, n+

1) = {{(pi, wi)}}mi=1

• Trok(out(u, v);Adv′, n) = {{(pi, (u 6
?
= ok).in(u, v).wi)}}mi=1∪{{(1, u

?
= ok)}} when Trok(Adv, n) =

{{(pi, wi)}}mi=1

• Trok(Adv1+pAdv2, n) = {{(p · p1
k, w

1
k)}}

n1
k=1∪{{((1− p) · p2

k, w
2
k)}}

n2
k=1 when Trok(Advi, n) =

{{(pik, wik)}}
ni
k=1 for i = 1, 2

• Trok(if u = v thenAdv1 elseAdv2, n) = {{(p1
k, (u

?
= v).w1

k)}}
n1
k=1∪{{(p2

k, (u 6
?
= v).w2

k)}}
n2
k=1

• Trok(new a;Adv, n) = Trok(Adv{b/a}, n) with b ∈ Npub fresh.

The proof of the following lemma can be found in Appendix H.

Lemma 16. Let ok ∈ Npub. Let (P , φ) be a purely probabilistic process. Let Adv be a
fully determinate adversarial process such that fv(Adv) ⊆ dom(φ).

RProbRnr(No)(P ∪ Advφ, ↓ok) = RProbRnr(No)(P , ↓ok) + (1− RProbRnr(No)(P , ↓ok))×∑
(α,w)∈Trok(Adv,|dom(φ)|) α · ProbRnr(N`)((P , φ), w)

We can now show the main proposition of this section.

Proposition 12. Let P ,Q be two FP processes. Then (P ,Q) is in the may testing preorder
for determinate adversaries if and only if (P ,∅) and (Q,∅) are in the trace pre-order.

Proof. We focus on the non-straightforward implication: the trace preorder implies the
may testing preorder for determinate adversaries. Let Adv be a fully determinate adversary
process and let ok be a public name.

First, notice that as P and Q are both fully probabilisitic processes, we have

RProbRnr(No)(P , ↓ok) = ProbRnr(N`)((P ,∅), out(ok, ax1))

RProbRnr(No)(Q, ↓ok) = ProbRnr(N`)((Q,∅), out(ok, ax1))

Let a1 = ProbRnr(N`)((P ,∅), out(ok, ax1)) and a2 = ProbRnr(N`)((Q,∅), out(ok, ax1)). Since
(P ,∅) and (Q,∅) are in the trace pre-order, a1 ≤ a2.
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Similarly, for all (α,w) ∈ Trok(Adv, |dom(φ)|), as (P ,∅) and (Q,∅) are in the trace
pre-order we have that ProbRnr(N`)((P ,∅), w) ≤ ProbRnr(N`)((Q,∅), w). Defining

b1 =
∑

(α,w)∈Trok(Adv,|dom(φ)|)

α · ProbRnr(N`)((P , φ), w)

b2 =
∑

(α,w)∈Trok(Adv,|dom(φ)|)

α · ProbRnr(N`)((Q,∅), w)

we obtain that b1 ≤ b2.
Thus, by Lemma 16, RProbRnr(No)(P , ↓ok) = a1 + (1− a1)× b1 and RProbRnr(No)(Q, ↓

ok) = a2 + (1− a2)× b2 with 0 ≤ a1 ≤ a2 ≤ 1 and 0 ≤ b1 ≤ b2 ≤ 1.
By considering the function f(x, y) = x + y − xy, we notice that showing a1 + (1 −

a1) × b1 ≤ a2 + (1 − a2) × b2 is equivalent to showing that f(a2, b2) − f(a1, b1) ≥ 0. By
computing the partial derivations, we can see that f(a2, b2) ≥ f(a1, b2) ≥ f(a1, b1) which
allows us to conclude.

7.4 Deciding trace equivalence

As previous mentioned, Cheval et al. present in [CKR18] a decision procedure for trace
equivalence when cryptographic primitives are modelled by a subterm convergent destruc-
tor rewrite system and when the number of sessions are bounded. This procedure is based
on constraint solving techniques that represent in a finite symbolic tree all possible concrete
executions of the processes with the attacker. Intuitively, each node of this symbolic tree
represents the state of the two processes after executing a trace tr. Due to non-determinism,
a node may contain several constraint systems corresponding to every possible interleaving
allowing the execution of such trace tr. Deciding trace equivalence between two processes
A and B, in the non-probabilisitic setting, comes back to checking that in every node of
the symbolic tree, there is always one constraint system derived from the process A and
one constraint system derived from the process B; or the node is empty.

In our setting with fully probabilistic agents communicating on public channels, as the
non-determinism disappear, we can associate to each constraint system the probability
of executing this trace, depending on the probabilisitic choice taken during the execution
of the processes. Thus, using the same constraint solving techniques, we could obtain a
symbolic tree representing once again the state of the processes after executing a trace
tr but where the constraint systems of a node correspond to every possible probabilistic
choices taken. Deciding trace equivalence between two processes A and B would thus
comes back to checking that in every node, the sum of the probabilities of the constraint
systems derived from the process A is equal to the sum of the probabilities of the constraint
systems derived from B.
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8 Conclusion and future work

In this paper we introduced a framework to reason about indistinguishability properties,
modelled as process equivalences, in symbolic models enhanced with probabilities. Defining
such a framework turns out to rely on subtle technicalities such as the need for randomized
schedulers, overseen in previous attempts. We define different, classical behavioral and
labelled equivalences and show their precise relations. As usual in models mixing non-
determinism and probabilities, the resulting equivalences may be considered as too strong:
indeed arbitrary schedulers may leak the (private) probabilistic choices of the processes
and give the attacker an unrealistically strong distinguishing power. We therefore study
two classes of protocols where this problem is avoided. First, we study protocols that
do not make probabilistic choices, but allow the adversary to do so. We show that for a
bounded number of sessions may testing with such probabilistic adversaries coincides with
purely possibilistic similarity. Second, we study a class of fully probabilistic protocols, also
considered in [CSV17], and show that trace equivalence on such protocols coincides with
may testing in the presence of a (syntactic) class of determinate adversaries.

Our work paves the road towards several future work. We sketched a decision procedure
in the DeepSec tool for the class of fully probabilistic adversaries. A thorough treatment
of this idea and an implementation are a natural next step. Also, the insight that (purely
possibilistic) similarity takes into account probabilistic adversaries (as it coincides with
may testing) when the number of sessions is bounded and protocols are non-deterministic
motivates adding support for (bi)similarity in a tool such as DeepSec (which currently only
verifies trace equivalence). A different direction going beyond the subclasses considered in
this paper is to investigate restrictions of the scheduler (building, e.g., on ideas from [CP10,
AAPvR10]) in our framework to limit the adversary’s power without restricting the class of
protocols. Finally, a more prospective direction is the use of more quantitative equivalences,
i.e., distances between processes, that might be interesting to compare different protocols
that try to achieve a same property.

References

[AAPvR10] Mário S. Alvim, Miguel E. Andrés, Catuscia Palamidessi, and Peter van
Rossum. Safe equivalences for security properties. In Cristian S. Calude
and Vladimiro Sassone, editors, Theoretical Computer Science - 6th IFIP
TC 1/WG 2.2 International Conference, TCS 2010, Held as Part of WCC
2010, Brisbane, Australia, September 20-23, 2010. Proceedings, volume 323 of
IFIP Advances in Information and Communication Technology, pages 55–70.
Springer, 2010.

[ABB+18] Alejandro Aguirre, Gilles Barthe, Lars Birkedal, Aleš Bizjak, Marco
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A Randomized and non-randomized resolutions coin-

cide for may-testing

Lemma 17 (One-step derandomization). Let N = (SN,A, transN) be a NPLTS, such that
transN(s, τ) = D implies that D has finite support. Let R = (SR, corrR, transR) ∈ Rr(N),
and s ∈ SR an internal state. Let (τ,D) ∈ Aint ×D(SR) the R-transition step from s, i.e.
transR(s) = (τ,D). We define the set of possible de-randomizations of β = (s, τ,D) as.

∆(β) = {F ∈ D(SR) |(τ, corrR(F )) ∈ transN(corrR(s)),

corrR injective on supp(F ),

supp(F ) ⊆ supp(D)}

Then the randomized transition step β can be expressed as the convex sum of de-randomized
step, or more formally:

∃η ∈ D(∆(β)) s.t.
∑

F∈∆(β)

η(F ) · F = D.

Proof. By hypothesis, R ∈ Rr(N), thus there exists a distribution γ over transN(corrR(s))(τ)
such that corrR(D) =

∑
E∈transN(corrR(s))(τ) γ(E) · E. Recall that, for any F ∈ ∆(β), since

corrR is injective on the support of F , we can define (corrR)−1
|supp(F )(t) ∈ SR, for any t ∈ SN.

We define, for F ∈ ∆(β) ⊆ D(SR):

η(F ) = γ(corrR(F )) ·
∏

s∈supp(corrR(F ))

D((corrR)−1
|supp(F )(s))

corrR(D)(s)
.

Notice that supp(F ) ⊆ supp(D) implies supp(corrR(F )) ⊆ supp(corrR(D)), and so for all
s ∈ supp(corrR(F )), corrR(D)(s) 6= 0 which ensures that η(D) is correctly defined.

• First, we check that η is indeed a distribution.∑
F∈∆(β)

η(F ) =
∑

F∈∆(β)

γ(corrR(F )) ·
∏

s∈supp(corrR(F ))

D((corrR)−1
|supp(F )(s))

corrR(D)(s)

=
∑

E∈transN(s)(τ)

γ(E) ·
∑

F∈∆(β)|corrR(F )=E

∏
s∈supp(corrR(F ))

D((corrR)−1
|supp(F )(s))

corrR(D)(s)
.

Recall that γ is a distribution over transN(corrR(s))(τ). Hence, for allE ∈ transN(corrR(s))(τ),
γ(E) 6= 0 if and only if E ∈ supp(γ). Hence:

∑
F∈∆(β)

η(F ) =
∑

E∈transN(s)(τ)
∩ supp(γ)

γ(E) ·
∑

F∈∆(β)|corrR(F )=E

∏
s∈supp(corrR(F ))

D((corrR)−1
|supp(F )(s))

corrR(D)(s)
.
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Observe that, given some E ∈ transN(s)(τ)∩ supp(γ), choosing some F ∈ ∆(β) such
that corrR(F ) = E is equivalent to choosing, for every s ∈ supp(E), a unique s̃ ∈ SR
such that corrR(s̃) = s, and then to define F =

∑
s∈supp(E) E(s) · δs̃. Notice that by

construction, we have corrR injective on supp(F ). Moreover, for all v ∈ supp(F ),
corrR(v) ∈ supp(E). Since E ∈ supp(γ) and corrR(D) =

∑
E∈transN(corrR(s))(τ) γ(E) · E,

we deduce that corrR(v) ∈ supp(corrR(D)) and so v ∈ supp(D). This ensure that
F ∈ ∆(β) .

As a consequence, for E ∈ transN(s)(τ) ∩ supp(γ):

∑
F∈∆(β)
|corrR(F )=E

∏
s∈supp(corrR(F ))

D((corrR)−1
|supp(F )(s))

corrR(D)(s)
=

∑
φ:supp(E) 7→SR
|∀u, corrR(φ(u))=u

∏
s∈supp(E)

D(φ(s))

corrR(D)(s)

(3)
Recall that for all E ∈ supp(γ), for all s ∈ supp(E), corrR(D)(s) 6= 0 and corrR(D)(s) =∑

u∈corr−1
R ({s}) D(u), and thus u ∈ corr−1

R ({s}) 7→ D(u)
corrR(D)(s)

∈ [0, 1] is a distribution.

From there, we can consider the product distribution for any (finite) set SI = {si | i ∈
I ∧ corrR(D)(si) 6= 0} ⊆ SN given as: (ui)i∈I ∈

∏
i∈I corr

−1
R ({si}) 7→

∏
i∈I

D(ui)
corrR(D)(si)

.
In particular, since this product distribution is indeed a distribution, it holds that:∑

φ:SI 7→SR
|∀u, corrR(φ(u))=u

∏
s∈SI

D(φ(s))

corrR(D)(s)
= 1. (4)

By taking SI = supp(E), (4) tells us that:
∑

φ:supp(E)7→SR
|∀u, corrR(φ(u))=u

∏
s∈supp(E)

D(φ(s))
corrR(D)(s)

= 1,

and we can conclude from there.

• we want now to show that
∑

F∈∆(β) η(F ) · F = D. Let t ∈ SR. By unfolding the

definition of η(F ) and using the same reasoning as in the previous bullet point, we
obtain:∑

F∈∆(β)

η(F ) · F (t)

=
∑

F∈∆(β)

γ(corrR(F )) ·
∏

s∈supp(corrR(F ))

D((corrR)−1
|supp(F )(s))

corrR(D)(s)
· F (t)

=
∑

E∈transN(s)(τ)

γ(E) ·
∑

φ:supp(E)→SR
|∀u, corrR(φ(u))=u, t∈Im(φ)

∏
s∈supp(E)

D(φ(s))

corrR(D)(s)
· E(φ−1(t))

The last equality is obtain using the same reasoning as in the previous bullet point.
Additionally, we restrict the function φ we consider by only taking the one where
t ∈ Im(φ) (as t 6∈ Im(φ) would imply F (t) = 0). Also notice that F (t) = E(φ−1(t)).

58



Finally, since φ−1(t) = corrR(t), we obtain the following:∑
F∈∆(β)

η(F ) · F (t)

=
∑

E∈transN(s)(τ)

γ(E) ·
∑

φ:supp(E)→SR
|∀u, corrR(φ(u))=u,
φ(corrR(t))=t

∏
s∈supp(E)

D(φ(s))

corrR(D)(s)
· E(corrR(t))

=
∑

E∈transN(s)(τ)

γ(E) · (
∑

φ:supp(E)\{corrR(t)}→SR
|∀u, corrR(φ(u))=u

∏
s∈supp(E)\{corrR(t)}

D(φ(s))

corrR(D)(s)
)

· D(t)

corrR(D)(corrR(t))
· E(corrR(t))

=
∑

E∈transN(s)(τ)

γ(E) · D(t)

corrR(D)(corrR(t))
· E(corrR(t)) by (4)

=
D(t)

corrR(D)(corrR(t))
· corrR(D)(corrR(t)) by hypothesis on γ

= D(t).

Lemma 18 (finite steps derandomization). Let N be a NPLTS defined by its transition
function transN : SN → Aint t Aext → P(D(SN)). Moreover, we ask N to be such that
transN(s, τ) = D implies that D has finite support. For every set T ⊆ SN, for every
randomized resolution R = (SR, corrR, transR) ∈ Rr(N), for every state s ∈ SR, it holds that
for every n ∈ N:

RProb≤nR (s, corr−1
R (T )) ∈ conv({RProbR′(s

′, corr−1
R′ (T ))

| R′ = (SR′ , corrR′ , transR′) ∈ Rnr(N), corrR(s) = corrR′(s
′)})

Proof of Lemma 18. Let T ⊆ SN, and R = (SR, corrR, transR) ∈ Rr(N). We do the proof
by induction on n:

• Base case n = 0: We define R0 := (SN, id, transR0), where id stands for the identity
function, and all states in SN are external states such that transR0(u)(a) = ? for
every u ∈ SN, a ∈ Aext. We can see immediately that R0 ∈ Rnr(N). Observe that
RProbR0(u, T ) = 1 when u ∈ T , and 0 otherwise. As a consequence, for s ∈ SR,
RProb≤0

R (s, corr−1
R (T )) = RProbR0(s, T ).

• Inductive step: We suppose that the result holds for n ≥ 0. Let s ∈ SR. We do a
case disjunction on the first R-transition from s:
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– if s is an external state or s ∈ corr−1
R (T ) then RProb≤n+1

R (s, corr−1
R (T )) =

RProb≤0
R (s, corr−1

R (T )) by definition. By applying the same reasoning as in the
base case, the result holds;

– otherwise there exists a distribution E ∈ D(SR) such that transR(s) = (τ, E),
with τ an internal action, and corrR(E) ∈ conv(transN(corrR(s))(τ)). For each
v ∈ SN, we define the set of resolutions starting from v as: Rnr(N, v) = {(R′, w) |
R′ = (SR′ , corrR′ , transR′) ∈ Rnr(N), w ∈ SR′ , corrR′(w) = v}. By applying the
induction hypothesis to the states in the support of E, we obtain that for all
t ∈ supp(E) there exists a distribution Θt ∈ D(Rnr(N, corrR(t))) such that:

RProb≤nR (t, corr−1
R (T )) =

∑
(R′,u)∈Rnr(N,corrR(t))

Θt(R
′, u) · RProbR′(u, corr

−1
R′ (T )).

(5)
Observe that choosing, for every t ∈ supp(E), one non-randomized resolution
starting from corr(t), i.e a (Rt, ut) ∈ Rnr(N, corrR(t)), means choosing a function
f : t ∈ supp(E) 7→ (Rt, ut) ∈ Rnr(N, corrR(t)). We write F for the set of all those
functions. Using the distributions Θt, we can built the product distribution, that
compute the probability of choosing some f ∈ F , when choosing each f(t) with
the probabilities specified by the distribution Θt. This way, we obtain Θ ∈ D(F)
defined as Θ(f) =

∏
t∈supp(E) Θt(f(t)). Observe that, for any t ∈ supp(E), and

(R′, u) ∈ Rnr(N, corrR(t)), it holds that:

Θt(R
′, u) =

∑
f |f(t)=(R′,u)

Θ(f). (6)

Moreover, by defining β = (s, τ, E) and using Lemma 17, we obtain the existence
of a distribution η ∈ D(∆(β)), with ∆ defined in Lemma 17, such that:∑

D∈∆(β)

η(D) ·D = E. (7)

For every element D ∈ ∆(β), and any function f : t ∈ supp(E) 7→ (Rt, ut) ∈
Rnr(N, corrR(t))}, we build a non-randomized resolution RD,f as:

∗ SRD,f = {s} t {SRt | t ∈ supp(E), f(t) = (Rt, ut)};
∗ the correspondance function corrRD,f is defined as: corrRD,f (u) = corrRt if
z ∈ SRt , and corrRD,f (s) = corr(s);

∗ the transition function transRD,f is defined as: if u ∈ SRt , then transRD,f (u) =
transRt(u), and for all u ∈ SRD,f , transRD,f (s)(u) = D(t) when ∃t ∈ supp(E)
such that f(t) = (Rt, u) for some Rt; and 0 otherwise.

We can easily check that RD,f ∈ Rnr(N): to do so, we need to use the fact that,
by induction hypothesis, all the Rt given by f are in Rnr(N), and the definition
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of ∆(β) given in Lemma 17. In order to conclude, we are going to show:

RProb≤n+1
R (s, corr−1

R (T )) =
∑

D∈∆(β)
f∈F

η(D) ·Θ(f) · RProbRD,f (s, corr
−1
RD,f

(T )).

RProb≤n+1
R (s, corr−1

R (T ))

=
∑

t∈supp(E)

E(t) · RProb≤nR (t, corr−1
R (T )) by Definition 7

=
∑

t∈supp(E)

E(t) ·
∑

(R′,u)∈Rnr(N,corrR(t))

Θt(R
′, u) · RProbR′(u, corr

−1
R′ (T )) by (5)

=
∑

t∈supp(E)

(
∑

D∈∆(β)

η(D) ·D(t))

·
∑

(R′,u)∈Rnr(N,corrR(t))

(
∑

f |f(t)=(R′,u)

Θ(f)) · RProbR′(u, corr
−1
R′ (T )) by (7) and (6)

=
∑

D∈∆(β)
f∈F

η(D) ·Θ(f) ·
∑

t∈supp(E)

D(t) ·
∑

(R′,u)∈Rnr(N,corrR(t))
|f(t)=(R′,u)

RProbR′(u, corr
−1
R′ (T ))

=
∑

D∈∆(β)
f∈F

η(D) ·Θ(f) ·
∑

t∈supp(E)
(R′,u)∈Rnr(N,corrR(t))

|f(t)=(R′,u)

D(t) · RProbR′(u, corr
−1
R′ (T ))

By definition of RD,f , for all t ∈ supp(E) with f(t) = (R′, u), we know that
transRD,f (s)(u) = D(t), and for all other states u ∈ SRf,D , transRD,f (s)(u) = 0.
Hence:

RProb≤n+1
R (s, corr−1

R (T ))

=
∑

D∈∆(s,τ,E)
f∈F

η(D) ·Θ(f) ·
∑

u∈SRD,f

transRD,f (s)(u) · RProbRD,f (u, corr
−1
RD,f

(T ))

Finally, RProbRf,D(u, corr−1
Rf,D

(T )) = limn→+∞RProb≤nRf,D
(u, corr−1

Rf,D
(T )). With

supp(transRf,D(s)) being finite, we deduce that:∑
u∈SRD,f

transRD,f (s)(u) · RProbRD,f (u, corr
−1
RD,f

(T ))

=
∑

u∈SRD,f

transRD,f (s)(u) · lim
n→+∞

RProb≤nRD,f
(u, corr−1

RD,f
(T ))

= lim
n→+∞

∑
u∈SRD,f

transRD,f (s)(u) · RProb≤nRD,f
(u, corr−1

RD,f
(T ))

= RProbRD,f (s, corr
−1
RD,f

(T ))
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We conclude that:

RProb≤n+1
R (s, corr−1

R (T )) =
∑

D∈∆(β)
f∈F

η(D) ·Θ(f) · RProbRD,f (s, corr
−1
RD,f

(T ))

Lemma 19. For all P ∈MP , for all c ∈ Npub, RProbRonr(P , ↓c) = RProbRor (P , ↓c).

Proof. Since Ro
nr ⊂ Ro

r , we immediately have that RProbRonr(P , ↓c) ≤ RProbRor (P , ↓c).
The reverse inequality follows by Lemma 18 (observe that the NPLTS No is indeed such

that transNo(s, τ) = D implies that D has finite support): for any resolution R ∈ Ro
r , it

holds that for every n ∈ N

RProb≤nR (P , ↓c) ≤ RProbRonr(P , ↓c)

As a consequence:

RProbRor (P , ↓c) = sup
R∈Ror

(sup
n∈N

(RProb≤nR (P , ↓c)) ≤ RProbRonr(P , ↓c).

Proposition 1. The may testing preorder coincides for randomized and non-randomized
resolutions:

≤Rormay = ≤Ronrmay

Proof. Direct from Lemma 19.

B Appendix on trace equivalence

B.1 Randomized and non-randomized resolutions coincide for
trace equivalence

Lemma 20. Let N = (SN,Aext t Aint, transN) be a NPLTS, and R = (SR, corrR, transR) ∈
Rr(N). For n ∈ N, w ∈ Aext∗ and s ∈ SR, we define ProbnR(s, w) as:

ProbnR(s, ε) = 1

ProbnR(s, a.w) =
∑
t∈SR

s.t. ∃D∈D(SR), transR(t)(a)=D

RProb≤nR (s, {t}) ·
∑

s′∈supp(D)

D(s′) · ProbnR(s′, w)

Then, for any u ∈ SN, it holds that:

ProbR(u,w) = sup
n∈N

sup
R=(SR,corrR,transR)∈R
s∈SR s.t. corr(s)=u

ProbnR(s, w)
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Proof. The proof is by induction on the length of w.

Here, we develop the tools to compute the trace success probability as reachability
pribabilities on a new auxilliary NPLTS: the traces NPLTS Ntr, that we build from any
NPLTS N. We first define a particular kind of NPLTS: aprobabilistic abstract rewriting
system(PARS) is a NPLTS with no external actions, and a unique internal action τ .

Definition 32. We say that a NPLTS N is a probabilistic abstract rewriting system when
N has exactly one internal action τ , and no external action. When it is the case, we say
that a N state s is a normal form when trans(s, τ) = ∅, i.e. no transition starts from s.

Definition 33. Let N = (SN,Aext tAint, transN) be a NPLTS. We define the PARS Ntr as
follows: its states are {(s, w) | s ∈ SN, w ∈ A?ext} t {success}. The transition function →
is defined as:

• (s, w)→Ntr (D,w) when s
τ−→ND;

• (s, aw)→Ntr (D,w) when s
a−→ND;

• (s, ε)→ δsuccess.

Observe that the normal forms of this PARS are: either the state success, or states of the
form (s, a.w), with s 6 a−→ and s 6 τ−→.

Our goal is to prove that the trace equivalence can be computed directly in the PARS
Ptr, instead of the labelled NPLTS N`. As a first step, we build a correspondence between
N resolutions and Ntr resolutions. This correspondance consists actually of two operators:
C : Rr(N)→ Rr(N

tr) and D : Rnr(N
tr)→ Rnr(N). Observe that, for technical reasons, the

operator D can only be applied to non-randomized resolutions.

Definition 34. We define an operator C : Rr(N)→ Rr(N
tr) as follows: let R = (SR, corrR, transR) ∈

Rr(N). We take CR = (SCR, corrCR, transCR) where:

• SCR = {(s, w) | s ∈ SR, w ∈ A?ext} t {success};

• corrCR(s, w) = (corrR(s), w), and corrCR(success) = success ;

• transCR(s, w)(τ) =


(transR(s), w) if s is an internal state in R

δsuccess if s external state and w = ε

(transR(s)(a), w′) when w = a.w′ and transR(s)(a) is defined

undefined otherwise.

Observe moreover that whenever R is a non-randomized resolution over N, CR is a non-
randomized resolution over Ntr.

Definition 35. We define an operator D : Rnr(N
tr) → Rnr(N) as follows: let R =

(SR, corrR, transR) ∈ Rr(N
tr). We take DR = (SR, corrR, transDR) where: transDR : SR ×

AN → D(SR) is defined as:
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• if u ∈ SR is such that transR(u)(τ) is undefined, then transR(u)(a) is undefined for
every a ∈ Aext ∪ {τ};

• suppose now that transR(u)(τ) = D. Since R is a non-randomized resolution, we can
do the following cases disjunction:

– either u ∈ SR is such that corrR(u) = (s, ε), and corrR(D) = δsuccess. Then we
take transDR(u)(a) as undefined for every a ∈ Aext ∪ {τ};

– or u ∈ SR is such that corrR(u) = (s, w), and corrR(D) = (E,w). Then we take
transDR(u)(τ) = D, and transDR(u)(a) as undefined for every a ∈ Aext;

– or u ∈ SR is such that corrR(u) = (s, a0.w), and corrR(D) = (E,w). Then
we take transDR(u)(a0) = D, and transDR(u)(a) as undefined for every a ∈
{τ} ∪ (Aext \ {a0}).

Lemma 21. Let N a NPLTS, and w ∈ A?ext, . Then:

1. For every R ∈ Rr(N), and s ∈ SR, ProbR(s, w) ≤ RProbCR((s, w), corr−1
CR(success)).

2. For every R ∈ Rnr(N
tr), and s ∈ SR such that there exists u, corr(s) = (u,w), it holds

that ProbDR(s, w) ≥ RProbR(s, corr−1
R (success)).

Proof of item 1 in Lemma 21. Let us suppose R ∈ Rr(N), and s ∈ SR. First, we can show
easily by induction on n, that for all non-empty trace ω, for all states t ∈ SR, z ∈ SCR, it
holds that:

RProb≤nCR((t, w), {z}) =

{
RProb≤nR (t, u) if z = (u,w);

0 if 6 ∃u with z = (u,w).
(8)

Now, observe that corr−1
CR(success) = {success}. We use the limit-based caracterisation of

trace success probability (see Lemma 20), and we obtain a rewriting of our goal–i.e. item 1
in Lemma 21–as the Equation (9) below:

∀n ∈ N, ProbnR(s, w) ≤ RProbCR((s, w), {success}); (9)

Th proof of Equation 9 is by induction on length(w). If w = ε, then ProbnR(s, w) = 1.
Moreover, RProbCR((s, ε), {success}) = 1 since transCR(s, ε)(τ) = δsuccess, thus the result
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holds. Suppose now that w = a.w′, and that Equation 9 holds for w′. Then:

ProbnR(s, a.w′)

=
∑
t∈SR

s.t. ∃D∈D(SR),
transR(t)(a)=D

RProb≤nR (s, {t}) ·
∑

s′∈supp(D)

D(s′) · ProbnR(s′, w′) by Lemma 20

=
∑
t∈SR

s.t. ∃D∈D(SR),
transR(t)(a)=D

RProb≤nCR((s, a.w′), {(t, a.w′)}) ·
∑

s′∈supp(D)

D(s′) · ProbnR(s′, w′)

≤
∑
t∈SR

s.t. ∃D∈D(SR),
transR(t)(a)=D

RProb≤nCR((s, a.w′), {(t, a.w′)}) ·
∑

s′∈supp(D)

D(s′) · RProbCR((s′, w′), {success}) by HI;

=
∑

u=(t,a.w′)∈SCR

s.t. ∃D∈D(SCR),
transCR(u)(τ)=D

RProb≤nCR((s, a.w′), {u}) ·
∑

v=(s′,w′)∈supp(D)

D(v) · RProbCR(v, {success})

≤
∑

u=(t,a.w′)∈SCR

s.t. ∃D∈D(SCR),
transCR(u)(τ)=D

RProbCR((s, a.w′), {u}) ·
∑

v=(s′,w′)∈supp(D)

D(v) · RProbCR(v, {success})

= RProbCR((s, a.w′), {success})

Proof of item 2 in Lemma 21. Let be R ∈ Rnr(N
tr), and s ∈ SR such that there exists u,

corrR(s) = (u,w). First, observe that we can restate our goal as:

ProbDR(s, w) ≥ RProb≤nR (s, corr−1
R (success)).

We do the proof by induction on n:

• n= 0: since by hypothesis corrR(s) = (u,w) 6= success, it holds that RProb≤0
R (s, corr−1

R (success)) =
0, thus the result holds;

• n = 1: looking at the way we define Ntr, we see that RProb≤1
R (s, corr−1

R (success)) > 0
implies that w = ε. When it is the case, ProbDR(s, w) = 1, thus we can conclude;

• n → n + 1 with n > 0: if RProb≤n+1
R (s, corr−1

R (success)) = 0, we have immediately
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the result. Otherwise, it means that there exists D such that s→R D, and:

RProb≤n+1
R (s, corr−1

R (success)) =
∑
s′

D(t) · RProb≤nR (s′, corr−1
R (success)) (10)

=
∑

s′|corrR(s′)=success

D(s′) +
∑

t|∃u′,w′ s.t. corrR(s′)=(u′,w′)

D(s′) · RProb≤nR (s′, corr−1
R (success))

(11)

≤
∑

s′|corrR(t)=success

D(s′) +
∑

s′|∃u′,w′ s.t. corrR(s′)=(u′,w′)

D(s′) · ProbDR(s′, w′) by induction hyp.

(12)

Looking at the way Ntr is defined, we do the following case disjunction on s→R D:

1. either w = ε. In that case, we see that ProbDR(s, w) = ProbDR(s, w) = 1, and
we can conclude.

2. or w = a.w1. In that case,
∑

s′|corrR(t)=successD(s′) = 0, and using the fact that
R is a non-randomized distrubution, it holds that:

– either D = (E,w) with E ∈ D(SN), and u
τ−→NE; In that case, looking

at the definition of the operator D, we see that s
τ−→DRD. From there, we

can rewrite Equation (12) as: RProb≤n+1
R (s, corr−1

R (success)) ≤
∑

s′ D(s′) ·
ProbDR(s′, w) =

∑
s′(transDR(s)(τ))(s′)·ProbDR(s′, w), and we can conclude

by looking at how we defined the probability of doing a trace.

– or D = (E,w1) whith u
a−→NE; in that case, looking at the definition of the

operator D, we see that s
a−→DRD. From there, we can conclude as in the

previous case.

Lemma 22. Let N = (SN,Aext t Aint, transN) be a NPLTS. Let be s ∈ SN, and w ∈ A?ext.

1. Randomized case:

ProbRr(N)(s, w) ≤ sup{RProbR(s′, corr−1
R (success)) s.t. R ∈ Rr(N

tr), s′ ∈ SR corrR(s′) = (s, w)}.

2. Non-randomized case:

ProbRnr(N)(s, w) = sup{RProbR(s′, corr−1
R (success)) s.t. R ∈ Rnr(N

tr), s′ ∈ SR corrR(s′) = (s, w)}

Proof. We do the proof using Lemma 21: let us fix s ∈ SN.

• Using (the first part of) Lemma 21, we see that for every R ∈ Rr(N), and s′ ∈ SR with
corrR(s′) = s, it holds that ProbR(s′, w) ≤ RProbCR((s′, w), corr−1

CR(success)). From
there, we can see that ProbR(s′, w) ≤ supR′∈Rr(Ntr),u∈SR′ ,corrR′ (u)=(s,w) RProbR′(u, corr

−1
R′ (success)).

As a consequence, we obtain the item 1 in Lemma (22). Since moreover C(Rnr(N)) ⊆
Rnr(N

tr), we obtain also the ≤ inequality for the item 2 in Lemma (22).
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• Using (the second part of) Lemma 21, we see that for every R ∈ Rnr(N
tr), and

s′ ∈ SR, such that corrR(s′) = (s, w), it holds that RProbR(s′, corr−1
R (success)) ≤

ProbDR(s′, w). From there, we obtain that RProbR(s′, corr−1
R (success)) ≤ ProbRnr(N)(s, w),

thus we can conclude.

Proposition 2. Let (P , φ) and (P ′, φ′) be two extended processes.

(P , φ) ≤R
`
r

tr (P ′, φ′) iff (P , φ) ≤R
`
nr

tr (P ′, φ′)

Proof. First, observe that it is enough to show that for every trace w, for every N`-state
u: ProbRr(N`)(u,w) = ProbRnr(N`)(u,w).

• SinceRnr(N
`) ⊆ Rr(N

`), we see immediately that ProbRr(N`)(u,w) ≥ ProbRnr(N`)(u,w).

• We now show the reverse inequality.

ProbRr(N`)(u,w)

= sup{RProbR(s, corr−1
R (success)) | R ∈ Rr(N

`tr), s′ ∈ SR, corrR(s′) = s} by Lemma 22;

= sup{RProb≤nR (s, corr−1
R (success)) | R ∈ Rr(N

`tr), s′ ∈ SR, corrR(s′) = s, n ∈ N}

≤ sup{RProb≤nR (s, corr−1
R (success)) | R ∈ Rnr(N

`tr), s′ ∈ SR, corrR(s′) = s, n ∈ N} by Lemma 18

= ProbRnr(N`)(u,w) by Lemma 22

C Relations
τ

==⇒r and ==⇒Rr coincide

Lemma 23. Let N = N = (SN,Aext t Aint, transN) be an NPLTS and a resolution R =
(SR, corrR, transR) of N. For all subset T ⊆ SR, for all s ∈ SR,

RProbR(s, T ) =

{
1 if s ∈ T
0 otherwise.

RProbR(s, T ) =


1 if s ∈ T
0 if s 6∈ T ∧ transR(s) = ?∑

u∈supp(D)D(u) · RProbR(u, T ) if s 6∈ T ∧ transR(s) = (a,D)

Proof. Direct from Definition 7 and the fact that RProb≤nR (s, T ) is increasing on n.

We now state three technical lemmas–Lemmas 24, 25, 26, about basic properties of
the reduction relation → on distributions. These lemmas are used later in the proof of
Lemma 1.
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Lemma 24. Let X be a discrete set, →⊂ X ×D(X) a binary relation, and s ∈ X.

δs →r D iff D ∈ conv({E | s→ E})

Proof. Direct from Definition 14 and Notation 4.

Lemma 25. Let N = (SN,AexttAint, transN) be a NPLTS, R = (SR, corrR, transR) ∈ Rr(N)
and D ∈ D≤1(SR) such that supp(D) ⊆ Sint(R). We have corrR(D)

τ−→r corrR(transR(D)).

Proof. By Definition 5, for all s ∈ supp(D), corrR(transR(s)) ∈ conv(transN(corrR(s))).
Hence corrR(transR(s)) ∈ conv({Es | corrR(s) → Es}). Furthermore, corrR(transR(D)) =∑

s∈supp(D) D(s) ·corrR(transR(s)) =
∑

s∈supp(D) D(s) ·
∑ns

i=1 α
s
i ·Es

i =
∑

s∈supp(D)

∑ns
i=1(D(s) ·

αsi ) · Es
i with corrR(s) → Es

i for all i ∈ {1, . . . , ns} and
∑ns

i=1 α
s
i = 1. Since D =∑

s∈supp(D) D(s)·
∑ns

i=1 α
s
i ·δs, we conclude that corrR(D) =

∑
s∈supp(D) D(s)·

∑ns
i=1 α

s
i ·δcorrR(s)

and so corrR(D)
τ−→r corrR(transR(D)).

Lemma 26. Let X be any discrete set, and let → be a binary relation in X ×D(X).
Suppose thatD −→r E. There there exists a family of sub-distribution overX: (Es)s∈supp(D)

such that for all s ∈ supp(D), δs −→r Es and E =
∑

s∈supp(D) D(s) · Es.

Proof. Assume that D −→r E. By definition, there exists a countable set I and a multiset
{xi}i∈I with for all i ∈ I, xi ∈ X such that:

• D =
∑

i∈I αi · δxi

• for all i ∈ I, xi → Di

• E =
∑

i∈I αi ·Di

Note that E =
∑

s∈supp(D) ·
∑

i∈I
s=xi

αi · Di and for all s ∈ X, D(s) =
∑

i∈I
s=xi

αi. Hence,

E =
∑

s∈supp(D) D(s) ·
∑

i∈I
s=xi

αi
D(s)
·Di. If we define for all s ∈ supp(D), Es =

∑
i∈I
s=xi

αi
D(s)
·Di,

we obtain that E =
∑

s∈supp(D) D(s) ·Es and for all s ∈ supp(D), Es ∈ conv({F | s→ F})
which implies δs −→r Es by Lemma 24.

Corollary 2. Let X be any discrete set, and let → be a binary relation in X ×D(X).
Suppose that D −→r E + F . Then there exists two families of sub-distribution over X:

(Es)s∈supp(D), (Fs)s∈supp(D) such that for all s ∈ supp(D), δs −→r Es+Fs, E =
∑

s∈supp(D) D(s)·
Es and F =

∑
s∈supp(D) D(s) · Fs.

Proof. By Lemma 26, we know that there exists (Ds)s∈supp(D) such that for all s ∈ supp(D),
δs −→r Ds and E + F =

∑
s∈supp(D)D(s) ·Ds.

We define the two families (Es)s∈supp(D) and (Fs)s∈supp(D) as follows: for all s ∈ supp(D),
for all x ∈ X,

• Es(x) = Ds(x)·E(x)
E(x)+F (x)
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• Fs(x) = Ds(x)·F (x)
E(x)+F (x)

We trivially have Ds = Es + Fs.

Lemma 1. Let N = (SN,Aext t Aint, transN) be a NPLTS and D,E ∈ D≤1(SN).

D
τ

==⇒r E if and only if D ==⇒Rr E

Proof. We prove the two directions of the equivalences separately.

Left-to-right direction. Let us suppose that D
τ

==⇒r E. It means that there exists an infinite
scheme of the form:

D = D→0 +D>0

D→0
τ−→r D

→
1 +D>1

. . .

D→k
τ−→r D

→
k+1 +D>k+1

. . .

with E =
∑

k∈ND
>
k . The proof consists of two steps: we first define a resolution R ∈ Rr(N),

and in a second step we use R to show that D ==⇒Rr E.

1. We define R = (SR, corrR, transR), where SR = {(s, n, α) | n ∈ N, α ∈ {→,>}, s ∈
supp(Dα

n)} and corr(s, n, α) = s for every n ∈ N and every α ∈ {→,>}, and

transR(s, n, α) =


?A if α = >;

(τ,
∑

s′∈S ∆(s, n,>)(s′) · δ(s′,n+1,>) + ∆(s, n,→)(s′) · δ(s′,n+1,→))

if α =→ .

where ?A stands for the function (a ∈ Aext 7→ ?), S = {s | (s, n, α) ∈ SR} and for
all s ∈ supp(D→n ), n ∈ N, α ∈ {→,>}, the sub-distributions ∆(s, n, α) are obtained
from Corollary 2 such that:

δs
τ−→r ∆(s, n,→) + ∆(s, n,>), ∀s ∈ supp(D→n ); (13)

D→n+1 =
∑

s∈supp(D→n )

D→n (s) ·∆(s, n,→); (14)

D>n+1 =
∑

s∈supp(D→n )

D→n (s) ·∆(s, n,>). (15)

We first check that R is indeed a N-resolution: first observe that for all external
states s′ ∈ Sext(R), for all a ∈ Aext, transR(s′) = ?. Secondly, for all internal states
s′ ∈ Sint(R) with transR(s′) = (τ, F ), it means that s′ = (s, n,→), s ∈ supp(D→n ) and

F =
∑
s′∈S

∆(s, n,>)(s′) · δ(s′,n+1,>) +
∑
s′∈S

∆(s, n,→)(s′) · δ(s′,n+1,→)
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Note that for all s ∈ S, n ∈ N, supp(∆(s, n,>)) ⊆ S and supp(∆(s, n,→)) ⊆ S.
Hence corrR(F ) = ∆(s, n,→) + ∆(s, n,>). From (13) and Lemma 24, we obtain that
corrR(F ) ∈ conv(transN(s)(τ)), thus we can conclude that R ∈ Rr(N).

2. We define a distribution over R-states: D′ =
∑

s∈S D
→
0 (s) ·δs,0,→+

∑
s∈S D

>
0 (s) ·δs,0,>.

We see immediately that corrR(D′) = D.

Looking at Definition 13, we see that we need now to compute the sub-distribution
corr(E ′), with E ′ defined as supp(E ′) ⊆ Sext(R) and for all u′ ∈ Sext(R), E ′(u′) =∑

s′∈SR D
′(s′) · RProbR(s′, {u′}). First, recall that for all u′ ∈ Sext(R), u′ is of the

form (u, p,>) with p ∈ N and u ∈ S. Additionally, note that both supp(D→0 ) and
supp(D>0 ) are included in S ⊆ SN.

E ′(u, p,>) =
∑
s∈SN

D→0 (s) · RProbR((s, 0,→), {(u, p,>)})

+
∑
s∈SN

D>0 (s) · RProbR((s, 0,>), {(u, p,>)})

Observe that for every (s, 0,>) ∈ Sext(R), RProbR((s, 0,>), {(u, p,>)}) = 1 if u = s,
p = 0 and 0 otherwise.

Furthermore, by definition of transR, if transR(s, n,→) = (τ, F ) then (s′, n′, α′) ∈
supp(F ) implies n′ = n + 1. Thus, we can easily prove by induction that for all
(s, n,→), (t,m,>) ∈ SR, RProbR((s, n,→), {(t,m,>)}) > 0 implies that m > n.
Using these two facts, we obtain that:

E ′(u, 0,>) = D>0 (u) (16)

E ′(u, p,>) =
∑
s∈SN

D→0 (s) · RProbR((s, 0,→), {(u, p,>)}) for p ≥ 1. (17)

To go forward from here, we are going to show the following auxiliary statement: for
all p ∈ N, for all m < p ∈ N, for all u ∈ S,∑

s∈SN

D→m (s) · RProbR((s,m,→), {(u, p,>)}) = D>p (u). (18)

We do the proof by induction on p − m. For all (s, n,→) ∈ Sint(R), let us denote
Fs,n the distribution such that transR(s, n,→) = (τ, Fs,n).

∑
s∈SN

D→m (s) · RProbR((s,m,→), {(u, p,>)})

=
∑
s∈SN

D→m (s) ·
∑

t∈supp(Fs,m)

Fs,m(t) · RProbR(t, {(u, p,>)}) by Lemma 23
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By definition of Fs,n, t ∈ supp(Fs,n) implies that t = (t′,m + 1, α) with t′ ∈ S and
α ∈ {>,→} and Fs,n(t) = ∆(s,m,>)(t′) + ∆(s,m,→)(t′). Hence:∑

s∈SN

D→m (s) · RProbR((s,m,→), {(u, p,>)})

=
∑
s∈SN

D→m (s) · (
∑
t∈SN

(∆(s,m,>)(t) · RProbR((t,m+ 1,>), {(u, p,>)})

+
∑
t∈SN

∆(s,m,→)(t) · RProbR((t,m+ 1,→), {(u, p,>)}))

• if p = m + 1 then for all t ∈ SN, RProbR((t,m + 1,>), {(u,m + 1,>)}) = 1 if
t = u and 0 otherwise. Moreover, as we previously shown, RProbR((t,m+ 1,→
), {(u,m+ 1,>)}) = 0. Therefore:∑

s∈SN

D→m (s) · RProbR((s,m,→), {(u, p,>)}) =
∑
s∈SN

D→m (s) ·∆(s,m,>)(u)

= D>p (u) by (15).

• if p > m+ 1 then for all t ∈ SN, RProbR((t,m+ 1,>), {(u, p,>)}) = 0. Hence:∑
s∈SN

D→m (s) · RProbR((s,m,→), {(u, p,>)})

=
∑
s∈SN

D→m (s) ·
∑
t∈SN

∆(s,m,→)(t) · RProbR((t,m+ 1,→), {(u, p,>)})

=
∑
t∈SN

(∑
s∈SN

D→m (s) ·∆(s,m,→)(t)

)
· RProbR((t,m+ 1,→), {(u, p,>)})

=
∑
t∈SN

D→m+1(t) · RProbR((t,m+ 1,→), {(u, p,>)})) by (14)

= D>p (u) by induction hypothesis

This concludes the proof of Equation 18. Combining (16), (17) and (18), we have
shown:

E ′(u, p,>) = D>p (u) ∀p ∈ N.

We conclude the proof by noticing that corr(E ′)(u) =
∑

p∈ND
>
p (u) = E(u).

Right-to-left direction. We suppose that D ==⇒Rr E. It means that there exists a resolution
R = (SR, corrR, transR) ∈ Rr(N) and D′, E ′ ∈ D≤1(SR) such that corrR(D′) = D, corrR(E ′) =
E, supp(E ′) ⊆ Sext(R) and for every u ∈ Sext(R), E ′(u) =

∑
s′∈SR D

′(s′) · RProbR(s′, {u}).
From there, we are going to build an infinite scheme, in the spirit of Definition 15. We
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define by induction on n two families of sub-distributions on SR, (D′→n )n∈N and (D′>n )n∈N,
as follows:

D′
→
0 = D′|Sint(R) D′

>
0 = D′|Sext(R)

D′
→
n+1 = transR(D′

→
n )|Sint(R) D′

>
n+1 = transR(D′

→
n )|Sext(R).

We denote for all n ∈ N, D′n = D′→n + D′>n . Hence, D′ = D′0. Using Lemma 25, we can
check that for all n ∈ N, corrR(D′→n )

τ−→r corrR(D′n+1). Then we define, for every n ∈ N,
α ∈ {→,>}, Dα

n = corrR(D′αn) ∈ D≤1(SN).
We now show that for all n ∈ N, for all j ≤ n, for all u ∈ Sext(R),∑

s′∈SR

D′j(s
′) · RProb≤n−jR (s′, {u}) =

∑
j≤k≤n

D′
>
k (u). (19)

We prove this property by induction on n− j:

• if n = j, then we can first see that
∑

s′∈SR D
′
j(s
′) ·RProb≤0

R (s′, {u}) = D′j(u). Since

u is an external state, and by definition of D′j, it holds that D′j(u) = D′>j (u), so the
result holds.

• case n− j > 0:∑
s′∈SR

Dj
′(s′) · RProb≤n−jR (s′, {u})

=
∑
s′∈SR

D′
→
j (s′) · RProb≤n−jR (s′, {u}) +

∑
s′∈SR

D′
>
j (s′) · RProb≤n−jR (s′, {u})

=
∑
s′∈SR

D′
→
j (s′) · RProb≤n−jR (s′, {u}) +D′

>
j (u) since s′ ∈ supp(D′

>
j )⇒ s′ ∈ Sext(R)

=
∑

s′∈SR,transR(s′)=(τ,Fs′ )

D′
→
j (s′) ·

∑
v′∈SR

Fs′(v
′) · RProb≤n−j−1

R (v′, {u}) +D′
>
j (u)

=
∑
v′∈SR

D′j+1(v′) · RProb
≤n−(j+1)
R (v′, {u}) +D′

>
j (u) since transR(D′

→
j ) = D′j+1

=
∑

j+1≤k≤n

D′
>
k (u) +D′

>
j (u) by induction hypothesis,

and that concludes the proof of (19).
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We are now able to end the proof, by seeing that for all w ∈ SN,

E(w) =
∑

u∈corrR−1(w)

E ′(u) since by hypothesis corrR(E ′) = E

=
∑

u∈corrR−1(w)

∑
s′∈SR

D′0(s′) · RProbR(s′, {u}) by hypothesis, and since D′ = D′0

= sup
n∈N

∑
u∈corrR−1(w)

∑
s′∈SR

D′0(s′) · RProb≤nR (s′, {u})

= sup
n∈N

∑
u∈corrR−1(w)

∑
0≤k≤n

D′
>
k (u) by (19) instantiated with j = 0

= sup
n∈N

∑
0≤k≤n

D>k (w) since corrR(D′
>
k ) = D>k

=
∑
k∈N

D>k (w),

which ends the proof.

D Observational equivalence with name restriction in

context

In the original applied pi calculus, observational equivalence is closed by application of
an adversarial context, i.e., if P ≈ Q then C[P ] ≈ C[Q] where C[ ] is a context of the
form new a1; . . . ; new an; ( | Adv) where Adv is a process. Intuitively, previously public
names a1, . . . , an in P and Q may becomes restricted, i.e. private, by the application of
the adversarial context.

In our definition of observational equivalence (Definition 18), we only require that the
adversarial process Adv is put in parellel of P and Q without allowing for additional name
restrictions. In our formalism, this corresponds to the third bullet point of Definition 18,
i.e.:

for all closed Adv ∈MP such that fn(Adv) ⊆ Npub, {Adv} ∪ P R {Adv} ∪ Q.

We show in this section that in fact adding these restrictions in the definition of obser-
vational equivalence does not add any power to the attacker by showing that the classical
definition and our definition coincide. Note that the original formalism of the applied pi
calculus is slightly different from ours as they do not separate names in public and private
names as we do. Furthermore, they do not have a rule that executes the name restriction
as our rule (New). Instead, they consider a structural equivalence ≡ that manages name
restrictions. For instance,

new a; 0 ≡ 0 new a; new b;P ≡ new b; new a;P
P | new a;Q ≡ new a; (P | Q) when a 6∈ fv(P ) ∪ fn(P )
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Similarly, by the fact that our calculus relies on multisets of processes, the rules (Null),
(Par) and (Repl) capture the following equations in the structural equivalence:

P ≡ P | 0 P1 | (P2 | P3) ≡ (P1 | P2) | P3 P | Q ≡ Q | P !P ≡ P | !P

Thus, as mentioned in [ABF17, Section 2.3], any process P in the original applied pi
calculus is structurally equivalent as a process of the form new a1; . . . ; new an; (P1 | . . . |
Pn) where name restrictions have been pushed to the top, which can be expressed by a
configuration ({a1, . . . , an}, {{P1, . . . , Pn}}). In our calculus, the distinction between private
and public names enforces that all names a1, . . . , an are in Npriv which allows us to only
keep the multiset {{P1, . . . , Pn}} (see Figure 2).

Therefore, applying an adversarial context with restriction is equivalent in our formal-
ism to applying a renaming from public names of our process to fresh privates names. This
leads to the following definition of the original observational equivalence:

Definition 36. The original observational preorder ≤Rori is the largest relation R on MP
such that P R Q implies :

• for all c ∈ Npub, RProbR(P , ↓c) ≤ RProbR(Q, ↓c);

• if P τ
==⇒r D then Q τ

==⇒r E and D R̂ E;

• for all closed Adv ∈ MP , for all renaming ρ, if fn(Adv) ⊆ Npub, dom(ρ) ⊆ Npub,
img(ρ) ⊆ Npriv and img(ρ)∩ names(P ,Q, Adv) = ∅ then {Advρ} ∪Pρ R {Advρ} ∪
Qρ.

The original observational equivalence ≈Rori is defined by additionally requesting R to be

symmetric and in the second bullet point, by requesting both D R̂ E and E R̂ D to hold.

Let us now show that the two notions coincide.

Lemma 27. ≤Rori = ≤Robs and ≈Rori = ≈Robs.

Proof. Trivially, we have that ≤Rori ⊆ ≤Robs and ≈Rori ⊆ ≈Robs since we can always take ρ
being the empty renaming.

Consider the relation R defined as P RQ iff there exists P ′,Q′ and a renaming such
that ρ such that P = P ′ρ, Q = Q′ρ, P ′ ≤Robs Q′, dom(ρ) ⊆ Npub, img(ρ) ⊆ Npriv and
img(ρ) ∩ names(P ′,Q′, Adv) = ∅.

Recall that
.
= is closed under substitution of names by terms. Therefore, for all u, v

such that img(ρ) ∩ names(u, v) = ∅, u
.
= v if and only if uρ

.
= vρ. Thus, Pρ →τ D

′

implies P →τ D where dom(D′) = dom(D)ρ and D′(xρ) = D(xρ). Furthermore, if
P →τ D then Pρ→τ Dρ where Dρ is the distribution such that dom(Dρ) = dom(D) and
Dρ(xρ) = D(xρ). Notice that for the rule (New), we consider w.l.o.g. that a′ is fresh
also with respect to the private names in ρ. In other words, we have that Pρ →τ Dρ iff
P →τ D.

This can be propagate to schedulers, i.e. (corr, R) ∈ Ro
r if and only if (corrρ,R) ∈ Ro

r .
Hence, we derive that
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• RProbRor (P , T ) = RProbRor (Pρ, T ρ)

• D
τ

==⇒Ror E if and only if Dρ
τ

==⇒Ror Eρ

We now show that R satisfies the three items in Definition 36:

• Let c ∈ Npub. If c ∈ dom(ρ) then c does neither occur in P ′ρ nor in Q′ρ. Hence,
RProbRor (P ′, ↓ c) = 0 = RProbRor (Q′, ↓ c). Otherwise, ↓ c =↓ cρ ∪ T where for
all P ′ ∈ T , fn(P ′) ∩ dom(ρ) 6= ∅. Since, P ′ρ and Q′ρ do not contain public
names from dom(ρ), they can never reach states from T . Hence, RProbRor (P ′ρ, ↓
c) = RProbRor (P ′ρ, ↓ cρ) = RProbRor (P ′, ↓ c). Since P ′ ≤Robs Q′, we deduce that
RProbRor (P ′, ↓c) ≤ RProbRor (Q′, ↓c) ≤ RProbRor (Q′ρ, ↓cρ) ≤ RProbRor (Q′, ↓c).

• If Pρ τ
==⇒Ror Dρ then P ′ τ

==⇒Ror D. By P ′ ≤Robs Q′, we have Q′ τ
==⇒Ror E and D ≤̂Robs E.

This implies that Dρ R̂ Eρ with Q′ρ τ
==⇒Ror Eρ.

• Let Adv ∈ MP and ρ′ be a renaming such that fn(Adv) ⊆ Npub, dom(ρ′) ⊆ Npub,
img(ρ′) ⊆ Npriv and img(ρ′)∩names(P ′ρ,Q′ρ) = ∅. Note that the domains of ρ and
ρ′ may not be disjoint. Similarly, the process Adv may contain public names from
dom(ρ).

Hence, let ρpub be a renaming such that dom(ρpub) = dom(ρ) ∩ (dom(ρ′) ∪ fn(Adv)),
img(ρpub) ⊆ Npub \ fn(P ′,Q′, Adv). Hence, we define ρ1 = ρρ−1

pubρ
′.

We have P ′ρ1 = (P ′ρ)ρ′ since img(ρpub) ⊆ Npub \ fn(P ′,Q′, Adv). Moreover, as
dom(ρpub) = dom(ρ) ∩ (dom(ρ′) ∪ fn(Adv)), we have that

(Advρpub)ρ = Advρpubρ|dom(ρ)\dom(ρpub) = Advρ|dom(ρ)\dom(ρpub)ρpub = Advρpub

Therefore, Advρpubρ1 = Advρpubρ
−1
pubρ

′ = Advρ′. This allows us to deduce that
{Advρ′}∪P ′ρ′ = ({Advρpub}∪P ′)ρ1. Similarly, we have {Advρ′}∪Q′ρ′ = ({Advρpub}∪
Q′)ρ1.

We know that P ′ ≤Robs Q′. Hence {Advρpub} ∪ P ′ ≤Robs {Advρpub} ∪ Q′ which al-
lows us to conclude that {Advρpubρ1} ∪ P ′ρ1R{Advρpubρ1} ∪Q′ρ1 and so {Advρ′} ∪
Pρ′R{Advρ′} ∪ Qρ′.

E τ-determinisation

Notation 12. We says that a NPLTS N is a new -determinization of N` when N =
(SN` ,AN` , trans) with the following constraints on its transition function trans:

• for a ∈ AN` \ {τ}, trans(s)(a) = transN`(s)(a), and trans(s)(τ) ⊆ transN`(s)(τ);

• for every D ∈ transN`(s)(τ) not obtained by a new reduction, D ∈ trans(s)(a);
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• for s = ({{new a.Q}} ∪ P , φ), there exists at least one E ∈ trans(s)(τ) with E of the
form δ({{Q{b/a}}}∪P,φ) with b ∈ Npriv fresh in s. We say that the new -determinisation
is strict when there is exactly one such E ∈ trans(s)(τ).

Observe that we can easily build a particular strict new -determinization by ordering the
private names, and choosing for each new -reduction the first available fresh private name.

Notation 13. We define an equivalence relation on SP`, that we call equivalence with
respect to private names substitution, and that we note ≡Npriv : (P , φ) ≡Npriv (Q, ψ) when
there exists private names a1, . . . , an, b1, . . . , bn with b1, . . . , bn fresh in (P , φ) such that

(Q, ψ) = (P{a1/b1} . . . {an/bn}, φ{a1/b1} . . . {an/bn}).

Lemma 28. Let N be a new -determinization of N`, and s, t ∈ SP` such that s ≡Npriv t.
Then s ≤N

sim t.

Observe that in particular N` is a (non strict) new -determinization of itself, thus
Lemma 28 also holds for N = N`.

Lemma 29. Let N be a new -determinization of N`. Let s ∈ SP`, and a ∈ AN` such that

s
a−→N` D. Then there exists E such that s

a−→N E, and D ̂(≡Npriv)E

Lemma 30. Let N be a new -determinization of N`. Let s ∈ SP`, and a ∈ AN` such that

s
a
=⇒

N`
D. Then there exists E, such that s

a
=⇒

N
E, and D ̂(≡Npriv)E.

Notation 14. Let N1 = (SN1 ,Aext t Aint, transN1) and N2 = (SN2 ,Aext t Aint, transN2) be
two NPLTSs, with the same set of actions. We define the disjoint union of N1 and N2 as
the NPLTS N1 u N2 := (SN1 t SN2 ,Aext t Aint, transN1uN2) where the transition function
transN1uN2 defined as:

transN1uN2(s) =

{
transN1(s) when s ∈ SN1

transN2(s) when s ∈ SN2 .

In the following, when considering N1uN2, where N1 and N2 have non disjoint states spaces,
we will write sN1 , sN2 to design the copies of s in SN1 and SN2 respectively. Similarly, if D
is a distribution over SN1 ∪SN2 , we will write DN1 and DN2 to mean the distributions over
SN1 t SN2 where all states s in the support of the distribution are taken in SN1 and SN2

respectively.

Lemma 31. Let N be a new -determinization of N`. Then the binary relation R ⊆
SN`uN ×SN`uN defined as R = {(sN` , tN) | s ≡Npriv t} ∪ {(sN, tN

`
) | s ≡Npriv t}, is a (strong)

bisimulation on the NPLTS N1 u N2.

Proof. First, we can easily check that it is an equivalence relation (reflexive, transitive and
symmetric).
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• Let (sN
`
, tN) such that s ≡Npriv t, and let be a such that sN

` a−→N`uN DN` . Then

by definition of the transition function transN`uN, it means that s
a−→N` D. Using

Lemma 29, we see that there exists E such that s
a−→N E, and D ̂(≡Npriv)E. Since we

know from Lemma 28 that ≡Npriv is a bisimulation on N, and since by hypothesis

s ≡Npriv t, we obtain the existence of a third distribution F such that t
a−→N F , and

E≡̂NprivF . Recall that by definition of N` u N, t
a−→N F implies that tN

a−→N`uN FN.
Moreover, since ≡Npriv is transitive, and since ·̂ preserves transitivity–from ??–, we
can conclude that D≡̂NprivF .

• Let (sN, tN
`
) such that s ≡Npriv t, and let be a such that sN

a−→N`uN DN. Then it is

also true that sN
` a−→N`uN D

N` . Since by Lemma 28 ≡Npriv is a bisimulation on N`, we

obtain directly a distribution F such that t
a−→N` F , and D≡̂NprivF , and we conclude

from there.

Corollary 3. Let N be a new -determinization of N`. Then ≤N
tr coincides with ≤N`

tr .

Proof. It is known–and easy to prove–that any pair (s, t) of bisimular states in a NPLTS N
have also the same supremum probability of doing a trace. Using that fact, and Lemma 31,
we see that for any state in N`, and for any w ∈ ((Aext)N`)?:

ProbRnr(N`)(s, w) = ProbRnr(N`uN)(s
N` , w) by definition of NPLTSs dijoint union

= ProbRnr(N`uN)(s
N, w) since sN

`

, sN are bisimilar by Lemma 31

= ProbRnr(N)(s, w),

and we can conclude from there.

Corollary 4. Let N be a new -determinization of N`. Then ≤N
sim coincides with ≤N`

sim.

Proof. • Let us first show that ≤N
sim is a simulation on N`: let s, t ∈ SP` such that

s≤N
simt. We suppose that for some a ∈ AN` , s

a−→N` D. From there, we can write that
sN

` a−→N`uN DN` . By Lemma 31, there exists E such that D≡̂NprivE, and sN
a−→N`uN

EN. From there, we are able to use the fact that s≤N
simt, to obtain a third distribution

F such that tN
a
=⇒

N`uN
FN, and E≤̂N

simF . Since a strong bisimulation is also a weak

bisimulation for any NPLTS–and Proposition 4–we can again use Lemma 31 to get
a distribution H such that F ≡̂NprivH and tN

` a
=⇒

N`uN
HN` . To recap, it means that

we have t
a
=⇒

N`
H, and D (≡̂Npriv ; ≤̂N

sim; ≡̂Npriv)H. By Lemma 28, ≡Npriv⊆≤N
sim, and

we can conclude by transitivity of ≤N
sim and Lemma ??.

• We show similarly that ≤N`

sim is a simulation on N.

As a consequence from Corollary 3 and ??, it is enough to consider N, a strict new -
determinization of N`.
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F Simulation and observational preorders coincide

This section is dedicated to the proof of Proposition 5.

F.1 Some preliminary results

Lemma 32. For all a ∈ N , for all ground terms t, if a 6∈ st(t) then a 6 .= t.

Proof. Recall that
.
= is closed under substitution of names by other terms. Let b ∈ N \

{a, st(t)} and σ = {b/a}. Thus, if a
.
= t then aσ

.
= tσ and b

.
= t which would imply a

.
= b

which contradicts our hypothesis.

Lemma 33. Let (P , φ) ∈ SP`. For all P τ−→ δP ′ by application of the rules (Par) or
(Nil), P ≈Rr

obs P ′ and (P , φ) ≈N`

bi (P ′, φ).

Proof. Trivial.

Lemma 34. Let P ,P ′ ∈ SP , φ, φ′ be two frames and ρ be a renaming of names.
If one of the two following properties holds

• img(ρ) ∩ names(P ,P ′, φ, φ′) = ∅ and dom(ρ) ∩ img(ρ) = ∅

• (fn(P ,P ′, φ, φ′) ∩Npriv) = dom(ρ) and img(ρ) ⊆ Npriv

then

• For all R ∈ {≤Rr
obs,≈

Rr
obs}, P R P ′ if and only if Pρ R P ′ρ

• For all R ∈ {≤N`

sim,≈N`

bi }, (P , φ) R (P ′, φ′) if and only if (P , φ)ρ R (P ′, φ′)ρ.

Proof. Direct by noticing that
.
= is closed by under substitution of names by other terms,

i.e. for all u, v such that img(ρ) ∩ names(u, v), u
.
= v if and only if uρ

.
= vρ.

Lemma 35. Let N = (SN,Aext t Aint, transN) be a NPLTS, D,E ∈ D≤1(SN) and R be

a relation over SN. If D has a finite support and D R̂ E then there exists a family of
sub-distributions {Ex}x∈supp(D) such that:

• for all y ∈ SN,
∑

x∈supp(D) Ex(y) ≤ E(y)

• for all x ∈ supp(D), D(x) · δx R̂ Ex and supp(Ex) = R({x})

Proof. For this proof, we rely on [LSA14, Lemma 3.9] that states the following: Assume
p1, . . . , pn ≤ 1 and a family {rI ≤ 1}I⊆{1,...,n}. If for all I ⊆ {1, . . . , n},

∑
i∈I pi ≤∑

J⊆{1,...,n}
J∩I 6=∅

rJ ≤ 1 then for all nonempty I ⊆ {1, . . . , n}, for all k ∈ I, there exists sk,I ≤ 1

such that:

• for all I ⊆ {1, . . . , n},
∑

k∈I sk,I ≤ 1
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• for all k ∈ {1, . . . , n}, pk ≤
∑

I⊆{1,...,n}
k∈I

sk,I · rI .

We know that D has finite support. Hence, we can consider supp(D) = {x1, . . . , xn}
and so we define for all i ∈ {1, . . . , n}, pi = D(xi). For all I ⊆ {1, . . . , n}, let us define the
sets XI = {xi}i∈I and SI such that:

SI = {y ∈ SN | ∀i ∈ {1, . . . , n}, xi R y ⇔ i ∈ I}

First, notice that SI ∩ SJ 6= ∅ implies I = J . Second, let us show that R(XI) =⋃
J⊆{1,...,n}
J∩I 6=∅

SJ . Let y ∈ R(XI). There exists i ∈ I such that xi R y. By taking the

largest set J ⊆ {1, . . . , n} such that for all j ∈ J , xj R y, we deduce that y ∈ SJ . Notice
that i ∈ J and so J ∩ I 6= ∅. On the other hand, for all J ⊆ {1, . . . , n}, for all y ∈ J , if
J ∩ I 6= ∅ then there exists i ∈ I such that xi R y an so y ∈ R(XI).

Thus, for all I ⊆ {1, . . . , n}, we define rI = E(SI). Recall that D R̂ E and SI ∩SJ 6= ∅
implies I = J . Therefore we obtain that for all I ⊆ {1, . . . , n},

∑
i∈I pi = D(XI) ≤

E(R(XI)) =
∑

J⊆{1,...,n}
J∩I 6=∅

E(SJ). Hence, for all nonempty I ⊆ {1, . . . , n}, for all k ∈ I,

there exists sk,I ≤ 1 such that:

• for all I ⊆ {1, . . . , n},
∑

k∈I sk,I ≤ 1

• for all k ∈ {1, . . . , n}, D(xk) ≤
∑

I⊆{1,...,n}
k∈I

sk,I · E(SI).

For all k ∈ {1, . . . , k}, we define the sub-distribution Exk =
∑

I⊆{1,...,n}
k∈I

sk,I ·
∑

y∈SI E(y) ·δy.
Let us show the two desired properties:

• Let y ∈ SN. Since SI ∩SJ 6= ∅ implies I = J , there is a most one I ⊆ {1, . . . , n} such
that y ∈ SI . Hence

∑n
k=1Exk(y) =

∑n
k=1,k∈I sk,I ·E(y) = E(y) ·

∑n
k=1,k∈I sk,I ≤ E(y).

• for all k ∈ {1, . . . , n}, D(xk) ≤
∑

I⊆{1,...,n}
k∈I

sk,I · E(SI). By taking X{k}, we already

showed that R({xk}) =
⋃
I⊆{1,...,n}
I∩{k}6=∅

SI . Hence Exk(R({xk}) =
∑

I⊆{1,...,n}
k∈I

Exk(SI).

Since Exk(SI) = sk,I · E(SI), we conclude that D(xk) · δxk R̂ Exk .

The following lemma is similar to the previous one but for equivalence relation.

Lemma 36. Let N = (SN,Aext t Aint, transN) be a NPLTS, D,E ∈ D≤1(SN) and R be

an equivalence relation over SN. If D R̂ E and E R̂ D then there exists a family of
sub-distributions {Ex}x∈supp(D) such that:

•
∑

x∈supp(D) Ex = E

• for all x ∈ supp(D), D(x) · δx R̂ Ex, Ex R̂ D(x) · δx and supp(Ex) = R({x})
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Proof. Since R is an equivalence relation, D R̂ E and E R̂ D imply that for all x ∈
supp(D), D(R({x})) = E(R({x})). Hence, we define Ex =

∑
y∈R(x)

E(y)·D(x)
E(R{x}) δy. For all

y ∈ SN, ∑
x∈supp(D)

Ex(y) =
∑

x∈supp(D)∩R({y})

E(y) ·D(x)

E(R({x}))
= E(y)

Moreover, for all x ∈ supp(D), Ex(R({x})) =
∑

y∈R({x})
E(y)·D(x)
E(R{x}) = D(x) which allows us

to conclude.

In the following, we say that D
τ−→r E has finite support if both D and E have finite

support. Similarly, D
τ

==⇒r E has finite support if all D→k
τ−→r D

→
k+1 +D>k+1 composing the

infinite scheme of D
τ

==⇒r E have also finite support. Note that it implies that D has finite
support but E may still have infinite support.

Lemma 37. Let N ∈ {N`,No}. Let D1, D2, E1, E2 ∈ D≤1(SN). Let R be a relation on SN.
We have the following properties:

1. D1 R̂ D2, E1 R̂ E2 and (D2 + E2) ∈ D≤1(SN) imply D1 + E1 R̂ D2 + E2.

2. ∀α, D1 R̂ D2 and α ·D2 ∈ D≤1(SN) imply α ·D1 R̂ α ·D2

3. if D1 + D2 R̂ E and D1, D2 have finite support (resp. D1 + D2 R̂ E, E R̂ D1 + D2

and R is an equivalence relation) then there exist E1, E2 such that E1 +E2 = E and

Di R̂ Ei (resp. Di R̂ Ei and Ei R̂ Di) for i = 1, 2

4. if D1 R̂ E1 and ∀x ∈ supp(D1), ∀y ∈ R(x), x → F1 implies δy
τ

==⇒r F2 and F1 R̂ F2

then

(a) D1
τ−→r D2 with finite support implies E1

τ
==⇒r E2 and D2 R̂ E2

(b) D1
τ

==⇒r D2 with finite support implies E1
τ

==⇒r E2 and D2 R̂ E2

5. if R is an equivalence relation, D1 R̂ E1, E1 R̂ D1 and ∀x ∈ supp(D1), ∀y ∈ R(x),

x→ F1 implies δy
τ

==⇒r F2, F1 R̂ F2 and F2 R̂ F1 then

(a) D1
τ−→r D2 implies E1

τ
==⇒r E2, D2 R̂ E2 and E2 R̂ D2

(b) D1
τ

==⇒r D2 and D2 ∈ D(SN) imply E1
τ

==⇒r E2, D2 R̂ E2 and E2 R̂ D2

Proof. Properties 1 and 2 are immediate, by definition of R̂.
For Property 3, let D = D1 + D2. If D has finite support, we can apply Lemma 35 to

obtain the family sub-distributions {Ex}x∈supp(D) such that

• for all y ∈ SN,
∑

x∈supp(D) Ex(y) ≤ E(y)

• for all x ∈ supp(D), D(x) · δx R̂ Ex and supp(Ex) = R({x})
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Let us define

E ′1 =
∑

x∈supp(D)

D1(x)

D(x)
· Ex and E ′2 =

∑
x∈supp(D)

D2(x)

D(x)
· Ex

We first prove that Di R̂ E ′i for i ∈ {1, 2}. We know that for all x ∈ supp(D), D(x) ·
δx R̂ Ex. Hence, Di(x) · δx R̂ Di(x)·Ex

D(x)
and so Di R̂ E ′i. Finally, since for all y ∈ SN,∑

x∈supp(D) Ex(y) ≤ E(y) and
∑

x∈supp(D) Ex = E ′1 +E ′2, there exists H such that E ′1 +E ′2 +
H = E, meaning that we can arbitrarily define E1 = E ′1 + H1 and E2 = E ′2 + H2 with
H1 +H2 = H in order to conclude.

If R is an equivalence relation, D1 + D2 R̂ E and E R̂ D1 + D2, then we can instead
apply Lemma 36. Hence, for i ∈ {1, 2}, for all x ∈ supp(D), Di(x) · δx R̂ Di(x)·Ex

D(x)
and

Di(x)·Ex
D(x)

R̂ Di(x) · δx. Defining E ′1 and E ′2 as above we obtain that Di R̂ E ′i and E ′i R̂ Di.

Moreover, by Lemma 36, for all y ∈ SN,
∑

x∈supp(D) Ex(y) = E(y) and so E ′1 + E ′2 = E
which allows us to conclude.

We now prove Property 4a. Assume that D1 has finite support, D1 R̂ E1 and ∀x ∈
supp(D1), ∀y ∈ R(x), x→ F1 implies δy

τ
==⇒r F2 and F1 R̂ F2.

Let us assume that D1
τ−→r D2 and D2 has finite support. Thus there exists a countable

set I and a multiset {xi}i∈I with for all i ∈ I, xi ∈ SN such that D1 =
∑

i∈I αi · δxi ,
D2 =

∑
i∈I αi ·Fi and for all i ∈ I, xi → Fi. Note that by hypothesis, xi → Fi implies that

Fi has finite support. Thus, D2 having finite support allows us to consider w.l.o.g that I
is finite.

By applying Lemma 35, D1 R̂ E1 implies that there exists {Ex}x∈D1 such that

• for all y ∈ SN,
∑

x∈supp(D1) Ex(y) ≤ E1(y)

• for all x ∈ supp(D1), D1(x) · δx R̂ Ex and supp(Ex) = R({x})

Let i ∈ I. Let y ∈ supp(Exi). As y ∈ R({xi}), by hypothesis, δy
τ

==⇒r F
′
i,y and Fi R̂

F ′i,y. Thus by properties 1 and 2,
∑

y∈supp(Exi )
Exi(y) · Fi R̂

∑
y∈supp(Exi )

Exi(y) · F ′i,y and

hence Fi R̂
∑

y∈supp(Exi )

Exi (y)

Exi (R({xi}) · F
′
i,y. Since E2 =

∑
i∈I αi · Fi, if we denote H2 =∑

i∈I
∑

y∈supp(Exi )

αi·Exi (y)

Exi (R({xi})) · F
′
i,y then D2 R̂ H2. Notice that:

H2 =
∑

x∈supp(D1)

∑
i∈I
x=xi

∑
y∈supp(Exi )

αi · Exi(y)

Exi(R({xi}))
· F ′i,y

=
∑

x∈supp(D1)

∑
i∈I
x=xi

∑
y∈supp(Exi )

αi · Exi(y)

Ex(R({x}))
· F ′i,y

=
∑

x∈supp(D1)

∑
i∈I
x=xi

αi
Ex(R({x}))

·
∑

y∈supp(Exi )

Exi(y) · F ′i,y
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Furthermore, we know that for all i ∈ I, for all y ∈ R({xi}), δy
τ

==⇒r F
′
i,y. Therefore,

Exi
τ

==⇒r

∑
y∈supp(Exi )

Exi(y) · F ′i,y, which implies that:∑
x∈supp(D1)

∑
i∈I
x=xi

αi
Ex(R({x}))

· Ex
τ

==⇒r H2

Note that the following holds:

∑
x∈supp(D1)

∑
i∈I
x=xi

αi
Ex(R({x})

· Ex =
∑

x∈supp(D1)

∑
i∈I
x=xi

αi

Ex(R({x}))
· Ex

=
∑

x∈supp(D1)

D1(x)

Ex(R({x}))
· Ex

Hence, if we denote H1 =
∑

x∈supp(D1)
D1(x)

Ex(R({x})) · Ex, we obtain H1
τ

==⇒r H2. Finally, we

know that for all x ∈ supp(D1), D1(x) ≤ Ex(R({x})) and for all y ∈ SN,
∑

x∈supp(D1) Ex(y) ≤
E1(y). Thus, there exists H ′1 such that E1 = H1 + H ′1. This allows us to deduce that

E1
τ

==⇒r H2 +H ′1 and D2 R̂ (H2 +H ′1). This completes the proof of property 4a.
The proof for property 5a follows very closely. Instead of using Lemma 35, we rely on

Lemma 36. Note in this case, D1(x) = Ex(R({x})) implying that H1 =
∑

x∈supp(D1) Ex =
E1. This allows us to conclude the proof of property 5a.

Let us now prove property 4b. Assume D1
τ

==⇒r D2 with internal finite support. By
definition, there exists the following infinite scheme:

D1 = D→0 +D>0

D→0
τ−→r D

→
1 +D>1

. . .

D→k
τ−→r D

→
k+1 +D>k+1

. . .

such that D2 =
∑

k∈ND
>
k and for all k ∈ N, D→k and D>k have finite support. We can

easily show by induction that for all k ∈ N,

• E1
τ

==⇒r E
→
k +

∑k
i=0E

>
i

• D→k R̂ E→k

•
∑k

i=0D
>
i R̂

∑k
i=0 E

>
i
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In the base case k = 0, we can apply Property 3 to deduce that there exists E→0 and E>0
such that E = E→0 + E>0 and for all α ∈ {→,>}, Dα

0 R̂ Eα
0 .

In the inductive step k > 0, we know that D→k−1
τ−→r D

→
k +D>k . By induction hypothesis,

we know that there exist E1
τ

==⇒r E
→
k−1 +

∑k−1
i=0 E

>
i such that E→k−1 R̂ E→k−1 and

∑k−1
i=0 D

>
i R̂∑k−1

i=0 E
>
i . By applying Property 4a, we obtain that E→k−1

τ
==⇒r E

′ such that D→k +D>k R̂ E ′.
By applying Property 3, we deduce that there exists E→k , E

′′ such that E ′ = E→k + E>k ,

D→k R̂ E→k and D>k R̂ E>k . Therefore,
∑k

i=0 D
>
i R̂

∑k
i=0E

>
i . Note that E→k−1

τ
==⇒r E

→
k +E>k

implies E→k−1 +
∑k−1

i=0 E
>
i

τ
==⇒r E

→
k +

∑k
i=0E

>
i . This concludes the inductive proof.

In the case where limk→∞E
→
k exists, we obtain that E1

τ
==⇒r limk→∞E

→
k +

∑
k∈NE

>
k

with
∑

k∈ND
>
i R̂

∑
k∈NE

>
k . Hence, we conclude by defining E2 = limk→∞E

→
k +

∑
k∈NE

>
k

and so D2 R̂ E2. In the case limk→∞E
→
k does not exist, the semantics in Figures 2 and 10

imply that there exists k! ∈ N and a set S such that for all k > k!, supp(E→k ) ∩ {{!P} ∪
P ∈ SP} = S (resp. {({!P}, φ) ∪ P ∈ SP} when N = N`). Note that if we define
ES
k =

∑
x∈S E

→
k (x) · δx then limk→∞E

S
k exists. Moreover, thanks to Remark 7, we have

that E→k
τ

==⇒r E
S
k . Thus, E1

τ
==⇒r E

S
k +

∑k
i=0E

>
i . We can therefore conclude by defining

E2 = limk→∞E
S
k +

∑
k∈NE

>
k .

Finally, the proof of property 5b follows the same reasoning as property 4b: We prove
by induction that for all k ∈ N,

• E1
τ

==⇒r E
→
k +

∑k
i=0E

>
i

• D→k R̂ E→k and E→k R̂ D→k

•
∑k

i=0E
>
i R̂

∑k
i=0D

>
i

The base case once again uses property 3 but the inductive step relies on property 5a
rather than property 4a. To conclude the final proof, we know that E2 ∈ D(SN). Thus,
limk→∞E

→
k = ∅. This allows us to conclude by defining E =

∑
k∈NE

>
k .

F.1.1 Properties on RProbRor (P , ↓c)

We defineRof
r = {(S, corr, trans) ∈ Ro

r | ∀s ∈ S, trans(s) = D implies D has finite support}.
Let us define P ≡ P ′ when there exists a renaming of names ρ such that fn(P)∩Npriv =

dom(ρ), img(ρ) ⊆ Npriv and Pρ = P ′. Note that P ≡ P ′ implies P ≈obs P ′ thanks to
Lemma 34. Given a distribution F , we denote F/≡ =

∑
x∈supp(F )/≡

∑
y≡x F (y) · δx. Given

two distributions F and F ′, we say that F ≡ F ′ when F/≡ = F ′/≡.

Lemma 38. For all F,H ∈ D≤1(No), F
τ−→r H with F having finite support implies that

F
τ−→r H

′ with H ≡ H ′ and H ′ having finite support.

Proof. F
τ−→r H implies that there exists F =

∑
i∈I αi · δxi and H =

∑
i∈I αi · Di with
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xi → Di.

F =
∑
i∈I

αi · δxi

=
∑

x∈supp(F )

∑
i∈I
x=xi

αi · δx

=
∑

x∈supp(F )

∑
D∈D(No)/≡
|x→D

(
∑
i∈I
|x=xi
∧D≡Di

αi) · δx

Notice that by Figure 2, given x the set {D ∈ D(No)/≡} is finite. Indeed we only consider
finite multisets of processes and the only rule that can generate an infinite number of
successor is the rule (New) but they are all equivalent under ≡. Thus, by defining H ′ =∑

x∈supp(F )/≡

∑
D∈D≤1(No)/≡

|x→D
(
∑

i∈I
|x=xi
∧D≡Di

αi) ·D, the result holds.

Lemma 39. Let R = (S, corr, trans) ∈ Ro
r (resp. Rof

r ) . For all n ∈ Npub, for all c ∈ Npub,
for all P ∈MP , for all s ∈ S, if corr(s) = P then there exists D ∈ D(SoN) such that:

• P τ
==⇒r D (resp. with finite support)

• RProb≤nR (s, corr−1(↓c)) ≤ D(↓c)

Proof. We prove this property by induction on n.

Base case n = 0: In such a case, RProb≤nR (s, corr−1(↓c)) = 1 if P ∈↓c and 0 otherwise.

Thus, we can define D = δP to directly obtain that P τ
==⇒r D and RProb≤nR (P , ↓c) ≤ D(↓

c).

Inductive step n > 0: If s ∈ corr−1(↓ c) or if trans(s) = ? then we can again define
D = δP to conclude. Let us now assume that s 6∈ corr−1(↓ c) and trans(s) = E. In such a
case,

RProb≤nR (s, corr−1(↓c)) =
∑

u∈supp(E)

E(u) · RProb≤n−1
R (u, corr−1(↓c))

By definition of a resolution, corr(E) ∈ conv(transNo(corr(s))) and so δP
τ−→r corr(E). Note

that when R ∈ Rof
r , we know that corr(E) has finite support.

By inductive hypothesis, we know that for all u ∈ supp(E), there exists Du ∈ D(SoN)
such that:

• corr(u)
τ

==⇒r Du (with finite support when R ∈ Rof
r )

• RProb≤n−1
R (corr(u), corr−1(↓c)) ≤ Du(↓c)
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Let us define D =
∑

u∈supp(E) E(u) ·Du. Furthermore,∑
Q∈↓c

D(Q) =
∑
Q∈↓c

∑
u∈supp(E)

E(u) ·Du(Q) =
∑

u∈supp(E)

E(u) ·
∑
Q∈↓c

Du(Q)

Thus, RProb≤nR (s, corr−1(↓ c)) ≤ D(↓ c). Note that since for all u ∈ supp(E), corr(u)
τ

==⇒r

Du, we conclude that δ(P)
τ

==⇒r D. Furthermore when R ∈ Rof
r , we know that corr(E) has

finite support and corr(u)
τ

==⇒r Du has finite support. Hence so does δ(P)
τ

==⇒r D.

Lemma 40. For all P ∈MP , for all c ∈ Npub,

• δP
τ

==⇒r E implies E(↓c) ≤ RProbRor (P , ↓c)

• δP
τ

==⇒r E with finite support implies E(↓c) ≤ RProbRof
r

(P , ↓c)

Proof. Thanks to Lemma 1, we know that δP
τ

==⇒r E implies that there exists R =
(S, corr, trans) ∈ Ro

r , and D′, E ′ ∈ D≤1(S) such that corr(D′) = δP , corr(E ′) = E,
supp(E ′) ⊆ Sext(R) and for all u ∈ Sext(R), E ′(u) =

∑
s′∈S D

′(s′) · RProbR(s′, {u}).
Therefore,

E(↓c) =
∑

u∈Sext(R)
|corr(u)∈↓c

E ′(u)

=
∑

u∈Sext(R)
|corr(u)∈↓c

∑
s′∈S

D′(s′) · RProbR(s′, {u})

=
∑
s′∈S

D′(s′) ·
∑

u∈Sext(R)
|corr(u)∈↓c

RProbR(s′, {u})

≤
∑
s′∈S

D′(s′) · RProbR(s′, corr−1(↓c))

≤ sup
s′∈S

corr(s′)=P

RProbR(s′, corr−1(↓c))

≤ RProbRor (P , ↓c)

Note that one can easily check from the proof of Lemma 1 that the results carries over to
δP

τ
==⇒r D with finite support, i.e. in that case, the resolution R is in Rof

r , and so the rest
of the proof follows.

Lemma 41. For all P ∈MP , for all c ∈ Npub,

RProbRor (P , ↓c) = sup{ D(↓c) | δP
τ

==⇒r D}
= sup{ D(↓c) | δP

τ
==⇒r D with finite support}

= RProbRof
r

(P , ↓c)
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Proof. Consider the set S = { D(↓ c) | δP
τ

==⇒r D}. By Lemma 39, we know that
RProbRor (P , ↓ c) ≤ supS and by Lemma 40, we have that supS ≤ RProbRor (P , ↓ c).
Similarly, if we denote Sf = { D(↓ c) | δP

τ
==⇒r D with finite support}, we have supSf =

RProbRof
r

(P , ↓c).
However, by Lemma 38, a simple induction on the infinite scheme building δP

τ
==⇒r D

allows us to deduce that there exists D′ such that δP
τ

==⇒r D
′ having finite support and

such that D ≡ D′. Since the equivalence ≡ only affects private names, we conclude that
D(↓c) = D′(↓c) and so S = Sf .

F.2 Restricted characterization of observational relations

Let us define the following equivalences:

Definition 37. The restricted observational preorders ≤r0obs,≤
r1
obs,≤

r2
obs are the largest rela-

tion R on MP such that P R Q implies :

• for all c ∈ Npub, RProbRr(P , ↓c) ≤ RProbRr(Q, ↓c);

• Case ≤r0obs: if P τ
==⇒r D then Q τ

==⇒r E and D R̂ E;

Case ≤r1obs: if P τ−→ D then Q τ
==⇒r E and D R̂ E;

Case ≤r2obs: if P τ
==⇒r D with finite support then Q τ

==⇒r E and D R̂ E;

• for all closed Adv ∈MP such that fn(Adv) ⊆ Npub, {Adv} ∪ P R {Adv} ∪ Q.

The restricted observational equivalences ≈r0obs, ≈
r1
obs and ≈r2obs are defined by additionally

requesting R to be symmetric respectively in the cases of≤r0obs, ≤
r1
obs and≤r2obs. The restricted

observational equivalence≈′r0obs, ≈
′r1
obs and≈′r2obs are defined respectively in the cases≤r0obs, ≤

r1
obs,

≤r2obs by additionally requesting that R to be symmetric and in the second bullet point, by

requesting D to be a distribution and both D R̂ E and E R̂ D to hold.

Lemma 42. ≤obs, ≤
r0
obs, ≤

r1
obs and ≤r2obs coincide. ≈r0obs, ≈

r1
obs, ≈

r2
obs, ≈

′r0
obs, ≈

′r1
obs and ≈′r2obs

coincide.

Proof. Let us start with the simple results: Notice that ≤r0obs is in fact the same definition

as ≤obs. In the definition of ≈r1obs, if P τ−→ D then Q τ
==⇒r E and D ≈̂r1obs E. However, D is

a distribution by Figure 2. Hence, D ≈̂r1obs E also implies that E is a distribution. Since

≈r1obs is symmetric, we deduce that E ≈̂r1obs D and so ≈r1obs and ≈′r1obs coincide.

We show that ≤r0obs coincide with ≤r2obs. We trivially have ≤r0obs implies ≤r2obs. Let us thus

focus on the other implication. Assume that P ≤r2obs Q. Take P τ
==⇒r D. By definition,
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there exists the following infinite scheme:

δP = D→0 +D>0

D→0
τ−→r D

→
1 +D>1

. . .

D→k
τ−→r D

→
k+1 +D>k+1

. . .

such that D =
∑

k∈ND
>
k .

Thanks to Lemma 38, a simple induction allows us to deduce that there exists P τ
==⇒r D

′

with finite support (D′ may have infinite support) such that D ≡ D′. By P ≤r2obs Q, we

deduce that there exists Q τ
==⇒r E such that D′ ≤̂r2obs E. But D ≡ D′ implies D ≤̂r2obs E

which allows us to conclude.
The same proof allows us to show that ≈r0obs and ≈r2obs coincide. A minor modification of

the proof also allows us to show that ≈′r0obs and ≈′r2obs. Indeed, only the last sentence would

change as we would obtain that there exists Q τ
==⇒r E such that D′ ≈̂′r2obs E and E ≈̂′r2obs D′.

But once again D ≡ D′ and E ≈̂′r2obs D′ also imply E ≈̂′r2obs D.

Let us now show that ≤r1obs and ≤r2obs coincide. We trivially have ≤r2obs implies ≤r1obs thus

let us focus on the other implication. Assume that P ≤r1obs Q. Hence δP ≤̂r1obs δQ. Let

P τ
==⇒r D with finite support. By Property 4b of Lemma 37, we have that there exists E

such that Q τ
==⇒r E such that D ≤̂r1obs E. Hence we conclude the proof. Note that the same

proof allows us to prove that ≈r1obs and ≈r2obs coincide.

The same proof where we apply Property 5b of Lemma 37 allows us to prove that ≈′r1obs
and ≈′r2obs coincide.

F.3 Observational preorder implies simulation

For this direction of the equivalence, we need to represent as a process the frame of an
extended process (P , φ). Intuitively, for all axi ∈ dom(φ), we will output on a public name
caxi the term axiφ. Formally, consider a frame φ = {ax1 → t1, . . . axn → tn} and a sequence
of public names Nch = [caxi ∈ Npub]ni=1, we define F(φ,Nch) = {{out(caxi , ti).0}}ni=1.

Given a frame φ and a sequence Nch, we define the following sets and functions:

• SP`(φ,Nch) = {(P , φ) ∈ SP` | fn(φ,P) ∩Nch = ∅ ∧ |φ| = |Nch|}.

• SP(φ,Nch) = {P ∪ F(φ,Nch) ∈ SP | fn(φ,P) ∩Nch = ∅ ∧ |φ| = |Nch|}

• πe→pφ,Nch : SP`(φ,Nch)→ SP(φ,Nch) such that πe→pφ,Nch((P , φ)) = P ∪ F(φ,Nch)

• πp→eφ,Nch : SP(φ,Nch)→ SP`(φ,Nch) such that πp→eφ,Nch(P ∪ F(φ,Nch)) = (P , φ)
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To prove that observational preorder and equivalence imply simulation and bisimulation
respectively, we define the relation Rop with op ∈ {≤,≈} on extended processes as follows:
For all (P , φ), (P ′, φ′) ∈ SP`, (P , φ) Rop (P ′, φ′) if and only if (P , φ) ∈ SP`(φ,Nch),
(P ′, φ′) ∈ SP`(φ′,Nch) and πe→pφ,Nch((P , φ)) opRr

obs π
e→p
φ′,Nch((P ′, φ′)) for some Nch.

Our definition of Rop parametrized by op will allow us to prove intermediate results
that will holds both for the proof of observational preorder implying simulation and the
proof of observational equivalence implying bisimulation.

Lemma 43. Let Nch be a sequence of public names and φ, φ′ two frames. Let D,E ∈
D≤1(

⋃
φ SP(φ,Nch)). For all op ∈ {≤,≈}, D ôpRr

obs E implies
∑

φ

∑
Q∈SP(φ,Nch) D(Q) ·

δπp→eφ,Nch
(Q) R̂op

∑
φ

∑
Q∈SP(φ,Nch) E(Q) · δπp→eφ,Nch

(Q).

Proof. Let S ⊆ SP`. Let [S] = {(P ′′, φ′′) ∈ SP` | (P , φ) ∈ S ∧ (P , φ) Rop (P ′′, φ′′)}. Let
S1 =

⋃
φ π

e→p
φ,Nch(SP`(φ,Nch) ∩ S) and [S1] = {Q′ ∈ SP | Q ∈ S1 ∧Q opRr

obs Q′}.

Since D ôpRr
obs E, we know that D(S1) ≤ E([S1]). By definition of S1 and since D is a

sub-distribution of ∪φSP(φ,Nch), we have D(S1) =
∑

φ

∑
(Q,φ)∈SP`(φ,Nch)∩S D(πe→pφ,Nch(Q)).

Moreover, we know by hypothesis that E ∈
⋃
φD≤1(SP(φ,Nch)). Hence, if we define

[S2] = {Q′ ∈ SP(φ,Nch) | Q ∈ S1 ∧ Q opRr
obs Q′ ∧ frame φ} then E([S1]) = E([S2]).

Therefore, by definition of Rop and [S2], we deduce that S3 = {πp→eφ,Nch(Q) | Q ∈ [S2]} ⊆
[S]. This allows us to deduce that

∑
φ

∑
Q∈SP(φ,Nch) D(Q) · δπp→eφ,Nch

(Q)(S1) = D(S1) ≤
E([S1]) ≤ E([S2]) =

∑
φ

∑
Q∈SP(φ,Nch) E(Q) · δπp→eφ,Nch

(Q)(S3) ≤
∑

φ

∑
Q∈SP(φ,Nch) E(Q) ·

δπp→eφ,Nch
(Q)([S]).

Corollary 5. Let Nch be a sequence of public names and φ, φ′ two frames. Let D ∈
D≤1(SP(φ,Nch)), E ∈ D≤1(SP(φ′,Nch)). For all op ∈ {≤,≈}, D ôpRr

obs E implies

πp→eφ,Nch(D) R̂op π
p→e
φ′,Nch(E).

F.3.1 τ transitions

Lemma 44. For all op ∈ {≤,≈}, for all (P , φ), (P ′, φ′) ∈ SP`, if (P , φ) Rop (P ′, φ′) and

(P , φ)
τ−→N` D then (P ′, φ′) τ

==⇒r,N` E and D R̂op E (and E R̂≈ D when op = ≈).

Proof. By Definition 10, D = (D′, φ) with P τ−→No D
′. Since (P , φ) Rop (P ′, φ′), we know

that (P , φ) ∈ SP`(φ,Nch), (P ′, φ′) ∈ SP`(φ′,Nch) and P ∪F(φ,Nch) opRr
obs P ′ ∪F(φ′,Nch)

for some Nch.
By Figure 2, we deduce that P ∪ F(φ,Nch)

τ−→No D1 =
∑
Q∈supp(D′) D

′(Q) · δQ∪F(φ,Nch)

and so P ∪F(φ,Nch)
τ

==⇒r,No D1. By Definition 18, P ′ ∪F(φ′,Nch)
τ

==⇒r,No E1 for some E1

such that D1 ôp
Rr
obs E1 (and E1 R̂≈ D1 when op = ≈).

Let us analyse the support of E1. For all Q∪F(φ′,Nch)
τ−→No F with Nch∩ fn(Q) = ∅,

the only transition from Figure 2 that may reduce an output from F(φ′,Nch) is the rule
(Comm). However that would imply that Q = {{in(u, x).Q}}∪Q′ with caxi

.
= u for some i ∈
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{1, . . . , |φ′|}. But, we know that caxi 6∈ st(u) and so by Lemma 32, caxi 6
.
= u, hence a contra-

diction. This allows us to deduce that supp(F ) ⊆ SP(φ′,Nch) and (Q, φ′) τ−→N` π
p→e
φ′,Nch(F ).

Lemma 24 and a simple induction on the infinite scheme defining P ′∪F(φ′,Nch)
τ

==⇒r,No E1

allow us to conclude that supp(E1) ⊆ SP(φ′,Nch) and (P ′, φ′) τ
==⇒r,N` π

p→e
φ′,Nch(E1). Since

πp→eφ,Nch(D1) = D, we conclude by Lemma 43.

F.3.2 Static equivalence transitions

Lemma 45. For all op ∈ {≤,≈}, for all (P , φ), (P ′, φ′) ∈ SP`, if (P , φ) Rop (P ′, φ′) and

(P , φ)
a−→N` D with a ∈ {ξ .

= ζ, ξ 6 .=, ax ∈, ax 6∈} then (P ′, φ′) a
==⇒r,N` E and D R̂op E (and

E R̂≈ D when op = ≈).

Proof. By definition of Rop, we know that (P , φ) Rop (P ′, φ′) implies (P , φ) ∈ SP`(φ,Nch),
(P ′, φ′) ∈ SP`(φ′,Nch) and πe→pφ,Nch((P , φ)) opRr

obs π
e→p
φ′,Nch((P ′, φ′)) for some Nch. Hence,

|φ| = |φ′|. Hence, for all a ∈ {ax ∈, ax 6∈}, (P , φ)
a−→N` δ(P,φ) implies (P ′, φ′) a−→N` δ(P ′,φ′)

which implies (P ′, φ′) a
==⇒r,N` δ(P ′,φ′). Since (P , φ) Rop (P ′, φ′), we directly have that

δ(P,φ) R̂op δ(P ′,φ′). When op = ≈, R≈ is symmetric hence (P ′, φ′) R≈ (P , φ) also implying

δ(P ′,φ′) R̂≈ δ(P,φ). Thus the result holds.
Let us now focus on the case where a = ξ o ζ with o ∈ { .=, 6 .=}. Let n = |φ| and assume

that Nch = [caxi ]
n
i=1. We consider a public name ok such that ok 6∈ fn(P ,P ′, φ, φ′), some

variables x1, . . . , xn and the renaming ρ = {xi/axi}ni=1. We build the following processes
Test

.
= and Test6

.
=.

Test
.
= := in(cax1 , x1). . . . in(caxn , xn).T est

.
=
if

Test
.
=
if := if ξρ = ζρ then out(ok, ok).0 else 0

Test6
.
= := in(cax1 , x1). . . . in(caxn , xn).T est6

.
=
if

Test6
.
=
if := if ξρ = ζρ then 0 else out(ok, ok).0

Since ξ, ζ are recipes we know that fn(ξ, ζ) ⊆ Npub and so fn(Test
.
=, T est6

.
=) ⊆ Npub.

Hence, by Definition 18, for all o ∈ { .=, 6 .=}, {{Testo}} ∪ πe→pφ,Nch((P , φ)) opRr
obs {{Testo}} ∪

πe→pφ′,Nch((P ′, φ′)).
Let us denote PT = {{Testo}} ∪ πe→pφ,Nch((P , φ)) and P ′T = {{Testo}} ∪ πe→pφ′,Nch((P ′, φ′)).

Notice that (P , φ)
a−→N` δ(P,φ) implies that ξφ o ζφ. Furthermore, πe→pφ,Nch((P , φ)) = P ∪

{{out(caxi , axiφ).0}}ni=1. Hence, by successively applying the rule (Comm) on cax1 , . . . , caxn ,
we deduce that PT

τ
==⇒r,No δP∪{{Testoifσ}} with σ = ρ−1φ. Since ξφ o ζφ implies (ξρ)ρ−1φ o

(ζρ)ρ−1φ, we can apply the rule (Then) when o is
.
= and (Else) otherwise to obtain that

PT
τ

==⇒r,No δP∪{{out(ok,ok).0}}. Thus, RProbRr(PT , ↓ok) = 1.
Since PT opRr

obs P ′T , we deduce that RProbRr(P ′T , ↓ ok) = 1. Hence, there exists
a resolution R = (SR, corrR, transR) ∈ Rr and s ∈ SR such that corrR(s) = P ′T and
RProbR(s, corr−1

R (↓ok)) > 0, meaning that there exists p ∈ N such that RProb≤pR (s, corr−1
R (↓

ok)) > 0.
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Let us define A = {Q ∪ {out(caxi , axiφ′).0}ni=j ∪ {{in(caxj , xj). . . . in(caxn , xn).T estoifσj}} |
j = 1 . . . n + 1, (Q, φ′) ∈ SP`(φ′,Nch)} where σj = {axiφ′/xi}

j−1
i=1 . We first notice that

P ′T ∈ A. Moreover, thanks to the fact that (Q, φ′) ∈ SP`(φ′,Nch)} implies caxi 6∈ fn(Q)
and thanks to Lemma 32, we can show that for all Q′ ∈ A, Q′ τ−→No F implies supp(F ) ⊆
A ∪ ↓ok.

This allows us to prove by induction on p ∈ N that for all s ∈ SR, RProb≤pR (s, corr−1
R (↓

ok)) > 0 and corrR(s) ∈ A imply there exist s1, s2 ∈ SR such that corrR(s1) = Q′ ∪
{{Testoifσn}} ∈ A, corrR(s2) = Q′ ∪ {{out(ok, ok).0}} and s2 ∈ supp(transR(s1)). For s2 to be

in supp(transR(s1)), it implies that Q′∪{{out(ok, ok).0}} τ−→No δQ′∪{{out(ok,ok).0}} by application
of the rule (Then) when o is

.
= and the rule (Else) otherwise. Thus, ξρσn o ζρσn holds

and so ξφ′ o ζφ′ holds.
We can therefore conclude that (P ′, φ′) a−→N` δ(P ′,φ′) and once again noticing that

(P , φ) Rop (P ′, φ′) implies δ(P,φ) R̂op δ(P ′,φ′); and that when op = ≈, R≈ is symmetric

hence (P ′, φ′) R≈ (P , φ) also implying δ(P ′,φ′) R̂≈ δ(P,φ).

F.3.3 Input and output transitions

For input and output transitions, we will need to consider predicates on the relation →
of a NPLTS. Given a predicate π, we will write π(x → D) when π holds on x → D.
Given a logic formula φ with predicates as atoms, we denote by (x→ D) |= φ the natural
satisfiability of φ by x→ D. Given D

τ−→r E with D =
∑

i∈I αi · δxi , E =
∑

i∈I αi ·Di and

xi → Di, we will write (D
τ−→r E) |= φ when for all i ∈ I, π(xi → Di) |= φ. Finally, given

D
τ

==⇒r E with the infinite scheme D = D→0 +D>0 and D→k
τ−→r D

→
k+1 +D>k+1 for k ∈ N, we

write (D
τ

==⇒r E) |= φ when for all k ∈ N, (D→k
τ−→r D

→
k+1 +D>k+1) |= φ.

For some of our proof, we will consider a measure function on states of our NPLTS
associated with a total order. Formally, a measure for a NPLTS N = (SN,AexttAint, transN)
is a function m : SN 7→ I for some set I associated with a total order <m on I that
includes a minimal element for <m. Given a sub-distribution D ∈ D≤1(SN), we denote
m(D) = max{m(x) | x ∈ supp(D)}.

Lemma 46. Let N = (SN,AexttAint, transN) be a NPLTS with Aint = {τ}. Let π1, . . . , πn
be predicates on →. For all (

∑mA
i=1 Ai

τ−→r

∑mB
i=1 Bi) |= π1 ∨ . . . ∨ πn, there exist {Apk | p =

1 . . . n, k = 1 . . .mA} and {Bp
k,i | p = 1 . . . n, k = 1 . . .mA, i = 1 . . .mB} such that:

• for all p ∈ {1, . . . , n}, for all k ∈ {1, . . . ,mA}, (Apk
τ−→r

∑mB
i=1 B

p
k,i) |= πp

• for all k ∈ {1, . . . ,mA}, Ak =
∑n

p=1 A
p
k

• for all i ∈ {1, . . . ,mB}, Bi =
∑n

p=1

∑mA
k=1B

p
k,i

Proof. By definition of (
∑mA

i=1Ai
τ−→r

∑mB
i=1 Bi) |= π1 ∨ . . . ∨ πn, we know there exists a

countable set I and a multiset {xi}i∈I with for all i ∈ I, xi ∈ SN such that
∑mA

i=1Ai =∑
i∈I αi · δxi ,

∑mB
i=1 Bi =

∑
i∈I αi ·Di and for all i ∈ I, xi → Di with πp(xi → Di) for some

p ∈ {1, . . . , n}.
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With partition I into I1 ∪ . . . ∪ In such that for all p ∈ {1, . . . , n}, for all i ∈ Ip,
πp(xi → Di). We define for all k ∈ {1 . . .mA}, p ∈ {1 . . . n}, the sub-distribution Apk =∑

i∈Ip
αi·Ak(xi)∑mA
j=1 Ak(xi)

· δxi . Hence, (Apk
τ−→r

∑
i∈Ip

αi·Ak(xi)∑mA
j=1 Aj(xi)

· Di) |= πp. Therefore, for all

` ∈ {1, . . . ,mB}, we define Bp
k,` such that for all x ∈ supp(B`), B

p
k,`(x) = B`(x)∑mB

j=1 Bj(x)
·∑

i∈Ip
αi·Ak(xi)∑mA
j=1 Aj(xi)

·Di(x). We directly have
∑mB

`=1 B
p
k,` =

∑
i∈Ip

αi·Ak(xi)∑mA
j=1 Aj(xi)

·Di and so (Apk
τ−→r∑mB

`=1B
p
k,`) |= πp.

Let us show that for all k ∈ {1, . . . ,mA}, Ak =
∑n

p=1A
p
k. Let k ∈ {1, . . . ,mA}

and x ∈ SN. We have
∑n

p=1 A
p
k(x) =

∑n
p=1A

p
k(x) =

∑n
p=1

∑
i∈Ip

αi·Ak(xi)∑mA
j=1 Aj(xi)

· δxi(x) =∑n
p=1

∑
i∈Ip

αi·Ak(x)∑mA
j=1 Aj(x)

· δxi(x) = ·Ak(x)∑mA
j=1 Aj(x)

∑n
p=1

∑
i∈Ip αi · δxi(x) = ·Ak(x)∑mA

j=1 Aj(x)
·
∑mA

i=1Ai(x) =

Ak(x).
Finally, let us show that for all ` ∈ {1, . . . ,mB}, B` =

∑n
p=1

∑mA
k=1B

p
k,`. By definition,

for all x ∈ SN,

n∑
p=1

mA∑
k=1

Bp
k,i(x) =

n∑
p=1

mA∑
k=1

∑
i∈Ip

αi · Ak(xi)∑mA
j=1 Aj(xi)

·Di(x)

=
B`(x)∑mB
j=1Bj(x)

·
n∑
p=1

mA∑
k=1

∑
i∈Ip

αi · Ak(xi)∑mA
j=1 Aj(xi)

·Di(x)

=
B`(x)∑mB
j=1Bj(x)

·
n∑
p=1

∑
i∈Ip

αi ·
∑mA

k=1Ak(xi)∑mA
j=1 Aj(xi)

·Di(x)

=
B`(x)∑mB
j=1Bj(x)

·
n∑
p=1

∑
i∈I

αi ·Di(x)

=
B`(x)∑mB
j=1Bj(x)

·
mB∑
i=1

Bi(x)

= B`(x)

Lemma 47. Let N = (SN,Aext tAint, transN) be a NPLTS with Aint = {τ}. Let π→c , π→s ,
πall be three predicates on →. Let πS be a predicate on SN such that for all x ∈ SN, for
all D ∈ D≤1(SN),

• if πS(x) then π→c (x→ D) or π→s (x→ D)

• if π→c (x→ D) then πS(D)

For all D,E ∈ D≤1(SN), if D
τ

==⇒r E with the following infinite scheme

D = D→0 +D>0 ∀k ∈ N. D→k −→r D
→
k+1 +D>k+1

and πS(D→0 ) then there exists A,A>, B,B>, C ∈ D≤1(SN) such that

(D
τ

==⇒r A+ A>) |= π→c (A
τ−→r B +B>) |= π→s B

τ
==⇒r C E = C +B> + A>
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Moreover, if we assume the existence of measure function m on N such that for all x ∈
SN, for all D′ ∈ D≤1(SN), π→s (x→ D′) implies m(x) >m m(D′) and if m(A) ≤m m(B+B>)
then (D

τ
==⇒r E) |= π→c .

Finally, if (D
τ

==⇒r E) |= πall then (D
τ

==⇒r A+A>) |= πall, (A
τ

==⇒r B+B>) |= πall and
(B

τ
==⇒r C) |= πall.

Proof. Consider the following property P (n) defined as: there exist ((Save→i,k)
n−i
k=0)n−1

i=0 ,

((Save>i,k)
n−i
k=0)n−1

i=0 , k ∈ {0, . . . , n− i}, (F
→
k )nk=0, (F>k )nk=0, and (F→k )n−1

k=0 such that

1. for all k ∈ {0, . . . , n}, πS(F
→
k )

2. for all k ∈ {0, . . . , n}, D→k = F
→
k +

∑k−1
i=0 Save

→
i,k−i

3. for all k ∈ {0, . . . , n}, D>k = F>k +
∑k−1

i=0 Save
>
i,k−i

4. for all i ∈ {0, . . . , n−1}, for all k ∈ {0, . . . , n−i−1}, Save→i,k →r Save
→
i,k+1+Save>i,k+1

5. for all i ∈ {0, . . . , n− 1}, (Save→i,0 −→r Save
→
i,1 + Save>i,1) |= π→s

6. for all k ∈ {0, . . . , n− 1}, (F→k
τ−→r F

→
k+1 + F>k+1) |= π→c

7. for all k ∈ {0, . . . , n− 1}, F→k = F→k + Save→k,0

We show that for all n ∈ N, P (n) holds by induction on n.

Base case n = 0: By choosing F
→
0 = D→0 and F>0 = D>0 , the result directly holds since by

hypothesis πS(D→0 ) holds.

Inductive step n > 0: We have that by hypothesis that D→n −→r D
→
n+1 +D>n+1. Furthermore

by inductive hypothesis, D→n = F
→
n +

∑n−1
i=0 Save

→
i,n−i.

By Lemma 46, we know that there exist some sub-distributions Save→i,n−i+1 and Save>i,n−i+1

for all i ∈ {0, . . . , n− 1} and H→ and H> such that:

• F
→
n −→r H

→ +H>

• for all i ∈ {0, . . . , n− 1}, Save→i,n−i −→r Save
→
i,n−i+1 + Save>i,n−i+1

• for all α ∈ {→,>}, Dα
n+1 = Hα +

∑n−1
i=0 Save

α
i,n−i+1

By hypothesis, πS(F
→
n ) hence (F

→
n −→r H

→ +H>) |= π→c ∨ π→s . By Lemma 46, we deduce
that there exists F

c

n, F
s

n, Hc,→, Hs,→, Hc,>, Hs,> such that:

• F
→
n = F

c

n + F
s

n

• for all a ∈ {s, c}, (F
a

n −→r H
a,→ +Ha,>) |= π→a

• for all α ∈ {→,>}, Hα = Hc,α +Hs,α
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We define the sub-distributions F→n = F
c

n, F
→
n+1 = Hc,→, F>n+1 = Hc,>, Save→n,0 = F

s

n,
Save>n,0 = ∅, Save→n,1 = Hs,→ and Save>n,1 = Hs,>.

We prove the different properties of P (n + 1) by applying the inductive hypothesis
on P (n) and the following reasoning: Since (F

c

n −→r H
c,→ + Hc,>) |= π→c , we know from

our hypotheses on π→c and πS that πS(F
→
n+1) holds, hence property 1 holds. Moreover,

D→n+1 = H→+
∑n−1

i=0 Save
→
i,n−i+1 and soD→n+1 = F

→
n+1+Save→n,1+

∑n−1
i=0 Save

→
i,n−i+1 = F

→
n+1+∑n

i=0 Save
→
i,(n+1)−i, hence hence property 2 holds. Similarly, D>n+1 = H>+

∑n−1
i=0 Save

>
i,n−i+1

and so D>n+1 = F>n+1 + Save>n,1 +
∑n−1

i=0 Save
>
i,n−i+1 = F>n+1 +

∑n
i=0 Save

>
i,(n+1)−i, hence

hence property 3 holds. Notice that we showed (F
s

n −→r H
s,→ + Hs,>) |= π→s . Thus,

(Save→n,0 −→r Save
→
n,1 + Save>n,1) |= π→s and so property 5 holds. We already proved that

for all i ∈ {0, . . . , n − 1}, Save→i,n−i −→r Save
→
i,n−i+1 + Save>i,n−i+1. Since (Save→n,0 −→r

Save→n,1 + Save>n,1) |= π→s , we directly deduce that for all i ∈ {0, . . . , n}, Save→i,n−i −→r

Save→i,(n+1)−i + Save>i,(n+1)−i and so property 4 holds. Similarly, we proved that (F
c

n −→r

Hc,→ + Hc,>) |= π→c meaning that (F→n −→r F
→
n+1 + F>n+1) |= π→c , thus property 6 holds.

Finally, we know that F
→
n = F

c

n+F
s

n implying F
→
n = F→n +Save→n,0. Therefore, property 7

holds. This conclude the proof of P (n) for all n ∈ N.

To complete the main proof, notice that F→0 + Save→0,0 = D→0 , F>0 = D>0 and for all

k ∈ N, F→k
τ−→r F

→
k+1 + (Save→k+1,0 + F>k+1) imply that D ==⇒r

∑
k∈N Save

→
k,0 + F>k . Notice

that for all k ∈ N, we already proved that (F→k
τ−→r F

→
k+1 + (Save→k+1,0 + F>k+1)) |= π→c . By

denoting A =
∑

k∈N Save
→
k,0 and A> =

∑
k∈N F

>
k , we deduce that (D ==⇒r A+ A>) |= π→c .

Now notice that for all i ∈ N, we know from the property 5 of ∀n ∈ N.P (n) that
(Save→i,0 −→r Save

→
i,1+Save>i,1) |= π→s . Thus (

∑
i∈N Save

→
i,0 −→r

∑
i∈N Save

→
i,1+Save>i,1) |= π→s .

By denoting B =
∑

i∈N Save
→
i,1 and B> =

∑
i∈N Save

>
i,1, we deduce that (A −→r B+B>) |=

π→s .
Finally let us build B→0 =

∑
i∈N Save

→
i,1 and B>0 = ∅. We know from the property

∀n ∈ N.P (n) that for all i ∈ N, for all k > 0, Save→i,k →r Save
→
i,k+1 + Save>i,k+1. Hence for

all k > 0,
∑

i∈N Save
→
i,k →r

∑
i∈N Save

→
i,k+1 +

∑
i∈N Save

>
i,k+1. Hence, if we define for all

k > 0, for all α ∈ {→,>}, Bα
k =

∑
i∈N Save

α
i,k+1, we deduce that for all k ∈ N, B→k −→r

B→k+1 + B>k+1. Therefore, by denoting C =
∑

k>0

∑
i∈N Save

>
i,k+1, we obtain B ==⇒r C. It

remains to prove that E = A> + B> + C: A> + B> + C =
∑

k∈N F
>
k +

∑
i∈N Save

>
i,1 +∑

k>0

∑
i∈N Save

>
i,k+1 =

∑
i∈N F

>
i +

∑
k∈N
∑

i∈N Save
>
i,k+1 =

∑
k∈ND

>
k = E (see property 3

of the property P ) . This allows us to conclude that E = A> +B> + C.

Let us now assume that m(A) ≤m m(B +B>). We proved that (A
τ−→r B +B>) |= π→s .

Thus, m(A) >m m(B + B>) and so A = B = B> = ∅. Since B
τ

==⇒r C, we deduce
that C = ∅. With E = C + B> + A> and (D

τ
==⇒r A + A>) |= π→c , we conclude that

(D
τ

==⇒r E) |= π→c .

Lemma 48. Let N = (SN,Aext tAint, transN) be a NPLTS with Aint = {τ}. Let π1, π2 be
two predicates on → and πS1 , π

S
2 be two predicates on SN such that for all x ∈ SN, for all

D ∈ D≤1(SN)
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• πS1 (x) ∧ πS2 (x) does not hold;

• for all i ∈ {1, 2}, πSi (x) iff πi(x→ D)

• for all i ∈ {1, 2},πi(x→ D) implies πSi (D).

For all A1, A2, B ∈ D≤1(SN), if

A1 + A2
τ

==⇒r B πS1 (A1) πS2 (A2)

then there exist B1, B2 ∈ D≤1(SN) such that B = B1 + B2 and for all i ∈ {1, 2}, πS(Bi)
and (Ai

τ
==⇒r Bi) |= πi

Proof. By definition of A1 +A2
τ

==⇒r B, we know there exists an infinite scheme A1 +A2 =
C→0 + C>0 and for all k ∈ N, C→k

τ−→r C
→
k+1 + C>k+1 and B =

∑
k∈NC

>
k .

Let us consider the property P (n) defined as: there exist {Cα
k,i | α ∈ {→,>}, i ∈

{1, 2}, k ∈ {0, . . . , n}} such that

1. for all α ∈ {→,>}, for all k ∈ {0, . . . , n}, Cα
k,1 + Cα

k,2 = Cα
k

2. for all α ∈ {→,>}, for all k ∈ {0, . . . , n}, for all i ∈ {1, 2}, πSi (Cα
k,i) holds.

3. for all k ∈ {0, . . . , n− 1}, for all i ∈ {1, 2}, (C→k,i
τ−→r C

→
k+1,i + C>k+1,i) |= πi.

We prove P (n) for all n ∈ N by induction on n.

Base case n = 0: Since for all x ∈ SN, πS1 (x) ∧ πS2 (x) and πi(Ai) for i = 1, 2, we deduce
that there exists C→0,1, C

→
0,2, C

>
0,1, C

>
0,2 such that for all α ∈ {→,>}, Cα

0,1 + Cα
0,2 = Cα

0 , and
πSi (Cα

0,i) for i = 1, 2.

Inductive step n > 0: By our inductive hypothesis, we know that C→n = C→n,1 + C→n,2 with

πS1 (C→n,1) and πS2 (C→n,2). Furthermore, C→k
τ−→r C

→
k+1 + C>k+1.

By hypothesis on π1 and π2 and the fact that both πS1 (C→n,1) and πS2 (C→n,2) hold, we

deduce that (C→n
τ−→r C

→
n+1 + C>n+1) |= π1 ∨ π2. By Lemma 46, we deduce that there exists

{C→,pn,k | p = 1, 2 ∧ k = 1, 2} and {Cα,p
n+1,k | α ∈ {→,>}, k ∈ {1, 2}, p ∈ {1, 2}} such that:

• for all p = 1, 2, for all k = 1, 2, (C→,pn,k

τ−→r C
→,p
n+1,k + C>,pn+1,k) |= πp

• for all k = 1, 2, C→n,k = C→,1n,k + C→,2n,k

• for all α ∈ {→,>}, Cα
n+1 =

∑2
p=1

∑2
k=1C

α,p
n+1,k

By hypothesis on π1 and π2, for all p = 1, 2, for all k = 1, 2, (C→,pn,k

τ−→r C
→,p
n+1,k+C>,pn+1,k) |= πp

implies πSp (C→,pn,k ) holds. However, πS1 (C→n,1) implies that for all x ∈ supp(C→n,1), ¬πS2 (x).

Hence ¬πS2 (C→,2n,1 ) and so C→,2n,1 = ∅. Similarly, we deduce that C→,1n,2 = ∅. Both of them

imply that C→,1n+1,2 = C>,1n+1,2 = C→,2n+1,1 = C>,2n+1,1 = ∅. To summarize, we have that for all
p ∈ {1, 2},
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• (C→,pn,p
τ−→r C

→,p
n+1,p + C>,pn+1,p) |= πp

• C→n,p = C→,pn,p

• for all α ∈ {⊥,→}, Cα
n+1 = Cα,1

n+1,1 + Cα,2
n+1,2.

We conclude by defining Cα
n+1,i = Cα,i

n+1,i for i ∈ {1, 2} and α ∈ {→,>}.

Since P (n) holds for all n ∈ N, we directly obtain that for all i ∈ {1, 2}, (C→0,i+C
>
0,i

τ
==⇒r∑

k∈NC>k,i) |= πi with πSi (
∑

k∈NC>k,i). With B =
∑

k∈NC
>
k =

∑
k∈NC

>
k,1 +

∑
k∈NC

>
k,2,

we conclude by taking Bi =
∑

k∈NC
>
k,i for i = 1, 2.

Lemma 49. Let N = (SN,Aext t Aint, transN) and N′ = (SN′ ,A′ext t A′int, transN′) be two
NPLTS with Aint = A′int = {τ}. Let f : SN → SN′ . Let πall and πc two predicates on →N.
Let πS be a predicate.

If for all A,B ∈ D≤1(SN), for all D ∈ D(SN), for all x ∈ SN,

• if π→c (x→N D) then πS(D)

• (A
τ−→r,N B) |= ¬πc ∧ πall implies f(A) = f(B) and either A = ∅ or m(A) > m(B)

• (A
τ−→r,N B) |= πc ∧ πall implies f(A)

τ−→r,N′ f(B) and m(A) = m(B)

then for all (D
τ

==⇒r,N E) |= πall, we have f(D)
τ

==⇒r,N′ f(E)

Proof. Consider three sub-distributions A,A>1 , A
>
2 such that (D

τ
==⇒r,N A + A>1 ) |= πall,

E = A>1 + A>2 , (A
τ

==⇒r,N A
>
2 ) |= πall and f(D)

τ
==⇒r,N′ f(A + A>1 ). Such sub-distributions

exist since we can take A = D, A>1 = ∅ and A>2 = E. Let us take A,A>1 , A
>
2 a maximal

for the following order (A,A>1 , A
>
2 ) < (B,B>1 , B

>
2 ) when A>1 <D B>1 or A>1 = B>1 and

m(A) >m m(B) (where <D stands for the inclusion of distribution, i.e. D <D D
′ if for all

x, D(x) < D′(x)).
By applying Lemma 47 on (A

τ
==⇒r,N A>2 ) |= πall (with π→c = πc and π→s = ¬πc), we

deduce that there exist A
→
, A
>
, B
→
, B
>
, C such that:

(A
τ

==⇒r,N A
→

+A
>

) |= πc∧πall (A
→ τ−→r,N B

→
+B

>
) |= ¬πc∧πall (B

→ τ
==⇒r,N C) |= πall

with A>2 = C + B
>

+ A
>

. Let us define A = B
→

, A
>
1 = A

>
+ B

>
+ A>1 and A

>
2 = C. We

show the following properties:

• f(D)
τ

==⇒r,N′ f(A) + f(A
>
1 ): We know that (A

τ
==⇒r,N A

→
+ A

>
) |= πc ∧ πall. By

hypothesis on πc ∧ πall, we deduce that f(A)
τ

==⇒r,N′ f(A
→

) + f(A
>

). Hence f(A) +

f(A>1 )
τ

==⇒r,N′ f(A
→

) + f(A
>

) + f(A>1 ). By hypothesis on ¬πc ∧ πall, we deduce

from (A
→ τ−→r,N B

→
+ B

>
) |= ¬πc ∧ πall that f(A

→
) = f(B

→
) + f(B

>
). Hence

f(A) + f(A>1 )
τ

==⇒r,N′ f(A) + f(A
>
1 ) and so f(D)

τ
==⇒r,N′ f(A) + f(A

>
1 ).
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• (D
τ

==⇒r,N A+A
>
1 ) |= πall: (A

τ
==⇒r,N A

→
+A

>
) |= πc∧πall implies that (A+A>1

τ
==⇒r,N

A
→

+A
>

+A>1 ) |= ∧πall. Furthermore (A
→ τ−→r,N B

→
+B

>
) |= ¬πc∧πall implies that

(A
→

+A
>

+A>1
τ

==⇒r,N B
→

+B
>

+A
>

+A>1 ) |= πall. With B
→

+B
>

+A
>

+A>1 = A+A
>
1

and the fact that (D
τ

==⇒r,N A+ A>1 ) |= πall, we conclude that (D
τ

==⇒r,N A+ A
>
1 ) |=

πall.

• (A
τ

==⇒r,N A
>
2 ) |= πc ∨ πs: Notice that A

>
2 = C and A = B

→
hence the result holds.

• A
>
1 + A

>
2 = A

>
+B

>
+ A>1 + C = A>2 + A>1 = E.

Since we selected A,A>1 , A
>
2 as a maximal, then (A,A>1 , A

>
2 ) 6< (A,A

>
1 , A

>
2 ). Since A

>
1 =

A
>

+B
>

+A>1 ≥ A>1 , we deduce that A
>

= B
>

= ∅. Therefore, (A,A>1 , A
>
2 ) 6< (A,A

>
1 , A

>
2 )

implies m(A) ≤m m(A).

Note that by hypothesis on πc ∧ πall, (A
τ

==⇒r,N A
→

+ A
>

) |= πc ∧ πall implies that
m(A) = m(A

→
) and so m(A

→
) ≤m m(A) = m(B

→
). By Lemma 47, we obtain that

(A
τ

==⇒r,N A
>
2 ) |= πc ∧ πall and so (A+A>1

τ
==⇒r E) |= πc ∧ πall. By hypothesis on πc ∧ πall,

we conclude that f(A) + f(A>1 )
τ

==⇒r,N′ f(E) and so f(D)
τ

==⇒r f(E).

Lemma 50. For all op ∈ {≤,≈}, for all a ∈ {in(ξ, ζ), out(ξ, ax) | ξ, ζ recipes, ax ∈ AX},
for all (P , φ), (P ′, φ′) ∈ SP`, if (P , φ) Rop (P ′, φ′) and (P , φ)

a−→N` D then (P ′, φ′) a
==⇒r,N` E

and D R̂op E (and E R̂≈ D when op = ≈).

Proof. The proof for both input actions and output actions follows the same structure.
We will start by considering the case when a = in(ξ, ζ) and only illustrate the part that
change for the case a = out(ξ, ax).

By definition, (P , φ)
in(ξ,ζ)−−−→N` D implies that P = P1 ∪{{in(u, x).P}}, u .

= ξφ, Msg(ζφ),
vars(ξ, ζ) ⊆ dom(φ) and D = δ({{P{ζφ/x}}}∪P1,φ) . By definition of Rop, we know that
(P , φ) Rop (P ′, φ′) implies (P , φ) ∈ SP`(φ,Nch), (P ′, φ′) ∈ SP`(φ′,Nch) and πe→pφ,Nch((P , φ)) opRr

obs

πe→pφ′,Nch((P ′, φ′)) for some Nch. Hence, |φ| = |φ′| and let us denote n = |φ|. Thanks to
Lemma 34, we can assume that Nch ∩ fn(ξ, ζ) = ∅.

Let us consider a fresh sequenceN ′ch = [c′axi ]
n
i=1 of public name, i.e. fn(N ′ch)∩fn(P , φ,P ′,

φ′,Nch) = ∅. Let us define ρ = {xi/axi}ni=1. Finally, consider a fresh public name ok ∈ Npub.
We build the following process Out:

Out := in(cax1 , x1). . . . in(caxn , xn).out(ξρ, ζρ).(Frame+0.5 out(ok, ok).0)
Frame := out(c′ax1 , x1).0 | . . . | out(c′axn , xn).0

First notice that Out is closed and fn(Out) ⊆ Npub since ξ and ζ are recipes such that
vars(ξ, ζ) ⊆ dom(φ). If we denote PO = {{Out}} ∪ πe→pφ,Nch((P , φ)) and P ′O = {{Out}} ∪
πe→pφ′,Nch((P ′, φ′)), we have PO opRr

obs P ′O.
Since πe→pφ,Nch((P , φ)) = P ∪ {{out(caxi , axiφ).0}}ni=1, we can successively apply the rule

(Comm) on cax1 , . . . , caxn to obtain that PO
τ

==⇒r δP∪{{out(ξρσ,ζρσ).(Frame+0.50)}} with σ = ρ−1φ.
By hypothesis, ξφ

.
= u and Msg(ζφ). Hence we can apply the rule (Comm) on u to obtain
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PO
τ

==⇒r δP1∪{{P{ζφ/x}}}∪{{(Frame+0.50)}}. Finally, we apply the rules (PChoice) and (Par),
we have the following:

PO
τ

==⇒r 0.5 · δP1∪{{P{ζφ/x},out(ok,ok).0}} + 0.5 · δP1∪{{P{ζφ/x}}}∪F(φ,N ′ch)

By denoting D1 = 0.5 · δP1∪{{P{ζφ/x};out(ok,ok).0}}+ 0.5 · δP1∪{{P{ζφ/x}}}∪F(φ,N ′ch), we deduce from

PO opRr
obs P ′O that there exists E1 such that P ′O

τ
==⇒r E1 and D1 ôpRr

obs E1. Thanks to
Lemma 33, we can assume w.l.o.g. that no rule (Par) or (Nil) is applicable on E1.

Let us analyse E1. We consider the following processes:

• Aj,kf (Q′) = {{in(caxj , xj). . . . .in(caxn , xn).out(ξρσj, ζρσj).(Frameσj−1 +0.5 out(ok, ok))}}∪
Q′ ∪ {{out(caxi , axiφ′).0}}ni=j+1 ∪ {{0}}ki=1

• Akout(Q′) = {{out(ξρ, ζρσj).(Frameσn +0.5 out(ok, ok).0)}} ∪ Q′ ∪ {{0}}ki=1

• Ak+(Q′) = {{Frameσn +0.5 out(ok, ok).0}} ∪ Q′ ∪ {{0}}ki=1

• Aj,kch′(Q′) = {{out(c′axj , axjφ
′).0}}ji=1 ∪ {{out(c′axj+1

, axj+1φ
′).0 | . . . | out(c′axn , axnφ

′).0}} ∪
Q′ ∪ {{0}}ni=1

• Akok(Q′) = {{out(ok, ok).0}} ∪ Q′ ∪ {{0}}ki=1

where σj = {axiφ′/xi}
j
i=1.

Let us denote Aj,kf = {Ai,kf (Q) | Q ∈ SP`(φ′,Nch) ∧ fn(Q) ∩ N ′ch = ∅}. Similarly, we

define Akout, Ak+, Aj,kch′ and Akok. We define a measure function m on processes from Aj,kf ,

Akout, Ak+, Aj,kch′ and Akok as follows: For all Q,

Q ∈ Aj,kf ⇒ m(Q) = (5, j, k) Q ∈ Akout ⇒ m(Q) = (4, k, 0) Q ∈ Ak+ ⇒ m(Q) = (3, k, 0)

Q ∈ Aj,kch′ ⇒ m(Q) = (2, n− j, k) Q ∈ Akok ⇒ m(Q) = (1, k, 0)

Moreover, we consider a function corr : SP 7→ SP` such that for all (Q, φ′) ∈ SP`(φ′,Nch)
with fn(Q) ∩ N ′ch = ∅, corr(Aj,kf (Q)) = corr(Akout(Q)) = corr(Ak+(Q)) = corr(Aj,kch′(Q)) =

corr(Akok(Q)) = (Q, φ′).
Since P ′O

τ
==⇒r E1, we know that there exists an infinite scheme

δP ′0 = E→0 + E>0

E→0
τ−→r E

→
1 + E>1

. . .

E→k
τ−→r E

→
k+1 + E>k+1

. . .

such that E1 =
∑

k∈NE
>
k .

First notice that P ′O = An,0frame(P ′) and corr(P ′O) = (P ′, φ′). Second, by a simple case
analysis, we deduce the following statements for all Q → D
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• Q ∈ Aj,kf implies either supp(D) ⊆ Aj−1,k+1
f ∪Aj,k−1

f ∪Ak+1
out and corr(D) = corr(δQ);

or supp(D) ⊆ Aj,kf and corr(Q)
τ−→ corr(D).

• Q ∈ Akout implies either supp(D) ⊆ Ak−1
out and corr(D) = corr(δQ); or supp(D) ⊆ Ak+

and corr(Q)
in(ξ,ζ)−−−→ corr(D); or supp(D) ⊆ Akout and corr(Q)

τ−→ corr(D)

• Q ∈ Ak+ implies either supp(D) ⊆ Ak−1
+ ∪ A0,k

ch′ ∪ Akok and corr(D) = corr(δQ); or

supp(D) ⊆ Ak+ and corr(Q)
τ−→ corr(D)

• Q ∈ Aj,kch′ implies either supp(D) ⊆ Aj+1,k
ch′ ∪ Aj,k−1

ch′ and corr(D) = corr(δQ); or

supp(D) ⊆ Aj,kch′ and corr(Q)
τ−→ corr(D)

• Q ∈ Akok implies either supp(D) ⊆ Ak−1
ok and corr(D) = corr(δQ); or supp(D) ⊆ Akok

and corr(Q)
τ−→ corr(D)

One of the direct property we deduce from these is that for all k ∈ N, for all α ∈ {→,>},
supp(Eα

k ) ⊆
⋃n
k=0

⋃n
j=0A

j,k
f ∪ Akout ∪ Ak+ ∪ A

j,k
ch′ ∪ Akok.

We proved that D1 ôp
Rr
obs E1. Consider Eok the largest sub-distribution of E1 such that

for all P ′′ ∈ supp(Eok), P1 ∪{{P{ζφ/x}, out(ok, ok).0}} opRr
obs P ′′. Notice that RProbRr(P1 ∪

{{P{ζφ/x}, out(ok, ok).0}}, ↓ok) = 1. Hence, supp(Eok) ⊆ {Akok(Q′′) | (Q′′, φ′) ∈ SP`(φ′,Nch)}.
Similarly, if we denote Ech′ the largest sub-distribution of E1 such that for all P ′′ ∈
supp(Ech′), P1∪{{P{ζφ/x}}}∪F(φ,N ′ch) op

Rr
obs P ′′, we obtain that supp(Ech′) ⊆ {Aj,kch′(Q′′) |

(Q′′, φ′) ∈ SP`(φ′,Nch)}. However, D1 ôp
Rr
obs E1 implies thatD1(P1∪{{P{ζφ/x}, out(ok, ok).0}}) =

0.5 ≤
∑
P ′′ Eok(P ′′) and D1(P1 ∪ {{P{ζφ/x}}} ∪ F(φ,N ′ch)) = 0.5 ≤

∑
P ′′ Ech′(P ′′). Since

supp(Ech′) ∩ supp(Eok) = ∅, we conclude that E1 = Ech′ u Eok with
∑
P ′′ Ech′(P ′′) =∑

P ′′ Eok(P ′′) = 0.5. Finally, since no rule (Nil) or (Par) is applicable on E1, we deduce
that supp(Ech′) ⊆ An,0ch′ and so supp(Ech′) ⊆ SP(φ′,N ′ch).

Note that by construction of Ech′ , δP1∪{{P{ζφ/x}}}∪F(φ,N ′ch) ôp
Rr
obs 2 · E. Thus, by denoting

E = 2 · Ech′ and by Lemma 43, we obtain that D = πp→eφ′,N ′ch
(δP1∪{{P{ζφ/x}}}∪F(φ,N ′ch)) R̂op

πp→eφ′,N ′ch
(E).

It remains to show that (P ′, φ′) in(ξ,ζ)
====⇒r,N` π

p→e
φ′,N ′ch

(E): Consider the predicate πS such

that πS(Q) holds iff Q ⊆
⋃n
k=0Akout ∪

⋃n
j=1A

j,k
f . We also consider the predicates π→s and

π→c on
τ−→ such that π→s (Q → D) holds iff Q ∈ Akout for some k and supp(D) ⊆ Ak+; and

π→c (Q → D) holds iff πS(Q) and either corr(δQ) = corr(D) or corr(Q)
τ−→ corr(D). Notice

that πS , π→c and π→s satisfy the conditions of Lemma 46. Therefore, A,A>, B,B>, C ∈
D≤1(SN) such that

(δP ′0
τ

==⇒r A+ A>) |= π→c (A
τ−→r B +B>) |= π→s B

τ
==⇒r C

with E1 = C + B> + A>. Note that we already proved that E1 = Ech′ u Eok and so we
deduce that A> = B> = ∅.
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Notice that by definition of π→s , A
τ−→r B implies A

τ−→ B. Moreover, π→s (Q τ−→ D) also

implies corr(Q)
in(ξ,ζ)−−−→ corr(D). Therefore, corr(A)

in(ξ,ζ)−−−→ corr(B).
Let us focus on (δP ′0

τ
==⇒r A) |= π→c . We define the predicate π′c such that π′c(Q → D)

holds iff corr(Q)
τ−→N` corr(D). By construction, notice that (A

τ−→r,N B) |= ¬π′c ∧ π→c
implies corr(A) = corr(B) and either A = ∅ or m(A) > m(B). Similarly, by construction,
(A

τ−→r,N B) |= π′c ∧ π→c implies corr(A)
τ−→N` corr(B) and m(A) = m(B). This allows us to

apply Lemma 49 on (δP ′0
τ

==⇒r A) |= π→c . Therefore, corr(δP ′0)
τ

==⇒r,N` corr(A).

Let us summarize what we have proved so far: corr(δP ′O)
τ

==⇒r corr(A)
in(ξ,ζ)−−−→ corr(B)

with B
τ

==⇒r E1 with supp(B) ⊆
⋃n
k=1Ak+. Let us redefine the predicate πS such that πS(x)

holds iff x ∈
⋃n
k=1Ak+. We redefine πc and πs such that πc(x→ D) holds when πS(D) and

corr(x)
τ−→ corr(D); and πs(x → D) holds when corr(D) = corr(δx) and m(x) > m(D). By

applying Lemma 47 on B
τ

==⇒r E1, we deduce that there exists (B
τ

==⇒r B1 + B>1 ) |= πc,
(B1

τ−→r B2 + B>2 ) |= πs, B2
τ

==⇒r B3 with E1 = B3 + B>1 + B>2 . Once again we know that
E1 = Ech′ u Eok and so we deduce that B>1 = ∅.

By definition of πc, we deduce that corr(B)
τ

==⇒r,N` corr(B1). Moreover, by definition of

πs, the transition B1
τ−→r B2 + B>2 correspond to the execution of the probabilistic choice

in the process Frame +0.5 out(ok, ok).0. Thus, there exist two sub distributions Bok, Bch′

such that B2 +B>2 = 0.5 ·Bok+0.5 ·Bch′ , supp(Bok) ⊆ ∪nk=0Akok, supp(Bch′) ⊆ ∪nk=0A
0,k
ch′ and

corr(B1) = corr(Bok) = corr(Bch′). By applying Lemma 48, we deduce that 0.5 ·Bok
τ

==⇒r,No

Eok and 0.5 ·Bch′
τ

==⇒r,No Ech′ , implying that Bok
τ

==⇒r,No 2 · Eok and Bch′
τ

==⇒r,No 2 · Ech′
We will finally show that corr(Bch′)

τ
==⇒r,N` corr(2 · Ech′) by applying Lemma 49 with

predicate πS on SNo and predicates πall, πc on →No defined as:

• πS(x) holds iff x ∈ ∪nk=0 ∪nj=0 A
j,k
ch′

• πc(x→No D) holds iff m(x) = m(D) and corr(x)→N` corr(D).

• πall is always true.

This complete the proof of δ(P ′,φ′)
in(ξ,ζ)

====⇒r,N` corr(2 · Ech′) = πp→eφ′,N ′ch
(E).

Let us now consider the case of the output action a = out(ξ, ax). By definition,

(P , φ)
out(ξ,ax)−−−−−→N` D implies that P = P1 ∪ {{out(u, t).P}}, u

.
= ξφ, ax = axn+1, Msg(t),

vars(ξ) ⊆ dom(φ) and D = δ({{P}}∪P1,φ{ax 7→t}). Compare to the input case, we consider a
sequence of public name N ′ch with one additional channel, i.e. N ′ch = [c′axi ]

n+1
i=1 . Moreover,

we consider the following process In instead of the process Out:

In := in(cax1 , x1). . . . in(caxn , xn).in(ξρ, xn+1).(Frame+0.5 out(ok, ok).0)
Frame := out(c′ax1 , x1).0 | . . . | out(c′axn+1

, xn+1).0

Thus the initial processes PO and P ′O used in the proof are defined as PO = {{In}} ∪
πe→pφ,Nch((P , φ)) and P ′O = {{In}} ∪ πe→pφ′,Nch((P ′, φ′)). Executing the process PO allows us to
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obtain:
PO

τ
==⇒r 0.5 · δP1∪{{P,out(ok,ok).0}} + 0.5 · δP1∪{{P}}∪F(φ{axn+1 7→t},N ′ch)

Then when we analyse the support of E1, we consider the following processes:

• Aj,kf (Q′, φ′) = {{in(caxj , xj). . . . .in(caxn , xn).out(ξρσj, xn+1).(Frameσj−1 +0.5 out(ok, ok))}}∪
Q′ ∪ {{out(caxi , axiφ′).0}}ni=j+1 ∪ {{0}}ki=1

• Akin(Q′, φ′) = {{in(ξρ, xn+1).(Frameσn +0.5 out(ok, ok).0)}} ∪ Q′ ∪ {{0}}ki=1

• Ak+(Q′, φ′) = {{Frameσn+1 +0.5 out(ok, ok).0}} ∪ Q′ ∪ {{0}}ki=1

• Aj,kch′(Q′, φ′) = {{out(c′axj , axjφ
′).0}}ji=1∪{{out(c′axj+1

, axj+1φ
′).0 | . . . | out(c′axn+1

, axnφ
′).0}}∪

Q′ ∪ {{0}}ni=1

• Akok(Q′, φ′) = {{out(ok, ok).0}} ∪ Q′ ∪ {{0}}ki=1

where σj = {axiφ′/xi}
j
i=1. Notice here that a frame is given as argument since it will be

augment once the process in(ξρ, xn+1) is executed. As such, the set Aj,kf is defined as

{Ai,kf (Q′, φ′) | (Q′, φ′) ∈ SP`(φ′,Nch) ∧ fn(Q) ∩ N ′ch = ∅}. Similarly, the correspondence
function corr : SP 7→ SP` is defined as for all (Q′, φ′) ∈ SP`(φ′,Nch) with fn(Q) ∩
N ′ch = ∅, corr(Aj,kf (Q′, φ′)) = corr(Akout(Q′, φ′)) = corr(Ak+(Q′, φ′)) = corr(Aj,kch′(Q′, φ′)) =

corr(Akok(Q′, φ′)) = (Q′, φ′). The measure function m only differ on Aj,kch′ as follows: if

Q ∈ Aj,kch′ then m(Q) = (2, n + 1 − j, k). The rest of the proof follows by using the same
reasoning. .

F.4 Simulation implies observational preorder

For this direction of the equivalence, we define the relation Rop with op ∈ {≤,≈} on multi-
sets of processes as follows: For all P ,P ′ ∈ SP , P Rop P ′ if and only if there exist a multiset
of processes PAtt, a renaming of variables ρ, two extended processes (Q, φ), (Q′, φ′) ∈ SP`
such that:

• |φ| = |φ′| = n

• dom(ρ) ⊆ Npub, img(ρ) ⊆ Npriv, img(ρ) ∩ names(Q,Q′, φ, φ′) = ∅

• fv(PAtt) ⊆ {x1, . . . , xn} and fn(PAtt) ⊆ Npub

• P = Qρ ∪ PAtt{axiφ/xi}ni=1ρ

• P ′ = Q′ρ ∪ PAtt{axiφ
′
/xi}ni=1ρ

• (Q, φ) opN
`

(Q′, φ′)

Lemma 51. For all op ∈ {≤,≈}, for all P ,P ′ ∈ SP , if P Rop P ′ then for all closed
PAtt ∈ SP such that fn(PAtt) ⊆ Npub then PAtt ∪ P Rop PAtt ∪ P ′.
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Proof. Trivial by definition of Rop.

Lemma 52. Let op ∈ {≤,≈}. Let D,D′ ∈ D≤1(SN`). Let n ∈ N. Let ρ be a renaming
such that dom(ρ) ⊆ Npub, img(ρ) ⊆ Npriv and for all (P , φ) ∈ supp(D) ∪ supp(D′),
img(ρ) ∩ names(P , φ) = ∅ and |φ| = n. Let PAtt ∈ SP such that fv(PAtt) ⊆ {x1, . . . , xn}
and fn(PAtt) ⊆ Npub.

If D ôpN` D′ then∑
(Q,φ)∈supp(D)

D((Q, φ)) · δQρ∪PAtt{axiφ/xi}ni=1ρ
R̂op

∑
(Q,φ)∈supp(D′)

D′((Q, φ)) · δQρ∪PAtt{axiφ/xi}ni=1ρ

Proof. Given a frame φ of size n, we denote by σφ the substitution {ax1φ/xi}ni=1. We denote
by E and E ′ the sub-distributions

∑
(Q,φ)∈supp(D) D((Q, φ)) · δQρ∪PAttσφρ and

∑
(Q,φ)∈supp(D′)

D′((Q, φ)) · δQρ∪PAttσφρ respectively. Let S ⊆ SP . Let us denote S1 = {(Q, φ) ∈ supp(D) |
(Qρ ∪ PAttσφρ) ∈ S}.

Let S ′ = {(Q′, φ′) ∈ supp(D′) | (Qρ∪PAttσφρ) ∈ S∩supp(D) and (Q, φ) opN
`

(Q′, φ′)}.
By definition of E, we have:

E(S) =
∑

(Q,φ)∈supp(D)
|Qρ∪PAttσφρ∈S

D((Q, φ))

= D(S1) by definition of S1

≤ D′(opN
`

(S1)) by D ôpN` D′

≤
∑

(Q′,φ′)∈supp(D′)

|(Q,φ)∈S1∧(Q,φ)opN
`
(Q′,φ′)

D′((Q′, φ′))

≤
∑

(Q′,φ′)∈supp(D′)
|(Qρ∪PAttσφρ)∈S

∧(Qρ∪PAttσφρ)Rop(Q′ρ∪PAttσφ′ρ)

D′((Q′, φ′)) by definition of Rop

≤ E ′(Rop (S))

This allows us to conclude that E R̂op E
′.

Lemma 53. For all op ∈ {≤,≈}, for all P ,P ′ ∈ SP , if P Rop P ′ and P τ−→No D then

P τ
==⇒r,No D

′ and D R̂op D
′ (and D′ R̂op D when op = ≈).

Proof. By definition of P Rop P ′, we know that there exist (Q, φ), (Q′, φ′) ∈ SP`, PAtt ∈
SP , a renaming of variables ρ and two substitutions σ, σ′ such that (Q, φ) opN

`
(Q′, φ′),

P = Qρ∪PAttσρ, P ′ = Q′ρ∪Pattσ′ρ, |φ| = |φ′|, fv(PAtt) ⊆ {x1, . . . , xn}, σ = {axiφ/xi}ni=1ρ,
σ′ = {axiφ′/xi}ni=1ρ, dom(ρ) ⊆ Npub, img(ρ) ⊆ Npriv and img(ρ) ∩ names(Q,Q′) = ∅

Let us do a case analysis on the rule applied in P τ−→No D.
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Case of a rule solely applied on Qρ: In such a case,Qρ τ−→No D1 such thatD =
∑
Q′′∈SP D1(Q′′)·

δQ′′∪PAttσ. Notice that Qρ τ−→No D1 implies that (Q, φ)
τ−→N`

∑
Q′′∈SP D1(Q′′ρ) ·δ(Q′′,φ) = D2

and for all (Q′′, φ) ∈ supp(D2), img(ρ) ∩ names(Q′′) = ∅. By hypothesis, (Q, φ) opN
`

(Q′, φ′). Hence there exists (Q′, φ′) τ
==⇒r,N` D

′
2 and D2 ôpN

` D′2 (and D′2 ôp
N` D2 when

op = ≈). By the semantics of
τ−→N` in Figure 10 and by Lemma 34, we obtain that for all

(Q′′, φ′′) ∈ supp(D′2), φ′ = φ′′ and we can assume w.l.o.g. that img(ρ) ∩ names(Q′′) = ∅
(i.e. when the rule (New) generates a new private names, we can always pick one that is
not in img(ρ)).

Hence, we also deduce that Q′ρ τ
==⇒r,No

∑
(Q′′,φ′)∈supp(D′2) D

′
2(Q′′, φ′) · δQ′′ρ. There-

fore Q′ρ ∪ PAttσ′
τ

==⇒r,No
∑

(Q′′,φ′)∈supp(D′2) D
′
2(Q′′, φ′) · δQ′′ρ∪PAttσ′ . Let us denote D′ =∑

(Q′′,φ′)∈supp(D′2) D
′
2(Q′′, φ′)·δQ′′ρ∪PAttσ′ . We conclude by applying Lemma 52 that D R̂op D

′

(and D′ R̂op D when op = ≈).

Case of a rule solely applied on PAttσ: In such a case PAttσ
τ−→No D1 such that D =∑

P ′Att∈SP
D1(P ′Att) ·δQ′ρ∪P ′Att . We first show that there exists a renaming ρ′ with dom(ρ′) ⊆

Npub, img(ρ′) ⊆ Npriv and img(ρ′) ∩ names(Q,Q′) = ∅ such that :

• for all P ′Att ∈ supp(D1), there exists a multiset of process P ′Att such that P ′Att =
P ′Att{axiφ/xi}ni=1ρ

′, fn(P ′′Att) ⊆ Npub and fv(P ′′Att) ⊆ {x1, . . . , xn}

• PAttσ′
τ−→No

∑
P ′Att∈supp(D1) D1(P ′Att) · δP ′Att{axiφ′/xi}ni=1ρ

′

We do a case analysis on the rule applied in PAttσ
τ−→No D1. The cases of the rules (Null),

(Par), (Repl), (Choice-1), (Choice-2) and (PChoice) are trivial by taking ρ′ = ρ.
Note that in all these cases but (PChoice), D1 is in fact a dirac.

Let us now look at the rule (Comm): In such a case, PAtt = {{out(u, t).P, in(v, x).Q}} ∪
PAtt,1, P ′Att = {{Pσ,Qσ{tσ/x}}} ∪ P ′Attσ, D1 = δP ′Att , Msg(tσ) and uσ

.
= vσ. Note that

tσ = tφρ, uσ = uφρ and vσ = vφρ. Since both
.
= and Msg(·) are closed under renaming,

we deduce that uφ
.
= vφ and Msg(tφ). Furthermore, fn(t, u, v) ⊆ Npub meaning that

t, u, v are recipes. Since we know by hypothesis that (Q, φ) opN
`

(Q′, φ′), we deduce that
uφ

.
= vφ implies uφ′

.
= vφ′, and Msg(tφ) implies Msg(tφ′). Once again, by the closure

under renaming argument, we obtain that uφ′ρ
.
= vφ′ρ and Msg(tφ′ρ). This allows us to

deduce that PAttσ′
τ−→No δ{{Pσ′,Qσ′{tσ′/x}}}∪P ′Attσ′ , and so we conclude by taking ρ′ = ρ and

P ′Att = {{P,Q{t/x}}} ∪ PAtt,1.
The cases of the rules (Then) and (Else) are done similarly since the condition to

apply the rule only depend on the success or not of an equality
.
=.

Finally, let us consider the rule (New): In such a case, PAtt = {{new a.P}} ∪ PAtt,1,
P ′Att = {{Pσ{a′/a}}} ∪ PAtt,1σ and D1 = δP ′Att where a′ is fresh. W.l.o.g., we can take a′

such that a′ 6∈ names(Q,Q′, φ, φ′). We take a new fresh name apub ∈ Npub and we conclude
by defining ρ′ = ρ{apub 7→ a′} and P ′Att = {{P{apub/a}}} ∪ PAtt,1.

We have therefore proved that:

• PAttσ
τ−→No

∑
P ′Att∈supp(D1) D1(P ′Att) · δP ′Att{axiφ/xi}ni=1ρ

′

102



• PAttσ′
τ−→No

∑
P ′Att∈supp(D1) D1(P ′Att) · δP ′Att{axiφ′/xi}ni=1ρ

′

Since Qρ = Qρ′ and Q′ρ = Q′ρ′, we obtain:

• PAttσ ∪Qρ
τ−→No

∑
P ′Att∈supp(D1)D1(P ′Att) · δQρ′∪P ′Att{axiφ/xi}ni=1ρ

′ = D

• PAttσ′ ∪Q′ρ
τ−→No

∑
P ′Att∈supp(D1) D1(P ′Att) · δQ′ρ′∪P ′Att{axiφ′/xi}ni=1ρ

′

Note that for all P ′Att ∈ supp(D1), by (Q, φ) opN
`

(Q′, φ′) and by construction of ρ′ and
P ′Att, we have that:

Qρ′ ∪ P ′Att{
axiφ/xi}ni=1ρ

′ Rop Q′ρ′ ∪ P ′Att{
axiφ′/xi}ni=1ρ

′

Note that when op =≈, (Q, φ) opN
`

(Q′, φ′) implies (Q′, φ′) opN` (Q, φ) and so we also
have:

Q′ρ′ ∪ P ′Att{
axiφ′/xi}ni=1ρ

′ R≈ Qρ′ ∪ P ′Att{
axiφ/xi}ni=1ρ

′

By denoting D′ =
∑
P ′Att∈supp(D1)D1(P ′Att)·δQ′ρ′∪P ′Att{axiφ′/xi}ni=1ρ

′ , we conclude that D R̂op D
′

and PAttσ′ ∪Q′ρ
τ

==⇒r,No D
′ (and D′ R̂op D when op = ≈)

Case of rule (Comm) between an output on Qρ and an input on PAttσ: In such a case
Q = {{out(u, t).P}} ∪ Q1, PAtt = {{in(v, x).Q}} ∪ PAtt,1, D = δ{{Pρ,Qσ{tρ/x}}}∪PAtt,1σ∪Q1ρ,
Msg(tρ) and vσ

.
= uρ. Note that fn(v) ⊆ Npub and fv(v) ⊆ {x1, . . . , xn}. If we denote

ρAX = {xi 7→ axi}ni=1, we obtain that vρAX is a recipe with fv(vρAX ) ⊆ dom(φ). Note that
since Msg(·) and

.
= are closed by renaming, we deduce from Msg(tρ) and vσ

.
= uρ that

Msg(t) and vρAXφ
.
= u. Thus, (Q, φ)

out(vρAX ,axn+1)−−−−−−−−−→N` δ({{P}}∪Q1,φ{axn+1 7→t}) = D1.
Let xn+1 be a fresh variable. If we define φ1 = φ{axn+1 7→ t}, PAtt,2 = {{Q{xn+1/x}}} ∪

PAtt,1 and σ1 = {axiφ1/xi}n+1
i=1 ρ then we obtain that D = δ({{P}}∪Q1)ρ∪PAtt,2σ1 . Notice that

fv(PAtt,2) ⊆ {x1, . . . , xn+1} and fn(PAtt,2) ⊆ Npub.
By hypothesis, we have (Q, φ) opN

`
(Q′, φ′). Thus, there exists D′1 such that (Q′, φ′)

out(vρAX ,axn+1)
==========⇒r,N` D

′
1 and D1 ôpN

` D′1 (and D′1 ôp
N` D1 when op = ≈). By definition, there

exists E and F such that (Q′, φ′) τ
==⇒r,N` E, E

out(vρAX ,axn+1)−−−−−−−−−→N` F and F
τ

==⇒r,N` D
′
1.

By the semantics of
τ−→N` in Figure 10 and by Lemma 34, we obtain that for all (Q′′, φ′′) ∈

supp(E), φ′ = φ′′ and we can assume w.l.o.g. that img(ρ)∩names(Q′′) = ∅ (i.e. when the
rule (New) generates a new private name, we can always pick one that is not in img(ρ)).
Hence, we also deduce that Q′ρ τ

==⇒r,No
∑

(Q′′,φ′)∈supp(E) E((Q′′, φ′)) · δQ′′ρ. Therefore Q′ρ∪
PAttσ′

τ
==⇒r,No

∑
(Q′′,φ′)∈supp(E)E(Q′′, φ′) · δQ′′ρ∪PAttσ′ .

Note that D1 ôpN` D′1 and D1 being a distribution imply that E,F and D′1 are
also distributions. Thus for all (Q′′, φ′) ∈ supp(E), there exist u′, t′, P ′,Q′′′ such that

Q′′ = {{out(u′, t′).P ′}} ∪ Q′′′ such that u′
.
= vρAXφ

′, Msg(t′) and (Q′′, φ′) out(vρAX ,axn+1)−−−−−−−−−→N`

δ({{P ′}}∪Q′′′,φ′{axn+1 7→t′}) with ({{P ′}}∪Q′′′, φ′{axn+1 7→ t′}) ∈ supp(F ). Since u′
.
= vρAXφ

′ and

Msg(t′) imply u′ρ
.
= vσ′ and Msg(t′ρ), we deduce thatQ′′ρ∪{{in(vσ′, x).Qσ′}}∪PAtt,1σ′

τ−→No
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δ{{P ′ρ,Qσ′{t′ρ/x′}}}∪Q′′′ρ∪PAtt,1σ′ . If we denote φ′1 = φ′{axn+1 7→ t′} and σ′1 = {axiφ′1/xi}n+1
i=1 ρ then

we obtain Q′′ρ ∪ {{in(vσ′, x).Qσ′}} ∪ PAtt,1σ′
τ−→No δ({{P ′}}∪Q′′′)ρ∪PAtt,2σ′1 .

We have therefore proved that:∑
(Q′′,φ′)∈supp(E)

E((Q′′, φ′))·δQ′′ρ∪PAttσ′
τ

==⇒r,No

∑
(Q′′,φ′′)∈supp(F )

F ((Q′′, φ′′))·δQ′′ρ∪PAtt,2{axiφ′′/xi}n+1
i=1 ρ

Note that F
τ

==⇒r,N` D
′
1. Once again by the semantics of

τ−→N` in Figure 10 and by Lemma 34,
we can easily show that:∑

(Q′′,φ′′)∈supp(F ) F ((Q′′, φ′)) · δQ′′ρ∪PAtt,2{axiφ′′/xi}n+1
i=1 ρ

τ
==⇒r,No∑

(Q′′,φ′′)∈supp(D′1) D
′
1((Q′′, φ′′)) · δQ′′ρ∪PAtt,2{axiφ′′/xi}n+1

i=1 ρ

Let us denote D′ =
∑

(Q′′,φ′′)∈supp(D′1) D
′
1((Q′′, φ′′)) · δQ′′ρ∪PAtt,2{axiφ′′/xi}n+1

i=1 ρ
. We conclude by

applying Lemma 52 that D R̂op D
′ (and D′ R̂op D when op = ≈).

Case of rule (Comm) between an input on Qρ and an output on PAttσ: In such a case Q =
{{in(v, x).Q}} ∪ Q1, PAtt = {{out(u, t).P}} ∪ PAtt,1, D = δ{{Pσ,Qρ{tσ/x}}}∪PAtt,1σ∪Q1ρ, Msg(tσ)
and vρ

.
= uσ. Note that fn(u, t) ⊆ Npub and fv(u, t) ⊆ {x1, . . . , xn}. If we denote ρAX =

{xi 7→ axi}ni=1, we obtain that uρAX and tρAX are recipes with fv(uρAX , tρAX ) ⊆ dom(φ).
Note that since Msg(·) and

.
= are closed by renaming, we deduce from Msg(tσ) and vρ

.
= uσ

that Msg(tρAXφ) and v
.
= uρAXφ. Thus, (Q, φ)

in(uρAX ,tρAX )−−−−−−−−−→N` δ({{Q{tρAX φ/x}}}∪Q1,φ) = D1.
If we define PAtt,2 = {{P}} ∪ PAtt,1 then we obtain that D = δ({{Q{tρAX φ/x}}}∪Q1)ρ∪PAtt,2σ.

Notice that fv(PAtt,2) ⊆ {x1, . . . , xn} and fn(PAtt,2) ⊆ Npub.
By hypothesis, we have (Q, φ) opN

`
(Q′, φ′). Thus, there exists D′1 such that (Q′, φ′)

in(uρAX ,tρAX )
=========⇒r,N` D

′
1 and D1 ôpN

` D′1 (and D′1 ôp
N` D1 when op = ≈). By definition, there

exists E and F such that (Q′, φ′) τ
==⇒r,N` E, E

in(uρAX ,tρAX )−−−−−−−−−→N` F and F
τ

==⇒r,N` D
′
1.

By the semantics of
τ−→N` in Figure 10 and by Lemma 34, we obtain that for all (Q′′, φ′′) ∈

supp(E), φ′ = φ′′ and we can assume w.l.o.g. that img(ρ)∩names(Q′′) = ∅ (i.e. when the
rule (New) generates a new private name, we can always pick one that is not in img(ρ)).
Hence, we also deduce that Q′ρ τ

==⇒r,No
∑

(Q′′,φ′)∈supp(E) E((Q′′, φ′)) · δQ′′ρ. Therefore Q′ρ∪
PAttσ′

τ
==⇒r,No

∑
(Q′′,φ′)∈supp(E)E(Q′′, φ′) · δQ′′ρ∪PAttσ′ .

Note that D1 ôpN` D′1 and D1 being a distribution imply that E,F and D′1 are
also distributions. Thus for all (Q′′, φ′) ∈ supp(E), there exist v′, x′, Q′,Q′′′ such that

Q′′ = {{in(v′, x′).Q′}}∪Q′′′ such that v′
.
= uρAXφ

′, Msg(tρAXφ
′) and (Q′′, φ′) in(uρAX ,tρAX )−−−−−−−−−→N`

δ({{Q′{tρAX φ′/x′}}}∪Q′′′,φ′)
with ({{Q′{tρAXφ′/x′}}} ∪ Q′′′, φ′) ∈ supp(F ). Since v′

.
= uρAXφ

′ and

Msg(tρAXφ
′) imply v′ρ

.
= uσ′ and Msg(tσ′), we deduce that Q′′ρ ∪ {{out(uσ′, tσ′).Pσ′}} ∪

PAtt,1σ′
τ−→No δ{{Pσ′,Q′ρ{tσ′/x′}}}∪Q′′′ρ∪PAtt,1σ′ . ThereforeQ′′ρ∪{{out(uσ′, tσ′).Pσ′}}∪PAtt,1σ′

τ−→No

δ({{Q′{tρAX φ′/x′}}}∪Q′′′)ρ∪PAtt,2σ′
.

We have therefore proved that:∑
(Q′′,φ′)∈supp(E)

E((Q′′, φ′)) · δQ′′ρ∪PAttσ′
τ

==⇒r,No

∑
(Q′′,φ′)∈supp(F )

F ((Q′′, φ′)) · δQ′′ρ∪PAtt,2σ′
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Note that F
τ

==⇒r,N` D
′
1. Once again by the semantics of

τ−→N` in Figure 10 and by Lemma 34,
we can easily show that:∑

(Q′′,φ′)∈supp(F )

F ((Q′′, φ′)) · δQ′′ρ∪PAtt,2σ′
τ

==⇒r,No

∑
(Q′′,φ′)∈supp(D′1)

D′1((Q′′, φ′)) · δQ′′ρ∪PAtt,2σ′

Let us denote D′ =
∑

(Q′′,φ′)∈supp(D′1) D
′
1((Q′′, φ′)) · δQ′′ρ∪PAtt,2σ′ . We conclude by applying

Lemma 52 that D R̂op D
′ (and D′ R̂op D when op = ≈).

Lemma 54. For all op ∈ {≤,≈}, for all P ,P ′ ∈ SP , if P Rop P ′ then for all c ∈ Npub,
RProbRor (P , ↓c) ≤ RProbRor (P ′, ↓c).

Proof. By Lemma 41, RProbRor (P , ↓c) = sup{ D(↓c) | δP
τ

==⇒r D with finite support}.
Let P τ

==⇒r D with finite support. By Lemma 53 and Property 4a of Lemma 37, we
deduce that there exists P ′ τ

==⇒r D
′ such that D R̂op D

′.

By definition of D R̂op D
′, we know that for all P1 ∈ supp(D), P ′1 ∈ supp(D′), there

exist PAtt, a renaming of variables ρ and two extended processes (Q, φ) and (Q′, φ′) such
that:

• |φ| = |φ′| = n

• (Q, φ) opN
`

(Q′, φ′)

• P1 = Qρ ∪ PAtt{axiφ/xi}ni=1ρ

• P ′1 = Q′ρ ∪ PAtt{axiφ
′
/xi}ni=1ρ

By construction, if PAtt ∈↓ c then P1,P ′1 ∈↓ c. Otherwise, if (Q, φ)
out(c,axn+1)−−−−−−−→ E then by

Figure 10, we know that E is a dirac. But (Q, φ) opN
`

(Q′, φ′) implies that there exist

(Q′, φ′) τ
==⇒r F1 and F1

out(c,axn+1)−−−−−−−→ F2 and F2
τ

==⇒r E
′ such that E ôpN` E ′. By definition of

ôpN` and since E is a dirac, we deduce that E ′ is a distribution, which implies that both F1

and F2 are distributions. In particular, F1
out(c,axn+1)−−−−−−−→ F2 tells us that

∑
Q′′∈↓c F1(Q′′) = 1.

Note that the τ on (Q′, φ′) carries over P ′1. Thus, there exists H such that P ′1
τ

==⇒r H and
H(↓c) = 1.

Finally, let S = supp(D)∩ ↓ c. Since, D R̂op D
′, we deduce that D(S) ≤ D′(Rop (S)).

As we have just show that for all P ′1 ∈Rop (S), there exists H such that P ′1
τ

==⇒r H with

H(↓c) = 1, we deduce that there exists D′′ such that D′
τ

==⇒r D
′′ such that D(S) ≤ D′(Rop

(S)) ≤ D′′(↓c).
To summarize, we have show that for all P τ

==⇒r D with finite support, there exists
P ′ τ

==⇒r D
′′ such thatD(↓c) ≤ D′′(↓c). Hence sup{D(↓c) | δP

τ
==⇒r D with finite support} ≤

sup{ D(↓c) | δP ′
τ

==⇒r D}. We conclude by applying again Lemma 41.
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F.5 Main result

Proposition 5. Let P ,Q two processes in MP .

P ≤Rr
obs Q iff (P ,∅) ≤N`

sim (Q,∅) and P ≈Rr
obs Q iff (P ,∅) ≈N`

bi (Q,∅)

Proof. The proof of observational preorder (resp. equivalence) implying simulation (resp.
bisimulation) is directly given by application of Lemmas 44, 45 and 50.

Lemmas 51, 53 and 54 directly gives that simulation (resp. bisimulation) implies ≤r1obs
(resp. ≈′r1obs). We conclude by Lemma 42.

G Non probabilistic processes

G.1 Hennessy-Milner’s Logical caracterisation

We split the proof of Lemma 12 in two lemmas: Lemmas 55 and 57 below.

Lemma 55. Let P a non-probabilistic process, φ a frame. Let F ∈ F . Let ok ∈ Npub
such that ok 6∈ fn(P , φ, F ). If (P , φ) |= F then there exists a resolution R = (Y, corr, r),
and s ∈ Y such that corr(s) = (P ∪ {{AdvokF,|φ|φ}}) and RProbR(s, corr−1(↓ok)) = 1.

Proof. Let n = |φ|. We do the proof by induction on the structure of the logical formula
F .

Case F = >: Advok>,n ∈ ↓ok hence the result directly holds.

Case F = a.F ′: we suppose that (P , φ) |= F . Then by definition of formula validity, we

know that there exists a state (Q, ψ) such that (P , φ)
τ−→
∗ a−→ τ−→

∗
(Q, ψ), and (Q, ψ) |= F ′.

Using the induction hypothesis, we can deduce from (Q, ψ) |= F ′ that there exists a pair
(R1, s1), where R1 = (Y1, corr1, r1) is a resolution on the NPLTS No, s1 ∈ Y1 such that
corr(s1) = Q | AdvokF ′,n′ψ and RProbR1(s1, corr

−1
1 (↓ ok)) = 1 (where n′ = n + 1 when a is

an output and n′ = n otherwise).

Moreover, we can deduce from (P , φ)
τ−→
∗ a−→ τ−→

∗
(Q, ψ) that AdvokF,n 6= 0 and there exists

a sequence of steps:

(P , φ)
τ−→ (P ′1, φ) . . .

τ−→ (P ′n, φ)
a−→ (P ′′1 , ψ) . . .

τ−→ (P ′′m, ψ)
τ−→ (Q, ψ)

Looking at the way we define the adversary AdvokF,n in Definition 27, we see that we can
deduce:

(P ∪ {{AdvokF,nφ}})
τ−→ (P ′1 ∪ {{AdvokF,nφ}})

τ−→ . . .
τ−→ (P ′k ∪ {{AdvokF,nφ}})

τ−→
(P ′′1 ∪ {{AdvokF ′,n′ψ}})

τ−→ . . .
τ−→ (P ′′m ∪ {{AdvokF ′,n′ψ}})

τ−→ (Q∪ {{AdvokF ′,n′ψ}})

We build a resolution R = (Y, corr, r) on the NPLTS No as follows (our construction is
graphically represented in Figure 11):
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• Y = Y1 t {l(0), . . . , l(k)} t {q(1), . . . , q(m)}, where t models disjoint union, and the
l(.), q(.) are simply two disjoint copies of natural numbers;

• corr : Y → MP is defined as corr(y) = corr1(y) when y ∈ Y1, corr(l(0)) = (P ∪
{{AdvokF,nφ}}), corr(l(i)) = (P ′k ∪ {{AdvokF,nφ}}) for 0 < i ≤ k; corr(q(j)) = (P ′′j ∪
{{AdvokF ′,n′ψ}}) for 1 ≤ j ≤ m.

• r : Y → D(Y ) is defined as r(y) = r1(y) when y ∈ Y1, r(l(i)) = δl(i+1) for 0 ≤ i ≤
k − 1, r(l(k)) = δq(1), r(q(j)) = δq(j+1) for 1 ≤ j ≤ m− 1, r(q(k)) = δs1 .

We can check that R is indeed a resolution in the sense of Definition 5, and that moreover:

RProbR(l(0), corr−1(↓ok)) = RProbR(s1, corr
−1
1 (↓ok))

= RProbR1(s1, corr
−1
1 (↓ok)) = 1

Case F = F1∧F2: we suppose that (P , φ) |= F . Then by definition of formula validity, we
know that (P , φ) |= F1 and (P , φ) |= F2. By applying the induction hypothesis on F1 and
F2, we obtain two resolution R1 = (Y1, corr1, r1), R2 = (Y2, corr2, r2), and s1 ∈ Y1, s2 ∈ Y2

with corr1(s1) = (P ∪{{AdvokF1,n
φ}}) and corr2(s2) = (P ∪{{AdvokF2,n

φ}}) such that moreover:

RProbR1(s1, corr
−1
1 (↓ok)) = 1

RProbR2(s2, corr
−1
2 (↓ok)) = 1

We now build, using the resolution R1 and R2, a resolution R as represented in Figure 12.

• Y = Y1 t Y2 t {l(0)};

• corr : Y → MP is defined as corr(y) = corr1(y) when y ∈ Y1, corr(y) = corr2(y)
when y ∈ Y2, corr(l(0)) = (P ∪ {{AdvokF,nφ}}),

• r : Y → D(Y ) is defined as r(y) = r1(y) when y ∈ Y1, r(y) = r2(y) when y ∈ Y2,
r(l(0)) = 1

2
δs1 + 1

2
δs2 .

We can check that R is indeed a resolution in the sense of Definition 5, and that moreover:

RProbR(l(0), corr−1(↓ok)) =
1

2
· RProbR(s1, corr

−1(↓ok)) +
1

2
· RProbR(s2, corr

−1(↓ok))

=
1

2
· RProbR(s1, corr

−1
1 (↓ok)) +

1

2
· RProbR(s2, corr

−1
2 (↓ok))

= 1

This allows us to conclude.

Lemma 56. Let (P , φ) be a non-probabilistic extended process. Let F ∈ F . If (P , φ)
τ−→
∗

(P ′, φ) and (P ′, φ) |= F then (P , φ) |= F ′.
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l(0)

P ∪ {{AdvokF,nφ}}

l(1)

P ′1 ∪ {{AdvokF,nφ}}

. . . l(k)

P ′k ∪ {{Adv
ok
F,nφ}}

q(1)

P ′′1 ∪ {{AdvokF ′,n′ψ}}

. . . q(m)

P ′′m ∪ {{AdvokF ′,n′ψ}}

R1 s1

Q ∪ {{Advok
F ′,n′ψ}}

τ τ τ τ τ τ

τ

Figure 11: The resolution R for the formula a.F ′.

l(0)

R1

R2

s1

s2

(P | AdvFφ)

(P | AdvF ′
1
φ)

(P | AdvF ′
2
φ)

1/2

1/2

τ

Figure 12: The resolution R for the formula F ′1 ∧ F ′2.
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Proof. By induction on the structure of F and by noticing that if (P ′, φ)
a−→ (Q, φ′) in the

LTS L` then we also have (P , φ)
a−→ (Q, φ′) in the LTS L`.

Lemma 57. Let P a non-probabilistic process, φ a frame. Let F ∈ F . Let ok ∈ Npub such
that ok 6∈ fn(P , φ, F ). If there exists a pair (R, s) with R = (Y, corr, r) ∈ Ro

nr, such that
corr(s) = (P ∪ {{AdvokF,|φ|φ}}) and RProbR(s, corr−1(↓ok)) = 1 then (P , φ) |= F .

Proof. Let n = |φ|. We do the proof by induction on the structure of F .

Case F = >: we can see immediately that the result holds as the formula > holds for all
extended processes.

Case F = a.F ′: Since RProbR(s, corr−1(↓ ok)) = 1 and ok 6∈ fn(P , φ, F ), we deduce that
AdvokF,n 6= 0 and AdvokF,n 6∈ ↓ok. Thus, using Lemma 23 and the fact that P is a non-
probabilistic process and the fact that R is a non-randomized resolution, we deduce that
there exist P1, . . . ,Pk, Q, φ′ and the following sequence

s
τ−→ δs1 s1

τ−→ δs2 . . . sk−1
τ−→ δsk sk

τ−→ δsa

such that

• for all i ∈ {1, . . . k}, corr(si) = Pi ∪ {{AdvokF,nφ}}

• P τ−→ δP1

• for all i ∈ {1, . . . , k − 1}, Pi
τ−→ δPi+1

• corr(sa) = Q∪ {{AdvokF ′,|φ′|φ′}}

• (Pk, φ)
a−→ δ(Q,φ′)

• RProbR(sa, corr
−1(↓ok)) = 1

Note that here, k can be equal to 0 and in that case s
τ−→ δsa . We deduce that (P , φ)

a−→
(Q, φ′) in the LTS L`. Using our inductive hypothesis on F ′ and the pair (R, sa), we
deduce obtain that (Q, φ′) |= F ′. By definition of the validity of a formula, we conclude
that (P , φ) |= a.F ′.

Case F = F1 ∧ F2: Since AdvokF,n = AdvokF1,n
+ 1

2
AdvokF2,n

, AdvokF,n 6∈ ↓ok. Hence, using
Lemma 23 and the fact that P is a non-probabilistic process and the fact that R is a
non-randomized resolution, we deduce from RProbR(s, corr−1(↓ ok)) = 1 that there exist
P1, . . . ,Pk, Q, φ′ and the following sequence

s
τ−→ δs1 s1

τ−→ δs2 . . . sk−1
τ−→ δsk sk

τ−→ 1

2
δsa1 +

1

2
δsa2

such that

• for all i ∈ {1, . . . k}, corr(si) = Pi ∪ {{AdvokF,nφ}}
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• P τ−→ δP1

• for all i ∈ {1, . . . , k − 1}, Pi
τ−→ δPi+1

• corr(sa1) = Pk ∪ {{AdvokF1,n
φ}}

• corr(sa2) = Pk ∪ {{AdvokF2,n
φ}}

• RProbR(sa1 , corr
−1(↓ok)) = 1

• RProbR(sa2 , corr
−1(↓ok)) = 1

By applying our inductive hypothesis on F1 and the pair (R, sa1), we obtain (Pk, φ) |= F1.

Similarly, we also obtain (Pk, φ) |= F2. As (P , φ)
τ−→
∗

(Pk, φ), we conclude by applying
Lemma 56 that (P , φ) |= F1 ∧ F2.

Lemma 12. Let P ∈MPnp and ok ∈ Npub such that ok 6∈ fn(P). For all formula F ∈ F ,
we have

(P ,∅) |= F iff RProbRr(P ∪ {{AdvokF,0}}, ↓ok) = 1

Proof. Direct from Lemmas 19, 55 and 57.

G.2 Proposition 6

Lemma 58. Let (P , φ) and (P ′, φ′) be two extended processes such that dom(φ) =
dom(φ′). Let A ∈ MP such that fn(A) ⊆ Npub and fv(A) ⊆ dom(φ). If P ∪ Aφ →∗ Q
then there exists (P1, φ1) ∈ SP`, an adversarial process A1 for dom(φ1) and a trace w such
that Q = P1 ∪A1φ1, (P , φ)

w−→ (P1, φ1) and for all recipes ξ, ζ, if vars(ξ, ζ) ⊆ dom(φ1) and
ξφ1

.
= ζφ1 then

(P ′, φ′) w−→ (P ′1, φ′1)→
ξ
?
=ζ

(P ′1, φ′1) implies P ′ ∪ Aφ′ →∗ P ′1 ∪ A1φ
′
1

Proof. We prove this lemma by induction on the length of the derivation P ∪ Aφ→∗ Q.

Base case ` = 0: In such a case, Q = P ∪ Aφ. We take w = ε and A1 = A. Let ξ, ζ
be recipes such that vars(ξ, ζ) ⊆ dom(φ′) and ξφ

.
= ζφ. We conclude by noticing that

(P ′, φ′) ε−→ (P ′1, φ′1) →
ξ
?
=ζ

(P ′1, φ′1) implies φ′ = φ′1 and P ′ →∗ P ′1. Therefore, P ′ ∪ Aφ →∗

P ′1 ∪ A1φ
′
1.

Inductive step ` > 0: In such a case, we have P ∪ Aφ →∗ Q2 → Q where the length
of the derivation P ∪ Aφ →∗ Q2 is strictly smaller than `. We can apply our inductive
hypothesis to obtain that there exist (P2, φ2) ∈ SP`, an adversarial process A2 for dom(φ2)
and a trace w2 such that Q2 = P2 ∪ A2φ2, (P , φ)

w2−→ (P2, φ2) and for all recipes ξ′, ζ ′, if
vars(ξ′, ζ ′) ⊆ dom(φ2) and ξ′φ2

.
= ζ ′φ2 then

(P ′, φ′) w2==⇒ (P ′2, φ′2)→
ξ′

?
=ζ′

(P ′2, φ′2) implies P ′ ∪ Aφ′ →∗ P ′2 ∪ A2φ
′
2

110



By taking ξ′ = ζ ′ ∈ Npub, we have that (P ′, φ′) w2==⇒ (P ′2, φ′2) implies P ′∪Aφ′ →∗ P ′2∪A2φ
′
2.

We do a case analysis on the rule applied in P2 ∪ A2φ2 → Q.

Case of an internal reduction on P2: In such a case P2 → P1 and PQ = P1 ∪ A2φ2. Let
A1 = A2, φ1 = φ2 and w = w2. Note that P2 → P1 implies (P2, φ2) →τ (P1, φ1) hence
(P , φ)

w−→ (P1, φ1).
Let ξ, ζ be recipes such that vars(ξ, ζ) ⊆ dom(φ1). If (P ′, φ′) w−→ (P ′1, φ′1)→

ξ
?
=ζ

(P ′1, φ′1)

then we can directly rely on our inductive hypothesis to conclude.

Case of an internal reduction on A2φ2: In such a case, there exists an adversarial process
A1 such that A2φ2 → A1φ2 and PQ = P1 ∪A1φ2. To define the trace we need to consider,
let us look at the rule A2φ2 → A1φ2.

• Rule Then: In such a case, A2 = A′∪{{if u = v then P else Q}} and A1 = A′∪{{P}}.
We define w = w2.(u

?
= v).

• Rule Else: In such a case, A1 = A′ ∪ {{if u = v then P else Q}} and A1 = A′ ∪ {{Q}}.

We define w = w2.(u
?

6= v).

• Otherwise, we define w = w2

Let φ1 = φ2 and P1 = P2. In the case of the rule Then (resp. Else), A2φ2 → A1φ2 implies
that uφ2

.
= vφ2 (resp. uφ2 6

.
= vφ2). Hence (P2, φ2) →

(u
?
=v)

(P1, φ1) (resp. (P2, φ2) →
(u

?
6=v)

(P1, φ1)) and so (P , φ)
w−→ (P1, φ1).

Let us now take ξ, ζ recipes such that vars(ξ, ζ) ⊆ dom(φ1) and (P ′, φ′) w2−→ (P ′2, φ′2)→a

(P ′1, φ′1)→
ξ
?
=ζ

(P ′1, φ′1) with a being either (u
?
= v) or (u

?

6= v) or τ following the rule applied

on A2φ2 → A1φ2. If a = τ then we trivially have that (P ′2, φ′2) = (P ′1, φ′1) and A2φ
′
2 → A1φ

′
1.

Hence, P ′2 ∪ A2φ
′
2 → P ′2 ∪ A1φ

′
1 and so the result holds.

If a = (u
?
= v) (resp. (u

?

6= v)) then (P ′2, φ′2)→a (P ′1, φ′1) implies that (P ′2, φ′2) = (P ′1, φ′1)
and uφ′1

.
= vφ′1 (resp. uφ′1 6

.
= vφ′1). Hence, A2φ

′
2 → A1φ

′
1 which allows us to conclude.

Case of the rule (Comm) between P2 (input) and A2φ2 (output): In such a case, we
have P2 = P3 ∪ {{in(c, x).P}} and A2 = A3 ∪ {{out(u, v).Q}} with Msg(vφ2), uφ2

.
= c,

P1 = P3 ∪ {{P{x→ vφ2}}} and A1 = A3 ∪ {{Q}}. Therefore by denoting φ1 = φ2, we have
(P2, φ2)→in(u,v) (P1, φ1). We define w = w2.in(u, v).

Let us now take ξ, ζ recipes such that vars(ξ, ζ) ⊆ dom(φ1) and (P ′, φ′) w2−→ (P ′2, φ′2)
→in(u,v) (P ′1, φ′1) →

ξ
?
=ζ

(P ′1, φ′1). By definition, we deduce that φ′1 = φ′2, P ′2 = P ′3 ∪
{{in(c′, x).P ′}}, P ′1 = P ′3 ∪ {{P ′{x→ vφ′1}}}, c′

.
= uφ′1 and Msg(vφ′1). This allows us to

conclude that P ′2 ∪ A2φ
′
2 → P ′1 ∪ A1φ

′
1.

Case of the rule (Comm) between P2 (output) and A2φ2 (input): In such a case, we have
P2 = P3∪{{out(c, t).P}} and A2 = A3∪{{in(u, axn+1).Q}} (w.l.o.g. we rename the variable to
axn+1 if |dom(φ1)| = n) with Msg(t), c

.
= uφ1, P1 = P3∪{{P}} and A1 = A3∪{{Q{x→ t}}}.
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As Msg(t) and c
.
= uφ1, we can notice that (P2, φ2)→out(u,axn+1) (P3∪{{P}}, φ2{axn+1 7→ t}).

By defining w = w2.out(u, axn+1), φ1 = φ2{axn+1 7→ t}, we have (P , φ)
w−→ (P1, φ1).

Let us now take ξ, ζ recipes such that vars(ξ, ζ) ⊆ dom(φ1) and (P ′, φ′) w2−→ (P ′2, φ′2)
→out(u,axn+1) (P ′1, φ′1) →

ξ
?
=ζ

(P ′1, φ′1). By definition, P ′ = P ′3 ∪ {{out(c′, t′).P ′}}, Msg(t′),

c′
.
= uφ′1, P ′1 = P ′3∪{{P ′}} and φ′1 = φ′2{axn+1 7→ t′}. This allows us to obtain P ′2∪A2φ

′
2 →

P ′1 ∪ A1φ
′
1.

Proposition 6. Let P ,Q ∈MPnp.

(P ,∅) ≤tr (Q,∅) iff
∀Adv ∈MPnp s.t. fn(Adv) ⊆ Npub. ∀c ∈ Npub.
RProbR(P ∪ Adv, ↓c) ≤ RProbR(Q∪ Adv, ↓c)

Proof. To show that may-testing implies trace equivalence, we rely on Lemma 12. Indeed,
a trace w = a1 . . . an can be seen as a formula F = a1.a2. . . . an.>. In particular, (P ,∅)

w−→
(P1, φ1) if and only if (P ,∅) |= F . Hence, by taking ok ∈ Npub such that ok 6∈ fn(w,P ,Q),
we can apply Lemma 12 to obtain that RProbRr(P ∪AdvokF,0, ↓ok) = 1. By hypothesis, we
deduce that RProbRr(Q ∪ AdvokF,0, ↓ok) = 1 and so (Q,∅) |= F once again by Lemma 12.

This allows us to conclude that (Q,∅)
w−→ (Q1, φ

′
1).

To show that trace equivalence implies may-testing. Let us consider a non-probabilisitic
A ∈MP such that fn(A) ⊆ Npub. Let c ∈ Npub.

Assume that RProbRonr(P ∪ A, ↓ c) 6= 0 (otherwise the result trivially holds). Thus
RProbRonr(P ∪A, ↓c) = 1 and so P ∪Adv → P ′ ∈↓c. By Lemma 58, there exists (P1, φ1) ∈
SP`, and adversarial process Adv1 for dom(φ1) and a trace w such that P ′ = P1∪Adv1φ1,
(P ,∅)

w−→ (P1, φ1) and for all recipes ξ, ζ, if vars(ξ, ζ) ⊆ dom(φ1) and ξφ1
.
= ζφ1 then

(Q,∅)
w−→ (Q1, φ

′
1)→

ξ
?
=ζ

(Q1, φ
′
1) implies Q∪ Adv →∗ Q1 ∪ Adv1φ

′
1 (20)

If Adv1φ1 ∈ ↓c then Adv1 = Adv2 ∪ {{out(u, t).P}} with uφ1
.
= c. Consider the trace

w′ = w.(u
?
= c). We thus have (P ,∅)

w′−→ (P1, φ1). Since (P ,∅) ≤tr (Q,∅) then there

exists (Q,∅)
w.(u

?
=c)−−−−→ (Q2, φ

′
2). Therefore, we have (Q,∅)

w−→ (Q1, φ
′
1) →

u
?
=c

(Q1, φ
′
1)

ε−→
(Q2, φ

′
2). We deduce that Q∪A→∗ Q1 ∪A1φ

′
1 and uφ′1

.
= c. Therefore, A1φ

′
1 ∈ ↓c and so

Q1 ∪ A1φ
′
1 ∈ ↓c. This allows us to conclude that RProbRonr(Q∪ A, ↓c) = 1.

If P1 ∈↓c then P1 = P2∪{{out(u, t).P}} with u
.
= c and Msg(t). Hence (P1, φ1)→out(c,axn+1)

(P2 ∪ {{P}}, φ1{axn+1 7→ t}). Since (P ,∅) ≤tr (Q,∅) then there exists (Q,∅)
w.out(c,axn+1)−−−−−−−−→

(Q3, φ
′
3). Therefore, (Q,∅)

w−→ (Q1, φ
′
1) →out(c,axn+1) (Q2, φ

′
2)

ε−→ (Q3, φ
′
3). But (Q1, φ

′
1)

→out(c,axn+1) (Q2, φ
′
2) implies that Q1 = Q′ ∪ {{out(u′, t′).P ′}} with c

.
= u′ and Msg(t′).

Hence Q1 ∈ ↓c. By applying Equation (20) with ξ = ζ = c, we deduce that Q ∪ Adv →∗
Q1 ∪ Adv1φ

′
1 which allows us to conclude that RProbRonr(Q∪ A, ↓c) = 1.

H Fully probabilistic processes
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Lemma 16. Let ok ∈ Npub. Let (P , φ) be a purely probabilistic process. Let Adv be a
fully determinate adversarial process such that fv(Adv) ⊆ dom(φ).

RProbRnr(No)(P ∪ Advφ, ↓ok) = RProbRnr(No)(P , ↓ok) + (1− RProbRnr(No)(P , ↓ok))×∑
(α,w)∈Trok(Adv,|dom(φ)|) α · ProbRnr(N`)((P , φ), w)

Proof. Using the property of maximal schedulers of Proposition 10, we know that there
exists a maximal scheduler (corr, R) in Rnr(N

o) such that RProbRnr(No)(P ∪ Advφ, ↓ok) =
RProbR(s, corr−1(↓ok)) where corr(s) = P ∪ Advφ.

Moreover we can suppose that corrR is simply the identity. It is because, we can see
that there always exists a maximal resolution where corrR is the identity. Hence, we obtain:

RProbRnr(No)(P ∪ Advφ, ↓ok) = RProbR(P ∪ Advφ, ↓ok)

We will show in fact that from R, we can build a maximal resolution in Rnr(N
`), that we

denote B`(R) such that:

RProbR(P ∪ Advφ, ↓ok) = RProbRnr(No)(P , ↓ok) + (1− RProbRnr(No)(P , ↓ok))×∑
(α,w)∈Trok(Adv,|dom(φ)|) α · ProbB`(R)((P , φ), w)

Finally, as we only consider finite processes without replication, if we restrict the sets of R
to the processes reachabable from P ∪ Advφ, i.e. P ∪ Advφ→∗ P ′ then R is finite. Thus:

RProbR(s, T ) =


1 if s ∈ T
0 if s 6∈ T ∧ trans(s) = ?∑

u∈supp(D) D(u) · RProbR(u, T ) if s 6∈ T ∧ trans(s) = D

We do a proof by induction on the sub-scheduler starting from P ∪ Advφ.

Case P ∪Advφ ∈↓ok: In such a case, either there exists out(u, v);P ∈ P such that u
.
= ok

or Adv = out(u′, v′);Adv′ with u′φ
.
= ok. In the former case, we deduce that for any

maximal scheduler R′ starting from P , RProbR′(P , ↓ ok) = 1. By taking Bo(R) = R′ and
B`(R) any maximal scheduler starting from (P , φ), we conclude. In the latter case, we

have by construction that Trok(Advφ, |dom(φ)|) = {{(pi, (u′ 6
?
= ok).in(u′, axn+1).wi)}}mi=1 ∪

{{(1, u′ ?
= ok)}} when Trok(Adv, n) = {{(pi, wi)}}mi=1. As u′φ

.
= ok, we deduce that for all

i ∈ {1, . . . ,m}, ProbRnr(N`)((P , φ), (u′ 6 ?= ok).in(u, axn+1).wi) = 0. Hence, by taking any
maximal scheduler B`(R), we have:∑

(α,w)∈Trok(Adv,|dom(φ)|)

α · ProbB`(R)((P , φ), w) = ProbB`(R)((P , φ), (u′
?
= ok)) = 1

By taking any maximal scheduler Bo(R) and by denoting β = RProbBo(R)(P , ↓ ok), we
have:

RProbR(P ∪ Advφ, ↓ok) = β + (1− β) ∗
∑

(α,w)∈Trok(Adv,|dom(φ)|) α · ProbB`(R)((P , φ), w)

= β + (1− β) = 1
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Case P∪Advφ 6∈↓ok and trans(P∪Advφ) = ?: As R is maximal, we deduce that there is no
possible transition on P ∪Advφ. Hence, all processes in P starts by an input or an output
(no τ transition) and either Adv = 0 or Adv = in(c, x);Adv′ or Adv = out(c, u);Adv′

with cφ 6 .= ci for all i ∈ {1, . . . , n}. Moreover, when Adv = out(c, u);Adv′, cφ 6 .= ok. By
construction, we deduce that for all (α,w) ∈ Trok(Adv, |dom(φ)|), ProbRnr(N`)((P , φ), w) =
0. Hence by taking any maximal scheduler as B`(R), we deduce that:∑

(α,w)∈Trok(Adv,|dom(φ)|)

α · ProbB`(R)((P , φ), w) = 0

Moreover, since all processes in P starts by an input or an output (no τ transition) and
they have distinct channels, we deduce that for any maximal scheduler Bo(R) from P with
transition function trans′, we have trans′(P) = ?. Hence, RProbBo(R)(P , ↓ ok) = 0 which
allows us to conclude.

Case P ∪ {{Advφ}} 6∈↓ ok and trans(P ∪ {{Advφ}}) = D: In such a case, we have four
possibilities with respect to the transition trans(P ∪ {{Advφ}}) = D:

• τ transition on P : In such a case, we have either D = δQ∪{{Advφ}} where P τ−→ Q
is either conditional or a name restriction; or P = {{P1 +p P2}} ∪ P ′ and D = p ·
δQ1∪{{Advφ}} + (1− p) · δQ2∪{{Advφ}} with Q1 = {{P1}} ∪ P ′ and Q2 = {{P2}} ∪ P ′.
In the first case, by definition, RProbR(Q∪{{Advφ}}, ↓ok) = RProbR(P∪{{Advφ}}, ↓
ok). Moreover, by applying our inductive hypothesis, we deduce that there exist a
scheduler R` such that

RProbR(Q∪ {{Advφ}}, ↓ok) = RProbRnr(No)(Q, ↓ok) + (1− RProbRnr(No)(Q, ↓ok))×∑
(α,w)∈Trok(Adv,|dom(φ)|) α · ProbR`((Q, φ), w)

By taking the maximal scheduler B`(R) that connects (P , φ) to (Q, φ) by the tran-
sition (P , φ)

τ−→ δ(Q,φ) (and behaves as R` everywhere else), we deduce that for all
(α,w) ∈ Trok(Adv, |dom(φ)|), ProbR`((Q, φ), w) = ProbB`(R)((P , φ), w). Similarly,
by Proposition 10, RProbRnr(No)(Q, ↓ ok) = RProbR′(Q, ↓ ok) for some R′ maxi-
mal. By taking the maximal scheduler R′′ that connects P to Q by the transition
P τ−→ δQ (and behaves as R′ everywhere else), we deduce that RProbR′(Q, ↓ ok) =
RProbR′′(P , ↓ok) = RProbRnr(No)(P , ↓ok). This allows us to conclude that.

Consider the second case i.e., P = {{P1 +p P2}}∪P ′ and D = p · δQ1∪{{Advφ}}+ (1− p) ·
δQ2∪{{Advφ}}. In that case, RProbR(P ∪ {{Advφ}}, ↓ok) = p · RProbR(Q1 ∪ {{Advφ}}, ↓
ok)+(1−p)·RProbR(Q2∪{{Advφ}}, ↓ok). Moreover, (P , φ)

τ−→ p·δ(Q1,φ)+(1−p)·δ(Q2,φ).

By inductive hypothesis, for all i ∈ {1, 2}, there exist schedulers R1, R2 such that:

RProbR(Qi ∪ {{Advφ}}, ↓ok) = RProbRnr(No)(Qi, ↓ok) + (1− RProbRnr(No)(Qi, ↓ok))×∑
(α,w)∈Trok(Adv,|dom(φ)|) α · ProbRi((Qi, φ), w)
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Actually, since by Proposition 11, all maximal resolutions on N` lead to the same
probability of reaching a trace, we can suppose R1 = R2. By taking the sched-
uler B`(R) that connects (P , φ) to (Q1, φ) with probability p and (P , φ) to (Q2, φ)
with probability 1 − p, (and behaves as R1 = R2 elsewhere) we deduce that for
all (α,w) ∈ Trok(Adv, |dom(φ)|), ProbB`(R)((P , φ), w) = p · ProbB`(R)((Q1, φ), w) +
(1− p) · ProbB`(R)((Q2, φ), w) = p · ProbR1((Q1, φ), w) + (1− p) · ProbR2((Q2, φ), w).
Similarly, we have that RProbRnr(No)(P , ↓ok) = p · RProbRnr(No)(Q1, ↓ok) + (1− p) ·
RProbRnr(No)(Q2, ↓ok).

To summarize, we have

–
∑

(α,w)∈Trok(Adv,|dom(φ)|) α · ProbB`(R)((P , φ), w) = p · β1 + (1− p) · β2

– βi =
∑

(α,w)∈Trok(Adv,|dom(φ)|) α · ProbRi((Qi, φ), w) for i = 1, 2

– RProbRnr(No)(P , ↓ok) = p · γ1 + (1− p) · γ2

– γi = RProbRnr(No)(Qi, ↓ok) for i = 1, 2

As RProbR(P∪{{Advφ}}, ↓ok) = p·RProbR(Q1∪{{Advφ}}, ↓ok)+(1−p)·RProbR(Q2∪
{{Advφ}}, ↓ok) = p·(β1+γ1)+(1−p)·(β2+γ2) = (p·β1+(1−p)·β2)+(p·γ1+(1−p)·γ2),
we conclude.

• Probabilistic choice on Advφ: In such a case, Adv = Adv1 +pAdv2 and Trok(Adv1 +p

Adv2, n) = {{(p · p1
k, w

1
k)}}

n1
k=1∪{{((1− p) · p2

k, w
2
k)}}

n2
k=1 when Trok(Advi, n) = {{(pik, wik)}}

ni
k=1

for i = 1, 2. Moreover, by definition:

RProbR(P∪{{Advφ}}, ↓ok) = p·RProbR(P∪{{Adv1φ}}, ↓ok)+(1−p)·RProbR(P∪{{Adv2φ}}, ↓ok)

By inductive hypothesis, for all i ∈ {1, 2}, there exist two maximal schedulers R1, R2

such that:

RProbR(P ∪ {{Adviφ}}, ↓ok) = RProbRnr(No)(P , ↓ok) + (1− RProbRnr(No)(P , ↓ok))×∑ni
k=1 p

i
k · ProbRi((P , φ), wik)

Note that thanks to our lemma on maximal resolutions, we can in fact suppose
that R1 = R2 since ProbR1((P , φ), w′) = ProbR2((P , φ), w′) for all w′. Let us take
B`(R) = R1. Thus, we obtain that:

RProbR(P ∪ {{Advφ}}, ↓ok) = RProbRnr(No)(P , ↓ok) + (1− RProbRnr(No)(P , ↓ok))×
(p ·

∑n1

k=1 p
1
k · ProbB`(R)((P , φ), w1

k)+
(1− p) ·

∑n2

k=1 p
2
k · ProbB`(R)((P , φ), w2

k))

Since Trok(Adv1 +p Adv2, n) = {{(p · p1
k, w

1
k)}}

n1
k=1 ∪ {{((1− p) · p2

k, w
2
k)}}

n2
k=1, we con-

clude.
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• Name restriction on Advφ: In such a case, Adv = new a;Adv′ with Trok(Adv, n) =
Trok(Adv′{b/a}, n) and b ∈ Npub fresh. Moreover, by definition:

RProbR(P ∪ {{Advφ}}, ↓ok) = RProbR(P ∪ {{Adv′{b/a}φ}}, ↓ok)

By applying the inductive hypothesis on P ∪ {{Adv′{b/a}φ}}, we directly conclude.

• Conditional branching on Advφ. We focus on the case where the transition corre-
sponds to the rule Then (the case of the rule Else is similar). Thus Adv = if u =

v thenAdv1 elseAdv2 and Trok(if u = v thenAdv1 elseAdv2, n) = {{(p1
k, (u

?
= v).w1

k)}}
n1
k=1∪

{{(p2
k, (u 6

?
= v).w2

k)}}
n2
k=1. Since the rule Then was applied, we have that uφ

.
= vφ.

Hence, for all k ∈ {1, . . . , n2}, ProbRnr(N`)((P , φ), (u 6 ?= v).w2
k) = 0 and for all

k ∈ {1, . . . , n1}, ProbRnr(N`)((P , φ), w1
k) = ProbRnr(N`)((P , φ), (u

?
= v).w1

k). By ap-
plying our inductive hypothesis on P ∪ {{Adv1φ}}, we directly conclude.

• Internal communication with output on Advφ and input on P : In such a case, Adv =

out(u, v);Adv′ and Trok(Adv, n) = {{(pi, (u 6
?
= ok).in(u, v).wi)}}mi=1 ∪ {{(1, u

?
= ok)}}

when Trok(Adv′, n) = {{(pi, wi)}}mi=1. Moreover, P = P ′ ∪ {{in(c, x);P}} with uφ
.
= c.

Finally, we deduce that D = δQ∪{{Adv′φ}} where Q = P ′ ∪ {{P{vφ/x}}}. Hence, by
definition, we deduce that:

RProbR(P ∪ {{Advφ}}, ↓ok) = RProbR(Q∪ {{Adv′φ}}, ↓ok)

Note that since P ∪ Advφ 6∈↓ ok, we know that ok 6 .= c and so ok 6= c. Thus, by

definition of the labeled semantics, we have (P , φ)
(ok 6 ?=u).in(u,v)−−−−−−−−→ (Q, φ). By applying

our inductive hypothesis, we deduce that there exist a scheduler R` such that

RProbR(Q∪ {{Adv′φ}}, ↓ok) = RProbRnr(No)(Q, ↓ok) + (1− RProbRnr(No)(Q, ↓ok))×∑
(α,w)∈Trok(Adv′,|dom(φ)|) α · ProbR`((Q, φ), w)

Recall that ok 6= c. Hence, by definition of purely probabilisitic processes, RProbRnr(No)(Q, ↓
ok) = RProbRnr(No)(P , ↓ok).

By taking the scheduler B`(R) that connect (P , φ) to (Q, φ) by the transitions

(P , φ)
in(u,v)−−−−→ (Q, φ) and then executes R`, we deduce that for all i ∈ {1, . . . ,m},

ProbR`((Q, φ), wi) = ProbB`(R)((P , φ), (ok 6 ?= u).in(u, v).w) which allows us to con-
clude.

• Internal communication with input on Advφ and output on P : In such a case,

Adv = in(u, x);Adv′ and Trok(Adv, n) = {{(pi, (u 6
?
= ok).out(u, axn+1).wi)}}mi=1 when

Trok(Adv′, n+1) = {{(pi, wi)}}mi=1. Moreover, P = P ′∪{{out(c, v);P}} with uφ
.
= c. Fi-

nally, we deduce that D = δQ∪{{Adv′φ′}} where Q = P ′ ∪{{P}} and φ′ = φ{axn+1 7→ v}.
Hence, by definition, we deduce that:

RProbR(P ∪ {{Advφ}}, ↓ok) = RProbR(Q∪ {{Adv′φ′}}, ↓ok)
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Note that since P ∪ Advφ 6∈↓ ok, we know that ok 6 .= c and so ok 6= c. Thus,

by definition of the labeled semantics, we have (P , φ)
(ok 6 ?=u).out(u,axn+1)−−−−−−−−−−−−→ δ(Q,φ′). By

applying our inductive hypothesis, we deduce that there exists a scheduler R` such
that

RProbR(Q∪ {{Adv′φ′}}, ↓ok) = RProbRnr(No)(Q, ↓ok) + (1− RProbRnr(No)(Q, ↓ok))×∑
(α,w)∈Trok(Adv′,|dom(φ′)|) α · ProbR`((Q, φ′), w)

Recall that ok 6= c. Hence, by definition of purely probabilisitic processes, RProbRnr(No)(Q, ↓
ok) = RProbRnr(No)(P , ↓ok).

By taking the scheduler B`(R) that connect (P , φ) to (Q, φ′) by the transition

(P , φ)
out(u,axn+1)−−−−−−−→ (Q, φ′) and then executes R`, we deduce that for all i ∈ {1, . . . ,m},

ProbR`((Q, φ′), wi) = ProbB`(R)((P , φ), (ok 6 ?= u).out(u, axn+1).wi) which allows us to
conclude.
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