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ABSTRACT
Acoustic scene classification systems face performance degradation when trained and tested on data recorded by different devices. Unsupervised domain adaptation methods have been studied to reduce the impact of this mismatch. While they do not assume the availability of labels at test time, they often exploit parallel data recorded by both devices, and thus are not fully blind to the target domain. In this paper, we address a more practical scenario where parallel data are not available. We thoroughly analyze the impact of normalization and moment matching strategies to compensate for the linear distortion introduced by the recording device and propose their integration with adversarial domain adaptation to handle the remaining non-linear distortion. Experiments on the DCASE Challenge 2018 Task 1B dataset show that the proposed integrated approach considerably reduces domain mismatch, reaching an accuracy in the target domain close to that obtained in the source domain.

Index Terms— Acoustic scene classification, adversarial domain adaptation, feature normalization, moment matching

1. INTRODUCTION
Acoustic Scene Classification (ASC) consists of identifying the acoustic environment in which an audio signal was captured [1]. The growing interest for ASC in recent years has led it to be the core task of acoustic monitoring applications.

When the acoustic conditions at test time differ from those considered during model training, ASC systems may exhibit performance degradation due to a shift between the data distributions. A well-studied cause of mismatch is the use of different data acquisition hardware, which prevents generalization to data captured with unseen recording devices.

The ASC task with mismatched recording devices has been widely popularized by the Detection and Classification of Acoustic Scenes and Events (DCASE) Challenge Task 1 series [2–4], which provides a dataset with a large number of recordings from a source device but only a limited amount of data from target devices. The primary goal has been to improve generalization on the underrepresented devices. Supervised machine learning algorithms have been proposed to account for the data imbalance problem and are often combined with data augmentation, regularization and fine-tuning approaches [5–7]. As the dataset contains recordings captured simultaneously by the source and target devices, some methods leverage these parallel data to compensate for the effects of the frequency responses of the devices [8–10].

A few works have also used this dataset to investigate the more practical scenario where recordings of the source and target devices are available, but only the source recordings are labeled. To improve generalization on the target devices, they have applied unsupervised domain adaptation (UDA) methods [11–13]. In particular, adversarial domain adaptation [13] has proven to be effective [14–15]. Despite its effectiveness, it requires a large number of recordings from the target device to carry out the adaptation process. Furthermore, the adaptation process could implicitly benefit from the parallel data present in the dataset, or explicitly use these data to ease generalization [16–17]. To overcome these limitations, band-wise statistical matching (BSWM) was introduced as a simple, linear UDA method for ASC that does not require any adaptation stage [18–19]. The integration of this method with non-linear, learning-based UDA methods has not been explored.

In this paper, we thoroughly analyze the impact of various feature normalization and moment matching strategies to compensate for the domain shift due to mismatched recording devices (among which BSWM is a particular case), without assuming the availability of parallel source and target device data. Using the development set of the DCASE Challenge 2018 Task 1B, we show experimentally the individual scopes and limitations of such techniques, as well as their integration with adversarial domain adaptation strategies to further improve generalization in the target domain.

2. PROBLEM FORMULATION
2.1. Linear distortion model
Let us denote by \( x_{nmk} \) the log-magnitude short-time Fourier transform (STFT) coefficients in time frame \( m \) and frequency bin \( k \) of the actual (undistorted) signal of some acoustic scene indexed by \( n \), and by \( x_{dnmk} \) the log-magnitude STFT coefficients of the same signal captured by some recording device \( d \) with time-invariant linear magnitude frequency response \( h_{dk} \). Assuming that there is no other distortion, the captured acoustic scene can be expressed as \( x_{dnmk} = x_{nmk} + \log h_{dk} \). The undistorted signal \( x_{nmk} \) can therefore be recovered as

\[
\hat{x}_{dnmk} = x_{dnmk} - \log h_{dk}.
\] (1)

We keep index \( d \) in the notation \( \hat{x}_{dnmk} \) to emphasize the fact that this estimate was obtained from device \( d \). In practice \( h_{dk} \) is unknown, hence \( \hat{x}_{dnmk} \) must be obtained from \( x_{dnmk} \) only.
2.2. Moment normalization

Moment normalization consists of applying a domain-dependent linear transform to the data in the source and target domains so that their first- and second-order moments are fixed. Mean normalization is the simplest form of this technique. It consists of subtracting the average log-magnitude spectrum

\[ \mu_{dk} = \frac{1}{NM} \sum_{n=1}^{N} \sum_{m=1}^{M} x_{dnmk} \]

of the data recorded by each device \( d \) from the original data:

\[ x_{\text{MN}}^{\text{MN}} = x_{dnmk} - \mu_{dk}. \]

This is equivalent to (1), where \( \mu_{dk} \) can be seen as an estimate of \( \log h_{dk} \) up to an arbitrary frequency response which is common to all devices.

Mean and variance normalization (a.k.a. standardization) additionally requires the computation of the sample standard deviation

\[ \sigma_{dk} = \sqrt{\frac{1}{NM} - \frac{1}{NM} \sum_{n=1}^{N} \sum_{m=1}^{M} (x_{dnmk} - \mu_{dk})^2} \]

of the data for each device \( d \). Normalization is achieved by

\[ x_{\text{MVN}}^{\text{MVN}} = \frac{x_{dnmk} - \mu_{dk}}{\sigma_{dk}}. \]

Although not addressing any specific physical distortion, this is a common preprocessing step in machine learning [20, 21].

2.3. Moment matching

Unlike moment normalization, moment matching does not eliminate the distortion due to the recording device \( d \) from the source data. Instead, it transforms the target data recorded by some other device \( d' \) so that its first- and second-order moments match those of the source data.

Matching the means of \( x_{dnmk} \) and \( x_{d'nmk} \) can be achieved by removing from \( x_{d'nmk} \) the distortion due to device \( d' \) as in (1), and then introducing the distortion due to device \( d' \):

\[ \hat{x}_{d'nmk}^{\text{MM}} = x_{d'nmk} - \mu_{d'k} + \mu_{dk}. \]

After moment matching, \( x_{dnmk} \) and \( x_{d'nmk}^{\text{MM}} \) share the same sample mean, which according to (1) should suffice to transfer the distortion from one device to another. In practice, further robustness may be obtained by also matching the variances. This is achieved by first normalizing the mean and variance of \( x_{d'nmk}^{\text{MM}} \) as in (5), and then scaling and shifting the standardized frequency bands by \( \sigma_{dk} \) and \( \mu_{dk} \):

\[ \hat{x}_{d'nmk}^{\text{MVN}} = \frac{(x_{d'nmk}^{\text{MM}} - \mu_{d'k})\sigma_{d'k}}{\sigma_{dk}} + \mu_{dk}. \]

2.4. Adversarial domain adaptation (ADA)

The four linear moment normalization or moment matching techniques above improve robustness to linear filtering of the acoustic scene, however they fail to compensate for non-linear mismatches, e.g., reverberation or phase distortion.

To mitigate these non-linear mismatches, we follow the unsupervised domain adaptation method proposed for ASC in [15]. The general framework is a two-step adversarial domain adaptation process based on the Wasserstein generative adversarial networks (WGAN) formulation [22]. It relies on three deep neural network-based models: a feature extractor \( g \), a classifier \( f \) which outputs the vector of posterior probabilities of all ASC classes, and a discriminator \( h \) which outputs the posterior probability that the input data is from the target (as opposed to the source) domain. We regard as source domain data \( X = \{ x_{dnmk} \}_{n=1}^{N} \) the acoustic scenes from device \( d \), with one-hot labels \( y \) of the considered classes. We regard as target domain data \( Y = \{ x_{d'nmk} \}_{n=1}^{N} \) the acoustic scenes recorded by some other device \( d' \), without class labels. Starting from a pre-trained feature extractor \( g^* \) and a classifier \( f^* \) trained on source data, the goal is to regularize the feature extractor \( g \) using the discriminator \( h \) so that it produces features \( g(X') \) and \( g(Y') \) which exhibit the same distribution across domains.

**Pretraining:** In the first step, we obtain the pre-trained feature extractor \( g^* \) and label classifier \( f \) from the source domain data by minimizing

\[ L_s = - \sum_{n=1}^{N} y_n^s \cdot \log(f(g^*(X_n^s))) \]

where \( \cdot \) denotes the dot product.

**Adaptation:** In the second step, the feature extractor \( g \) is initialized as the pretrained model \( g^* \), and \( g \) and \( h \) are jointly optimized on source and target domain data by minimizing

\[ L_h = \sum_{n=1}^{N} h(g^*(X_n^s)) - \sum_{n=1}^{N} h(g(X_n^t)) \]

\[ L_y = \sum_{n=1}^{N} h(g(X_n^t)) - \sum_{n=1}^{N} y_n^t \cdot \log(f(g(X_n^t))) \]

to enforce domain-invariant distributions. The second term in (9) is a classification loss that prevents \( g \) from losing performance on the source domain data. Following [15], \( L_h \) and \( L_y \) are iteratively minimized by updating \( h \) according to the gradient of (9) w.r.t. \( h \) with \( g \) fixed, and updating \( g \) according to the gradient of (10) w.r.t. \( g \) with \( h \) fixed.

**Inference:** After adaptation, \( g \) and \( f \) are used to classify acoustic scenes from both source and target devices.

2.5. Conditional adversarial domain adaptation (CADA)

The above adversarial domain adaptation strategy aligns the marginal distributions of the source- and target-domain features, but not their class-conditional distributions. Following [23], an alternative adversarial domain adaptation formulation that enforces the joint distribution alignment of features and ASC classes is to condition the domain discriminator \( h \) on the class-posteriors from \( f \) with the joint variable \( w(X) = g(X) \odot f(g(X)) \) which aims to capture the multimodal information of \( g \) and \( f \). Introducing the multilinear mapping through \( w(X) \), the losses in (9) and (10) become

\[ L_h = \sum_{n=1}^{N} h(w^*(X_n^s)) - \sum_{n=1}^{N} h(w(X_n^t)) \]

\[ L_y = \sum_{n=1}^{N} h(w(X_n^t)) - \sum_{n=1}^{N} y_n^t \cdot \log(f(g(X_n^t))). \]
3. EVALUATION SETUP

3.1. Dataset

In order to assess the impact of moment normalization and moment matching, as well as their integration with adversarial domain adaptation, we perform experiments on the development dataset of the DCASE Challenge 2018 Task 1B. The dataset comprises 10 s acoustic scenes recorded in six European cities using three different recording devices, namely devices A, B and C. From each acoustic scene, we extracted 64-dimensional log-Mel spectra, using a Hamming window of 2048 samples (46 ms) and a hop size of 1024 samples (23 ms), leading to an overlap of 50% across frames. Each acoustic scene is categorized by one of the following labels: *airport*, *bus*, *metro*, *metro station*, *park*, *public square*, *shopping mall*, *street pedestrian*, *street traffic*, and *tram*. The dataset contains a total of 28 hours of audio out of which 24 hours are from device A, 2 hours from device B, and 2 hours from device C. We follow the same setup as in [14,15,19], except that we discard the subset of recordings from device A which are parallel to recordings from devices B and C. In the original setup, 8.8% of parallel data is randomly distributed in the training and validation sets of device A. These parallel recordings raise two issues in the context of UDA: first, in the adaptation step, the model could discriminate distortions between parallel recordings more easily; second, in the inference step, the parallel recordings from the target devices could be considered by the model as transformed examples of acoustic scenes already seen during training, thus making their classification easier. All previous works on UDA for ASC using this setup suffer from these issues.

To address UDA in the fully blind setting where a pretrained ASC system must be deployed on devices with unknown microphone responses, the assumption of the availability of parallel recordings is not realistic. Accordingly, our setup without parallel recordings comprises 5,024 training audio scenes from the source device A, and 486 for each target device B and C. The validation set comprises 558 acoustic scenes from the source device A, and 54 acoustic scenes from each target device B and C. The test set is composed of 2,518 acoustic scenes from device A, and 180 acoustic scenes from each target device B and C.

3.2. Model and training

We employ the model architecture referred to as “Kaggle” in [14,15,19]. The feature extractor $g$ consists of five convolutional neural network (CNN) layers, with square kernel shapes of widths 11, 5, 3, 3, 3, and 48, 128, 192, 192, 128 channels. The stride is (2, 3) for the first two layers and (1, 1) for the rest. All layers are followed by rectified linear unit (ReLU) activation, and the first two and last layers use batch normalization and max pooling, with square kernels of width 2 and a stride of (1,2), (2,2),(1,2). The label classifier $f$ consists of two linear layers with ReLU activations followed by a linear layer with softmax activation. The domain discriminator $h$ consists of a linear layer with ReLU activation followed by a linear layer without activation. The RMSProp optimizer is used with a learning rate of $5 \times 10^{-5}$. We use a batch size of 16 and the feature classifier $g$ was trained for 300 epochs.

1In practice, experiments with parallel data (not shown here) resulted in a higher mean accuracy for 72 out of the 90 results reported in Table 2 out of which 8 were statistically significant.

2Applying MVM alone at inference time is equivalent to BWSM in [19]. The results differ from [15] and [19] due to discarding parallel data and not standardizing the data using the average statistics of devices A, B and C.

Fig. 1. Proposed integration of moment normalization and/or matching with adversarial domain adaptation methods. a) Pretraining. b) Adaptation: the dashed line allows conditional adversarial domain adaptation (CADA). If removed, the strategy corresponds to adversarial domain adaptation (ADA). c) Inference. Gray boxes indicate the elements which are not optimized in the corresponding step.

3.3. Experiments

We carry out experiments to analyze the impact of moment normalization and moment matching used alone or in combination with adversarial domain adaptation (ADA) or conditional adversarial domain adaptation (CADA). More specifically, we transform the source device data by mean normalization (MN) or mean and variance normalization (MVN) in the pretraining step. At inference time, we transform the target device data by the same MN of MVN strategy when it was applied in the pretraining step, or by mean matching (MM) or mean and variance matching (MVM) when no normalization was applied in the pretraining step. In addition, a hybrid mean normalization and variance matching strategy is also tested, where mean normalization is applied to the source and target data and the variances are subsequently matched. In the adaptation step, the above strategies are used to transform the target data prior to ADA or CADA. We also evaluate ADA and CADA alone for comparison. Figure 2 illustrates the proposed integration of moment normalization and/or matching with adversarial domain adaptation methods at each of these three steps.

For ADA/CADA, we consider devices B and C as one domain, because the amount of training data from each device is small [15]. By contrast, we perform moment normalization and matching in two settings: *device-independent*, in which we regard devices B and C as one domain and transform the data using the average sample statistics of the two devices, and *device-dependent*, in which we regard B and C as two distinct domains and transform the data using their respective statistics. When no moment normalization/matching is performed, the system is categorized as device-independent.
Table 1. Average ASC accuracy (%) and standard deviation (in parentheses) on the test set achieved over 20 training runs. Bold numbers show the best statistically significant (p-value < 0.05) results in the target domain.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>source</td>
<td>target</td>
</tr>
<tr>
<td>-</td>
<td>ADA</td>
<td>-</td>
<td>-</td>
<td>59.3(5.1)</td>
<td>13.6(2.3)</td>
</tr>
<tr>
<td></td>
<td>CADA</td>
<td>-</td>
<td>-</td>
<td>N/S</td>
<td>N/S</td>
</tr>
<tr>
<td>MN</td>
<td>-</td>
<td>MN</td>
<td>-</td>
<td>62.5(2.0)</td>
<td>43.5(2.3)</td>
</tr>
<tr>
<td>MN</td>
<td>MN-ADA</td>
<td>MN</td>
<td>MN</td>
<td>64.7(1.0)</td>
<td>50.8(1.6)</td>
</tr>
<tr>
<td>MN</td>
<td>MN-CADA</td>
<td>MN</td>
<td>MN</td>
<td>64.5(1.1)</td>
<td>51.6(1.3)</td>
</tr>
<tr>
<td>MVN</td>
<td>-</td>
<td>MVN</td>
<td>-</td>
<td>62.3(1.9)</td>
<td>41.8(1.0)</td>
</tr>
<tr>
<td>MVN</td>
<td>MVN-ADA</td>
<td>MVN</td>
<td>MVN</td>
<td>64.8(1.4)</td>
<td>52.0(1.2)</td>
</tr>
<tr>
<td>MVN</td>
<td>MVN-CADA</td>
<td>MVN</td>
<td>MVN-CADA</td>
<td>64.3(1.3)</td>
<td>52.7(1.6)</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>MM</td>
<td>-</td>
<td>59.3(5.1)</td>
<td>37.3(5.5)</td>
</tr>
<tr>
<td>-</td>
<td>ADA</td>
<td>-</td>
<td>ADA</td>
<td>62.3(2.0)</td>
<td>41.3(2.0)</td>
</tr>
<tr>
<td>-</td>
<td>MM</td>
<td>-</td>
<td>MM</td>
<td>62.1(2.8)</td>
<td>47.0(2.3)</td>
</tr>
<tr>
<td>-</td>
<td>MM-CADA</td>
<td>MM</td>
<td>MM-CADA</td>
<td>61.0(6.5)</td>
<td>40.3(2.0)</td>
</tr>
<tr>
<td>-</td>
<td>MVM</td>
<td>-</td>
<td>MVM</td>
<td>62.5(1.5)</td>
<td>48.9(2.2)</td>
</tr>
<tr>
<td>MN</td>
<td>-</td>
<td>MNVM</td>
<td>-</td>
<td>64.2(2.4)</td>
<td>42.3(4.3)</td>
</tr>
<tr>
<td>MN</td>
<td>MN-ADA</td>
<td>MNVM</td>
<td>MN-ADA</td>
<td>64.7(1.0)</td>
<td>48.6(1.9)</td>
</tr>
<tr>
<td>MN</td>
<td>MN-CADA</td>
<td>MNVM</td>
<td>MN-CADA</td>
<td>64.1(1.6)</td>
<td>49.4(1.2)</td>
</tr>
<tr>
<td>MNV</td>
<td>-</td>
<td>MNVM-ADA</td>
<td>MNVM</td>
<td>64.2(1.8)</td>
<td>50.6(1.1)</td>
</tr>
<tr>
<td>MNV</td>
<td>MNVM-CADA</td>
<td>MNVM-ADA</td>
<td>MNVM-CADA</td>
<td>64.0(1.9)</td>
<td>51.7(1.1)</td>
</tr>
</tbody>
</table>

4. RESULTS AND DISCUSSION

The results are reported in Table 1. The accuracy of the system pretrained on unnormalized data reaches 59.3% on unnormalized source domain data, but drops to 13.6% on unnormalized target domain data (1st row).

Adversarial domain adaptation methods with unnormalized data (2nd and 3rd rows) boost accuracy by up to 26% absolute in the target domain and by up to 3% absolute in the source domain. CADA obtains significantly higher average accuracies than ADA (p-value < 0.05) for the conditions in the 3rd, 14th, 19th and 24th rows in the device independent setting, and for those in the 14th, 19th and 22nd rows in the device-dependent setting.

Adapting the system pretrained on unnormalized data through moment matching (MM or MVM) increases the accuracy in the target domain by up to 25% absolute in the device-independent setting and by 36% absolute in the device-dependent setting (10th and 15th rows). These results show that moment matching effectively transfers distortions from one device to another. In both settings, MM and MVM are not statistically different.

Pretraining the system on normalized data (MN or MVN) and applying the same normalization during inference is sufficient to largely correct the mismatch between the source and target distributions by removing linear distortions introduced by the recording device. The system’s performance in the target domain increases by up to 30% absolute in the device-independent setting and by 37% absolute in the device-dependent setting (4th and 7th rows). In the former setting MN outperforms MVN, while in the latter normalizing by MN or MVN is similarly effective.

By integrating moment normalization or moment matching with adversarial methods, the gap between the source and target domains is further reduced. The best accuracy achieved in the target domain is 53% in the device-independent setting and 60% in the device-dependent one. Such large mismatch correction is obtained by standardizing the source and target data during adaptation regardless of the adaptation method (MVN-ADA or MVN-CADA, 8th and 9th rows). An equally good performance is obtained by normalizing the means and matching the variances of the data during adaptation (MVN-ADA or MVN-CADA, 23rd and 24th rows) in the device-dependent setting. This shows that second-order moment normalization or matching help further improve the performance in the target domain compared to methods that use first-order statistics only.

Figure 2 shows the average accuracy in the target domain obtained by the adaptation strategies in Table 1. For each strategy, its accuracies in the device-independent and device-dependent settings are shown. Adaptation strategies combining moment normalization and/or matching with adversarial domain adaptation perform better than those lacking adversarial domain adaptation or that do not combine moment normalization and/or matching with adversarial domain adaptation. Among the best performing adaptation strategies, those that apply moment normalization and/or matching in all steps tend to outperform moment matching strategies applied in the adaptation and inference steps.

5. CONCLUSION

We experimentally assessed the impact of moment normalization and moment matching strategies as well as their integration with adversarial domain adaptation methods for acoustic scene classification. We showed that normalization strategies are particular instances of a linear distortion model that improve robustness to mismatched recording devices. The combination of moment normalization and/or matching with adversarial domain adaptation methods reduces remaining mismatch due to non-linear effects. Results indicate that such integration achieves a performance in the target domain close to that obtained in the source domain.
6. REFERENCES


