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#### Abstract

Given a graph $G=(V, E)$, a color set $C(v)$ for each vertex $v \in V$, a bipartite graph between color sets $C(u)$ and $C(v)$ for every edge $u v \in E$, Conflict Coloring consists in deciding whether there exists a conflict coloring, that is a coloring in which $c(u) c(v)$ is not an edge of the bipartite graph. Conflict Coloring is motivated by high-resolution determination of molecular assemblies. The graph represents the subunits and the interaction between them, the colors are the given conformations, and the edges of the bipartite graphs are the incompatible conformations of two subunits.

In this paper, we first establish the complexity dichotomies (polynomial vs NP-complete) for Conflict Coloring and its variants. We provide some experiments in which we build instances of Conflict Coloring associated to Voronoi diagram in the plane, and we then analyse the existences of a solution related to parameters used in our experimental setup.

CCS Concepts: $\bullet$ Theory of computation $\rightarrow$ Design and analysis of algorithms; Computational complexity and cryptography; Randomness, geometry and discrete structures; • Applied computing $\rightarrow$ Life and medical sciences;
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## 1 INTRODUCTION

Graph coloring problems. Given a graph $G=(V, E)$ such that each vertex $v$ is equipped with a color set $C(v)$, a coloring $c$ of $G$ is an assignment of colors to all vertices in $V$ such that $c(v) \in C(v)$ for all $v \in V$. If for any edge $u v \in E$, we are given a bipartite graph between color sets $C(u), C(v)$ (whose edges imply incompatible pairs of colors), a conflict coloring $c$ is a coloring in which $c(u) c(v)$ is not an edge of the bipartite graph. The problem for deciding whether there exists a conflict coloring of a given graph is called Conflict Coloring. Observe that the classical problem (Proper) Coloring is the case when the bipartite graph between color sets of any edge $u v$ form a perfect matching of edges joiniong the same color for $u$ and for $v$ (the sets of colors are the same for every vertex). In fact, a given bipartite graph

[^0]for each edge gives a binary relation between the two endpoints of this edge. Hence Conflict Coloring belongs to (binary) Constraint Satisfaction Problem (CSP). These two problems are formally presented in Section 2. CSP is a very general formalism to specify many problems in real life such as map-coloring, robotic [19], scheduling [6],... It then has been widely studied mostly in Artificial Intelligence and Operation Research. The NP-completeness of CSP motivates the interest in finding techniques to improve solvers (e.g. CPlex [20], and Choco [13]) which try to solve CSP instances as fast and efficient as possible. It is advantageouss to use available studies on CSP and apply to Conflict Coloring in particular and other combinatorial problems in general in application-side works.

Motivation from computational structural biology: structural determination of macromolecular assemblies. All biological phenomena (cognition, immune response, metabolism, etc) are based on interactions between biomolecules, namely proteins or nucleic acids [8,22]. In the sequel, we focus on molecular assemblies which involve of the order of tens of subunits, each typically involving hundreds of amino acids (for proteins) or bases (for nucleic acids). The first step in understanding the biological functions operated by such assemblies is to elucidate their structure, ideally at the atomic level-in which case the individual atomic positions are known precisely. However, because each atom has three Cartesian coordinates, such systems involve hundreds of thousands of degrees of freedom, posing experimental and modeling difficulties. On the experimental side, despite recent progresses in structure determination using X-ray crystallography and cryo-electron microscopy, large and/or flexible assemblies still cannot be solved routinely. On the modeling standpoint, the very large dimensionality precludes ab initio approaches, so that a multi-resolution - two stage approach based on low-resolution and then high-resolution models is called for. In a first step, a low-resolution model coding pairwise contacts between subunits is built [2,3]. Such a model is coded by an interaction graph whose vertices correspond to the individual subunits. In a second step, this graph is leveraged. To see how, assume that a finite set of high-resolution conformations has been computed for each individual subunit, and that a scoring function assessing the quality of the contact between two interacting conformations is available. In applying the scoring function to all pairs of interacting conformations (as coded in the interaction graph), the goal is to identify the individual conformations of the subunits.

The approach just described is the Discrete Optimization of Multiple INteracting Objects (Domino) approach introduced in [16]. It can be formalized as a graph coloring problem by considering a conformation of a subunit as a color of the corresponding vertex. Hence, the (decision) coloring problem consists in finding a coloring such that the sum of the weights is at least a given lower bound. The Domino problem has mostly been studied from biology point of view and some works are related to computational approaches. Despite the NP-completeness of Domino [17], there are methods to solve this problem with heuristic approaches, using tree decomposition [16, 24] or linear programming [25]. In this article, we study a new approach of Domino in which the score function is relaxed, Conflict Coloring.

Our contributions and paper overview. In this article, we study Conflict Coloring, the new approach of Domino in which the weight function is simplified (binary relations). This problem and variants are formally introduced in Section 2. Conflict Coloring is a particular case of Constraint Satisfaction Problem (CSP) which have studied in many communities. We provide some related works of its computational complexity approaches. In Section 3, we establish a dichotomy of complexity (P / NP-complete) for Conflict Coloring and its variants. Finally, in Section 4, we provide selected experiments on geometric instances of Conflict Coloring, based on Voronoi diagrams/Delaunay triangulations in the plane. This setup provides a simple and parameterizable scenario for the low/high-resolution
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reconstruction of molecular assemblies, making it possible to study the dependency between parameters of the model and the hardness/existence of solutions.

## 2 MODELS AND RELATED PROBLEMS

Let $G=(V, E)$ be an interaction graph representing a given assembly in which $V$ represents the set of subunits and $E$ is the set of contacts between them. We label the set of conformations for each subunit to a color set of the corresponding vertex in $V$. We assume that every vertex has the same number of colors which is an integer $k$, hence the set of colors is $[k]=\{1,2, \ldots, k\}$. For every $u v \in E$, the scoring function provides the edge-weighted complete bipartite graph $K_{u v}^{k}$ which is defined as follows: $V\left(K_{u v}^{k}\right)=\{(u, i), i \in[k]\} \cup\{(v, j), j \in[k]\}, E\left(K_{u v}^{k}\right)=\{(u, i)(v, j), i, j \in[k]\}$, and the weight function $w_{u v}^{k}: E\left(K_{u v}^{k}\right) \rightarrow \mathbb{R} \cup\{-\infty\}$. We denote by $w^{k}=\left\{w_{u v}^{k}, u v \in E\right\}$ the set of weight functions over all the edges $u v \in E$.
Hence, for every vertex $v \in V$, the vertex set $\{(v, i), i \in[k]\}$ represents the $k$ possible conformations of the subunit associated with $v$. For every $u v \in E$, the weight $w_{u v}^{k}((u, i)(v, j))$ represents the score between the $i$-conformation of $u$ and the $j$-one of $v$. Meaning by the scoring function, the higher the score, the better the connection between the two associated subunits.

In general, the number of colors is not the same for all vertices. However, we can easily change it so that all vertices have the same number $k$ of colors: it suffices to add extra "fake" colors and to assign weight $-\infty$ to all edges incident with these colors in the graph $K_{u v}^{k}$. It explains our assumption of the same number of colors for all vertices.

### 2.1 Conflict coloring

An important constraint, from computational structural biology, consists in having a lower bound $\lambda \in \mathbb{R}$ on the weight of every edge $u v \in E$. More precisely, the coloring $c$ must satisfy $w_{u v}^{k}((u, c(u)),(v, c(v))) \geq \lambda$ for every $u v \in E$. This constraint may imply a stable structure of the macromolecular assembly, that is without "bad connection" between two subunits.

To take into account such a constraint, we define a conflict $k$-graph $M_{u v}^{\lambda}$ for every edge $u v \in E$ as follows. $M_{u v}^{\lambda}$ is the subgraph of $K_{u v}^{k}$ such that $(u, c(u))(v, c(v)) \in E\left(M_{u v}^{\lambda}\right)$ if and only if $w_{u v}^{k}((u, c(u)),(v, c(v)))<\lambda$. We denote by $\mathcal{M}^{\lambda}=\left\{M_{e}^{\lambda}\right.$ for all $\left.e \in E\right\}$, the set of conflict $k$-graphs ( $k$-SoC). An edge $u v \in E$ is $\mathcal{M}^{\lambda}$-conflicting for a $k$-coloring $c$ if $(u, c(u))(v, c(v)) \in E\left(M_{u v}^{\lambda}\right)$, otherwise it is $\mathcal{M}^{\lambda}$-fulfilled.

The problem is then to solve the following problem with $\mathcal{M}=\mathcal{M}^{\lambda}$.

> | Fulfill Coloring. |
| :--- |
| Input: A graph $G=(V, E)$, an integer $k$, a $k$-SoC $\mathcal{M}$, and a positive integer $q$. |
| Question: Does there exist a $k$-coloring $c$ of $G$ with at least $q \mathcal{M}$-fulfilled edges? |

An important particular case of this problem is when $q=|E|$. In that case, the problem, called Conflict Coloring, is to determine whether $G$ is $\mathcal{M}$-conflict colorable, that is whether it admits a $k$-coloring with no $\mathcal{M}$-conflict edges. Such a coloring is called an $\mathcal{M}$-conflict coloring. This notion of conflict coloring was introduced by Dvořák and Postle [7] and Fraigniaud et al. [9].

We shall consider the restrictions of Fulfill Coloring, and Conflict Coloring to the case when $k$ is fixed. These are called Fulfill $k$-Coloring, and Conflict $k$-Coloring, respectively.


Fig. 1. Example of conflict coloring. A graph $G$ on four vertices (left) and a 3-SoC $\mathcal{M}$ of $G$ (right) with 3 colors yellow, blue and red; $M_{e} \in \mathcal{B}(3,2)$ : for every $e \in E(G)$ contains two edges. An $\mathcal{M}$-Conflict Coloring $c$ of $G$ is $c(a)=c(c)=c(d)=$ "blue", $c(b)=$ "red". Coloring $c$ is a solution of $\mathcal{B}(3,2)$-Conflict 3-Coloring.

We finally define variants of Fulfill Coloring and its restrictions, in which $\mathcal{M}$ is contained in some restricted family $\mathcal{B}$ of bipartite graphs. For example, $\mathcal{B}$-Conflict $k$-Coloring is the restriction of Conflict $k$-Coloring in which each conflict $k$-graph $M_{e}$ must belong to $\mathcal{B}$. We denote by $\mathcal{B}(n, m)$ the class of subgraphs of $K_{n, n}$ with $m$ edges. Figure 1 describes an instance of $\mathcal{B}(3,2)$-Conflict 3 -Coloring and a solution. When $\mathcal{B}$ is the family of matchings (i.e. bipartite graphs with maximum degree 1 ), $\mathcal{B}$-Conflict $k$-Coloring is known as correspondence coloring or DP-coloring. Since it is a generalization of the classical notions of coloring and list coloring, it has been extensively studied over the past five years (see e.g., $[4,7,15,18]$ ).

### 2.2 Relations to CSP

CSP is a very general problem an instance of is defined by a triple $(\mathcal{V}, \mathcal{D}, \mathcal{C})$ where $\mathcal{V}=\left\{V_{1}, \ldots, V_{n}\right\}$ is a set of variables, $\mathcal{D}=\left\{D_{1}, \ldots, D_{n}\right\}$ is a domain of values and $C=\left\{C_{1}, \ldots, C_{m}\right\}$ is a set of constraints. Each variable $V_{i}$ can take a value in its domain $D_{i}$. Every constraint $C_{j}$ is a triple ( $r_{j}, t_{j}, R_{j}$ ) where $r_{j}$ is a postive integer called arity of the constraint, $t_{j}$ is an $r_{j}$-tuple of variables and $R_{j}$ is an $r_{j}$-ary relation on $t_{j}$. An evaluation satisfies a constraint $\left(r_{j}, t_{j}, R_{j}\right)$ if the variables of $t_{j}$ are assigned values which satisfies $R_{j}$. An evaluation which satisfies all constraints is called a solution. Observe that $H$-coloring and Conflict Coloring are particular cases of binary CSP where all constraints are binary relations (on variable domains corresponding to the vertex colors).

A finite constraint language $\Gamma$ is a finite domain and a finite set of relations over this domain. $\operatorname{CSP}(\Gamma)$ is the constraint satisfaction problem where instances are only allowed to use constraints in $\Gamma$.

A bipartite conflict graph $M$ in a $k$-SoC $\mathcal{M}$ can be converted to a binary relation $R_{M}$ with $\left(c, c^{\prime}\right) \in R_{M} \Longleftrightarrow\left(c, c^{\prime}\right) \notin$ $E(M)$ for all $c, c^{\prime} \in[k]$. As a consequence we can reduce an instance of $k$-Conflict Coloring to the instance of CSP with variables $V(G)$ on domain $[k]$ and the set of constraints $\left\{R_{M_{u v}}, u v \in E(G)\right\}$ corresponding to the conflict edges. However, when $\mathcal{M}$ is restricted to a family $\mathcal{B}$ of bipartite graphs, the constraint language $\Gamma_{\mathcal{B}}=\left\{R_{M}, M \in \mathcal{B}\right\}$ gives a problem $\operatorname{CSP}\left(\Gamma_{\mathcal{B}}\right)$ with more instances than $\mathcal{B}$-Conflict $k$-Coloring, in other words $\mathcal{B}$-Conflict $k$-Coloring is a restriction of $\operatorname{CSP}\left(\Gamma_{\mathcal{B}}\right)$. Indeed, in $\operatorname{CSP}\left(\Gamma_{\mathcal{B}}\right)$ we can choose arbitrary constraints among the relations and, in particular, multiple constraints on the same couple of variables; let say they are represented as conflict graphs $M_{1}, \ldots, M_{\ell}$. So this would correspond in $\mathcal{B}$-Conflict $k$-Coloring to a conflict graph for the same pair of vertices which is the union of $M_{1}, \ldots, M_{\ell}$ (because CSP is a conjunction of constraints). From this reasoning we deduce the following:

Lemma 2.1. If $\mathcal{B}$ is closed by union, i.e. $M, M^{\prime} \in \mathcal{B} \Longrightarrow\left(M \cup M^{\prime}\right) \in \mathcal{B}$, then $\mathcal{B}$-Conflict $k$-Coloring is equivalent to $\operatorname{CSP}\left(\Gamma_{\mathcal{B}}\right)$ with $\Gamma_{\mathcal{B}}=\left\{R_{M}, M \in \mathcal{B}\right\}$.
Manuscript submitted to ACM
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As a consequence, complexity upper bounds on $\operatorname{CSP}\left(\Gamma_{\mathcal{B}}\right)$ apply to $\mathcal{B}$-Conflict $k$-Coloring, and complexity lower bounds on $\mathcal{B}$-Conflict $k$-Coloring apply to $\operatorname{CSP}\left(\Gamma_{\mathcal{B}}\right)$. When $\mathcal{B}$ is not closed by union, we cannot immediately apply the complexity lower bound results from $\operatorname{CSP}\left(\Gamma_{\mathcal{B}}\right)$.

### 2.3 Our contributions

We first study the computational complexity of Fulfill- $k$-Coloring, Conflict- $k$-Coloring and their restrictions on graph families $\mathcal{B}(k, m)$ in Section 3 .

If for every $u v \in E(G)$, the edge set of $M_{u v}$ is the matching $\{\{(u, i),(v, i)\} \mid i \in[k]\}$, then the graph is $\mathcal{M}$-conflict colorable if and only if it is $k$-colorable. Therefore $k$-Coloring is a particular case of Conflict $k$-Coloring. It is well-known that $k$-Coloring is NP-complete if and only if $k \geq 3$. Henceforth, the problems Conflict $k$-Coloring and Fulfill $k$-Coloring are NP-complete for all $k \geq 3$. Thus, the problems Conflict Coloring and Fulfill Coloring are NP-complete. We prove in Theorem 3.1 that Conflict 2-Coloring is polynomial-time solvable. On the other hand, Fulfill 2-Coloring is more general than Max Cut (decision version). This problem is given a graph and an integer, and aims to determine whether there is a partition of vertices into two disjoint sets such that there number of edges between them is at least the number. It is known to be NP-complete [14]. Therefore Fulfill 2-Coloring is also NP-complete.

We next study $\mathcal{B}(k, m)$-Fulfill $k$-Coloring and $\mathcal{B}(k, m)$-Conflict $k$-Coloring. We prove polynomial vs. NP dichotomy results with respect to the considered values $k$ and $m$. All those complexity results are summarized in Table 1 .

Remark 2.2. Given a coloring, we can easily check whether it satisfies the problems Fulfill-Coloring or ConflictColoring in polynomial time. Thus, these two problems are in NP and we only prove the NP-hardness of a NP-complete result.

|  | FUlFILL $k$-CoLORING | Conflict $k$-Coloring |
| :--- | :---: | :---: |
| $k=1$ | polynomial | polynomial |
| $k=2$ | NP-complete | polynomial |
| $k \geq 3$ | NP-complete | NP-complete |
|  | $\mathcal{B}(k, m)$-Fulfill $k$-Coloring | $\mathcal{B}(k, m)$-ConFLICT $k$-CoLORING |
| $m=0$ | polynomial | polynomial |
| $1 \leq m \leq k^{2}-3$ | NP-complete | NP-complete |
| $m \in\left\{k^{2}-1, k^{2}-2\right\}$ | NP-complete | polynomial |
| $m=k^{2}$ | polynomial | polynomial |

Table 1. Dichotomy results on conflict coloring.

The next section describes experimentation works. We first introduce our setup to build (geometric) instances of Conflict Coloring and then present some statistics which we obtain from our experiments. Namely, instances of Conflict Coloring are associated with Voronoi diagrams in the plane in which we retain as vertices those data points which have a finite Voronoi region. Then, we build a $k$-SoC $\mathcal{M}$ by generating a set of $k$ (randomly) perturbed polygons of the finite Voronoi polygon of a point, and given an intersection area threshold $\tau_{c}$, a conflict between two perturbed polygons of adjacent Voronoi regions is when their intersection area is greater than $\tau_{c}$ (detail in Section 4.1).

Hence, a random instance and a threshold $\tau_{c}$ yield a set of conflicts. The obtained statistics provide information on the relationship between the existence of a solution and thresholds which are derived from some local conditions.

We have also studied algorithms for solving the coloring problems and Domino. This is not in this paper but can be read in [21].

## 3 COMPLEXITY OF THE PROBLEMS

The aim of this section is to prove results in Table 1.

### 3.1 Unrestricted conflict coloring

We first establish the complexity of Conflict $k$-Coloring and Fulfill $k$-Coloring, and then consider the restrictions of the problems to the family $\mathcal{B}(k, m)$.

Conflict 1-Coloring and Fulfill 1-Coloring are trivial: there is only one possible color for each vertex, we just need to check which edges $e$ are fulfilled, that is such that $M_{e}$ is edgeless.
We now consider Conflict 2-Coloring and obtain the following.
Theorem 3.1. Conflict 2-Coloring is polynomial-time solvable.
Proof. Let $G=(V, E)$ be a graph and let $M_{u v}$ be the conflict 2-graph for each edge $u v \in E$. If there is an edge $e \in E$ such that $M_{e}=K_{2,2}$, then the answer is 'No' because $e$ cannot be fulfilled. If there is an edge $e \in E$ such that $M_{e}=K_{2,0}$ (edgeless graph), then $e$ is always fulfilled. Without loss of generality, we assume that the conflict 2-graph of every edge is neither $K_{2,2}$ nor $K_{2,0}$.
Now, from $G$ and the set of conflict 2-graphs $M_{u v}$ for each edge $u v \in E$, we construct a 2-Sat formula $\Phi$ as follows.
(1) For a vertex $v \in V$ and a color in $\{1,2\}$, create a variable $x_{v}$ for $(v, 1)$ and $\bar{x}_{v}$ for $(v, 2)$. So we denote by $\ell_{v}^{i}$ a literal of variable $x_{v}$, in which $\ell_{v}^{1}=x_{v}$ and $\ell_{v}^{2}=\bar{x}_{v}$.
(2) For an edge $u v \in E$ with $M_{u v}$, we create a clause gadget $C_{u v}=\bigwedge_{(u, i)(v, j) \in E\left(M_{u v}\right)}\left(\bar{\ell}_{u}^{i} \vee \bar{\ell}_{v}^{j}\right)$.

We will prove that $G$ admits a conflict coloring $c$ if and only if there is an assignment $\phi$ satisfying $\Phi$.
Observe that, for any $u v \in E(G)$, the clause gadget $C_{u v}$ contains a clause for each edge $(u, i)(v, j) \in M_{u v}$ which is the negation of $\left(\ell_{u}^{i} \wedge \ell_{v}^{j}\right)$. It implies that $c$ does not conflict on $u v$ by edge $(u, i)(v, j) \in M_{u v}$ if and only if $\neg\left(\ell_{u}^{i} \wedge \ell_{v}^{j}\right)$ is satisfiable by $\phi$. Thus, $u v$ is fulfilled by $c$ if and only if $C_{u v}$ is satisfiable by $\phi$.
Therefore, one can determine $c$ from $\phi$ by taking $c(v)=1($ resp. $c(v)=2)$ if $\phi\left(x_{v}\right)=$ true (resp. $\phi\left(x_{v}\right)=$ false).

In contrast to Conflict 2-Coloring, Fulfill 2-Coloring generalizes the well-known NP-complete problem Max Cut, and thus it is also NP-complete. For $k \geq 3$, Conflict $k$-Coloring generalizes the NP-complete problem $k$ Coloring and so is NP-complete. Hence, Fulfill $k$-Coloring is also NP-complete.

Proposition 3.2. Conflict $k$-Coloring is NP-complete for all $k \geq 3$. Fulfill $k$-Coloring is NP-complete for all $k \geq 2$.

### 3.2 Restrictions to the family $\mathcal{B}(k, m)$

Now, we look at the restrictions of those problems when every conflict $k$-graph $M_{e}$ is in $\mathcal{B}(k, m)$, that is a bipartite graph with $k$ vertices in each part and $m$ edges. We assume that $k \geq 2$. If $m=0$ (resp. $m=k^{2}$ ), then the conflict $k$-graphs Manuscript submitted to ACM
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are edgeless (resp. complete bipartite) and so every $k$-coloring fulfills all edges (resp. no edges). Hence $\mathcal{B}(k, 0)$-Fulfill $k$-Coloring and $\mathcal{B}\left(k, k^{2}\right)$-Fulfill $k$-Coloring are trivially polynomial-time solvable.

When $k=2, \mathcal{B}(2, m)$-Conflict 2-Coloring is in P by Theorem 3.1. We prove the following for $\mathcal{B}(2, m)$-Fulfill 2-Coloring.

Theorem 3.3. $\mathcal{B}(2, m)$-Fulfill 2 -Coloring is NP-complete for $m \in\{1,2,3\}$.
Proof. An easy observation is that $\mathcal{B}(2,2)$-Fulfill 2-Coloring is NP-complete since it generalizes Max Cut. Thus, we now prove for graph classes $\mathcal{B}(2,1)$ and $\mathcal{B}(2,3)$.

## 1. $\mathcal{B}(2,1)$-Fulfill 2 -Coloring is NP-hard.

We give a reduction from MAX-2-Sat problem which is known to be NP-hard [10].
Given a 2-Sat formula $\Phi$ with $N$ variables $x_{1}, \ldots, x_{N}$ and $l$ clauses, each containing exactly two literals, we construct a graph $G$ and the conflict 2-graphs $M_{e}$ for all $e \in E(G)$ as follows (see Figure 2 for an example):


Fig. 2. An example of the construction for $\left.\Phi=\left(x_{1} \vee x_{2}\right) \wedge\left(\bar{x}_{2} \vee x_{3}\right)\right)$. The graph $G$ (left) and the union of the conflict 2-graphs of edges in the dashed box (colors 1, 2 are respectively blue, red).

- For each variable $x_{t}$, we create a vertex $v_{t}$, and if $x_{t}$ appears in $\alpha_{t}$ clauses, then we create three copies $v_{t 1}^{r}, v_{t 2}^{r}, v_{t}^{r}$ for each $r \in\left[\alpha_{t}\right]$. We add edges $v_{t 1}^{r} v_{t}^{r}, v_{t 2}^{r} v_{t}^{r}$ to $E(G)$; and $\left(v_{t 1}^{r}, 1\right)\left(v_{t}^{r}, 2\right) \in M_{v_{t 1}^{r}} v_{t}^{r}$ and $\left(v_{t 2}^{r}, 2\right)\left(v_{t}^{r}, 1\right) \in M_{v_{t 2}^{r}} v_{t}^{r}$. For $r \in\left[\alpha_{t}\right]$, we create a cycle on vertices $v_{t}, v_{t 1}^{r}, v_{t 2}^{r}$, and for (ordered edge) $u v \in\left\{v_{t} v_{t 1}^{r}, v_{t 1}^{r} v_{t 2}^{r}, v_{t 2}^{r} v_{t}\right\}, M_{u v}$ contains only the edge $(u, 2)(v, 1)$. For convenience, we call the subgraph on the four vertices $v_{t}, v_{t 1}^{r}, v_{t 2}^{r}, v_{t}^{r}$ a $v_{t}^{r}$-graph for every $r \in\left[\alpha_{t}\right]$.
- For each clause, assume that $C=\left(\ell_{1} \vee \ell_{2}\right)$ where $\ell_{1}, \ell_{2}$ are respectively the $r_{1}$-th occurrence of $x_{p}, r_{2}$-th occurrence of $x_{q}$ in $C$. We add to $E(G)$ the clause edge $e=v_{p}^{r_{1}} v_{q}^{r_{2}}$, and create its conflict 2-graph $M_{e}$ as follows:
- If $\ell_{1}=x_{p}$ and $\ell_{2}=x_{q}$, then $\left(v_{p}^{r_{1}}, 2\right)\left(v_{q}^{r_{2}}, 2\right) \in M_{e}$.
- If $\ell_{1}=x_{p}$ and $\ell_{2}=\bar{x}_{q}$, then $\left(v_{p}^{r_{1}}, 2\right)\left(v_{q}^{r_{2}}, 1\right) \in M_{e}$.
- If $\ell_{1}=\bar{x}_{p}$ and $\ell_{2}=x_{q}$, then $\left(v_{p}^{r_{1}}, 1\right)\left(v_{q}^{r_{2}}, 2\right) \in M_{e}$.
- If $\ell_{1}=\bar{x}_{p}$ and $\ell_{2}=\bar{x}_{q}$, then $\left(v_{p}^{r_{1}}, 1\right)\left(v_{q}^{r_{2}}, 1\right) \in M_{e}$.

We shall prove that $\Phi$ admits an assignment which satisfies at least $k$ clauses if and only if there is a 2 -coloring $c$ which fulfills at least $10 l+k$ edges of $G$.

Assume that we have an assignment $\phi$ satisfying at least $k$ clauses of $\Phi$. Then, we take a coloring as follows:

- if $x_{t}=$ true (resp. false), then $c\left(v_{t}\right)=1$ (resp. $c\left(v_{t}\right)=2$ ).
- all its copies $v_{t 1}^{r}, v_{t 2}^{r}, v_{t}^{r}$ for $r \in\left[\alpha_{t}\right]$ have color $c\left(v_{t}\right)$.

We now check that there are at least $10 l+k$ fulfilled edges in $G$. Indeed, for each satisfied clause, the corresponding clause edge in $E(G)$ is fulfilled, then we have at least $k$ such edges. For each variable $x_{t}$, and $r \in\left[\alpha_{t}\right]$, the five edges of
the $v_{t}^{r}$-graph are fulfilled. There are $2 l$ such graphs which in total have $10 l$ fulfilled edges. Therefore, $c$ fulfills at least $k+10 l$ edges of $G$.

Conversely, assume there is a coloring which fulfills at least $10 l+k$ edges of $G$. Let $c$ be a coloring that fulfills the maximum number of edges.

The following claim can easily be checked.
Claim 3.3.1. The five edges in a $v_{t}^{r}$-graph are fulfilled if and only if its four vertices have the same color.
Claim 3.3.2. We may assume that c fulfills all the edges of all $v_{t}^{r}$-graphs (for $t \in[N], r \in\left[\alpha_{t}\right]$ ).
Proof of claim: Assume a coloring in which there is a $v_{t}^{r}$-graph which has a conflict edge. By Claim 3.3.1, when recoloring all vertices of this graph with a same color, all its edge are fulfilled. Moreover, the only edge that may possibly become conflict with such a recoloring is the clause edge at $v_{t}^{r}$. Hence the new coloring has at least as many fulfilled edges as $c$, and we can consider it instead of $c$.

We define $\phi$ by taking $\phi\left(x_{t}\right)=$ true (resp. false) if $c\left(v_{t}\right)=1$ (resp. $c\left(v_{t}\right)=2$ ). Since $c$ fulfills all edges of $v_{t}^{r}$-graphs ( $10 l$ in total), then $c$ fulfills at least $k$ clause edges in $G$. Thus, $\phi$ satisfies at least $k$ clauses of $\Phi$.

## 2. $\mathcal{B}(2,3)$-Fulfill 2-Coloring is NP-hard.

We give a reduction from 3-SAT. Given a formula $\Phi$ of this problem with $N$ variables $x_{t}, t \in[N]$ and $l$ clauses $C_{i}$, $i \in[l]$, we construct a graph $G$ and $M_{e}$ for any $e \in E(G)$ as follows (see Figure 3 for an example).


Fig. 3. An example of the construction in the reduction. The graph $G$ (left) which is associated to $\Phi=\left(x_{1} \vee \bar{x}_{2} \vee x_{3}\right) \wedge\left(x_{2} \vee \bar{x}_{3} \vee \bar{x}_{4}\right)$ and an example of graphs $M_{e}$ for $e \in E(G)$. The color 1 (resp. 2) is blue (resp. red).

- For each variable $x_{t}$, create a vertex $v_{t} \in V(G)$.
- For each clause $C_{i}$, we create a clause gadget $X_{i}$ which contains six vertices $c_{1}^{i}, \ldots, c_{6}^{i}$. We add (ordered) edges $c_{4}^{i} c_{5}^{i}, c_{5}^{i} c_{6}^{i}, c_{6}^{i} c_{4}^{i}$ and for each edge $u v$ of them, $M_{u v}$ has three edges which are not $(u, 1)(v, 2)$. If $C_{i}=\left(\ell_{1} \vee \ell_{2} \vee \ell_{3}\right)$ where each $\ell_{i}$ is a literal of variable $x_{t_{i}}$, we then add a set $Y_{i}$ of variable-clause edges $v_{t_{1}} c_{1}^{i}, v_{t_{2}} c_{2}^{i}, v_{t_{3}} c_{3}^{i}$. For $j \in[3], M_{v_{t_{j}} c_{j}^{i}}$ has three edges which are not $\left(v_{t_{j}}, 1\right)\left(c_{j}^{i}, 1\right)\left(\right.$ resp. $\left.\left(v_{t_{j}}, 2\right)\left(c_{j}^{i}, 1\right)\right)$ if $\ell_{j}=x_{t_{j}}$ (resp. $\left.\ell_{j}=\bar{x}_{t_{j}}\right)$. For convenience, for a clause $C_{i}$, the edge set which contains all edges of $X_{i}$ and $Y_{i}$ is called clause-edge set and is denoted by $S_{i}$.
One can easily check the following.
Claim 3.3.3. For each clause $C_{i}$, a coloring fulfills no edges in $Y_{i}$ if and only if it can fulfill at most three edges in $S_{i}$. Furthermore, there exists a coloring which fulfills four edges in $S_{i}$ in which at least one of them is in $Y_{i}$.
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We shall show that there is a truth assignment $\phi$ satisfying $\Phi$ if and only if there is a 2 -coloring of $G$ with $4 l$ fulfilled edges. The idea is that a variable $\phi\left(x_{t}\right)=$ true (resp. false) when $c\left(v_{t}\right)=1$ (resp. $c\left(v_{t}\right)=2$ ), and a literal $\ell_{j}=x_{t}$ (resp. $\ell_{j}=\bar{x}_{t}$ ) is true in a clause $C_{i}$ when the edge $v_{t} c_{j}^{i} \in Y_{i}$ is fulfilled and then $v_{t}$ is colored 1 (resp. 2).

Assume that there is an assignment $\phi$ satisfying $\Phi$. We define a coloring $c$ of $G$ by taking $c\left(v_{t}\right)=1$ if $\phi\left(x_{t}\right)=$ true or $c\left(v_{t}\right)=2$ if $\phi\left(x_{t}\right)=$ false, and we complete $c$ such that if $C_{i}$ is true, then $c$ fulfills four edges of $S_{i}$ which includes the variable-clause edge of every true literal in $C_{i}$; otherwise, $c$ fulfills three edges in $S_{i}$ and none of them is in $Y_{i}$. This can be done by Claim 3.3.3. Since there are $l$ clauses of $\Phi$ which are true, then $c$ fulfills $4 l$ edges.

Conversely, assume that we have a 2 -coloring $c$ of $G$ with $4 l$ fulfilled edges. By Claim 3.3.3, $c$ must fulfill at least one edge in $Y_{i}$ for any clause $C_{i}$. As a consequence, we obtain $\phi$ by taking $\phi\left(x_{t}\right)=$ true (resp. false) if $c\left(v_{t}\right)=1$ (resp. 2), hence $\phi$ satisfies $\Phi$.

Remark 3.4. MAX Cut can be solved in polynomial time for planar graphs [11]. In contrast, $\mathcal{B}(2,3)$-Fulfill 2-Coloring is NP-complete on planar graphs by reducing from Planar 3-Sat which is NP-complete [? ] with the same reduction in the proof Theorem 3.3-2.

When $k \geq 3$, we use reductions from $k$-Coloring to establish the following.
Theorem 3.5. Let $k \geq 3$ be an integer. If $1 \leq m \leq k^{2}-3$ then $\mathcal{B}(k, m)$-Conflict $k$-Coloring is NP-complete, and if $m=\left\{k^{2}-1, k^{2}-2\right\}$ then it is polynomial-time solvable.

The proof is separated into several cases depending on $m$.
Polynomial cases when $m \in\left\{k^{2}-1, k^{2}-2\right\}$. Given a graph $G$, we shall find a conflict $k$-coloring $c$ of $G$ if it exists. If $m=k^{2}-1$, in order to fulfill an edge $u v \in E$, we have to take $c(u)=i, c(v)=j$ for the only edge $(u, i)(v, j) \notin M_{u v}$. If the colors forced at a vertex by ever edge is the same, then we obtain a conflict $k$-coloring of $G$. Otherwise, $G$ is not conflict colorable.
If $m=k^{2}-2$, the problem can be solved as follows. Initially, let $\tilde{c}(v)=\emptyset$ for every $v \in V$. We sequentially apply the following rules for all vertices.
Rule 1: For every edge $u v \in E$, if there is $i \in[k]$ such that the two edges $(u, i)\left(v, j_{1}\right),(u, i)\left(v, j_{2}\right) \notin M_{u v}$, then $\tilde{c}(u):=\tilde{c}(u) \cup\{i\}$.
If there is a vertex $v$ such that $|\tilde{c}(v)| \geq 2$, then there is no coloring $c$ because $v$ needs two colors to fulfill all its incident edges. Otherwise, let $S=\{v \in V| | \tilde{c}(v) \mid=1\} \subseteq V$.
We sequentially apply the following for all vertices $V \backslash S$.
Rule 2: For every vertex $v$ with all its neighbors $\left\{u_{1}, \ldots, u_{q}\right\}$ and for every color $i \in[k]$ such that $(v, i)\left(u_{j}, c_{j}\right) \notin$ $M_{v u_{j}}$ for all $j \in[q]$ and some $c_{j} \in[k]$, then we set $\tilde{c}(v):=\tilde{c}(v) \cup\{i\}$.
Observe that $|\tilde{c}(v)| \leq 2$ for every $v \in V$. If there is a vertex $v \in V$ such that $\tilde{c}(v)=\emptyset$, then there is no conflict coloring for $G$ because there is no color for $v$ that allows to fulfill all its incident edges. Without loss of generality, we assume that $G[V \backslash S]$ is connected (otherwise, we repeat the following for all the connected components).
There are two cases:
(i) If there is a vertex $v \in V \backslash S$ such that $|\tilde{c}(v)|=1$, let $\left(v_{1}=v, v_{2}, \ldots, v_{t}\right)$ be the ordering obtained by a breadthfirst search algorithm in $G[V \backslash S]$. By construction of $S$, and $V \backslash S$, this ordering gives a unique color for all vertices of $V \backslash S$, that is $c\left(v_{1}\right)=\tilde{c}\left(v_{1}\right)$, and $c\left(v_{i}\right)=c_{i}$ with $c_{i}$ the unique color such that $\left(v_{i-1}, c\left(v_{i-1}\right)\right)\left(v_{i}, c_{i}\right) \notin M_{v_{i-1} v_{i}}$ for every $i \in\{2, \ldots, t\}$. Finally, once the colors $c(v)$ have been determined for all vertices $v \in V$, we have to verify if all the edges of $E$ are fulfilled.
(ii) If $|\tilde{c}(v)|=2$ for every $v \in V \backslash S$, take any vertex $v \in V \backslash S$ and fix one color $c(v) \in \tilde{c}(v)$ and apply the procedure above in (i). If there is a coloring that fulfills all edges, then it terminates. Otherwise, apply the procedure in (i) for the other color in $\tilde{c}(v)$. Hence either we find a conflict $k$-coloring or $G$ has no such a coloring.

The NP-completeness when $m \in\left[k^{2}-3\right]$. We denote by $[a, b]$ for $a \leq b$ the set of integers $\{a, a+1, \ldots, b\}$. For an edge $u v$, we reuse the notation $K_{u v}^{k}$ which is the complete bipartite with the vertex set $V\left(K_{u v}^{k}\right)=\{(u, i), i \in[k]\} \cup\{(v, j), j \in$ $[k]\}$ and $E\left(K_{u v}^{k}\right)=\{(u, i)(v, j), i, j \in[k]\}$.
We reduce from $k$-Coloring and the proof includes the three following cases.
Case 1: $\frac{k}{2} \leq m \leq(k-1)^{2}$ :
Given a graph $G=(V, E)$ of $k$-Coloring, we construct, for $\mathcal{B}(k, m)$-Conflict $k$-Coloring, a graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ and a $k$-SoC $\mathcal{M}$ as follows (Figure 4):

- For each $v \in V$, we add to $V^{\prime}$ a vertex $v^{\prime}$, and for each edge $u v \in E$, add $k$ vertices $a_{1}^{u v}, \ldots, a_{k}^{u v}$. We set $E_{u v}^{\prime}=\left\{u a_{i}^{u v}, v a_{i}^{u v} \mid i \in[k]\right\}$ and add it to $E^{\prime}$.
- For any $u v \in E$ and $i \in[k], M_{u a_{i}^{u v}}$ contains $t=\min \{m, k-1\}$ edges $(u, i)\left(a_{i}^{u v}, j\right)$ for $j \in[t]$ and $t^{\prime}=m-(k-1)$ (if $t^{\prime}>0$ ) edges of $B_{u}$ where $B_{u}$ is the complete bipartite graph whose vertex sets are $\cup_{j \in[k] \backslash\{i\}}\{(u, j)\}$ and $\bigcup_{j \in[2, k-1]}\left\{\left(a_{i}^{u v}, j\right)\right\}$. The conflict graph $M_{v a_{i}^{u v}}$ contains $t$ edges $(v, i)\left(a_{i}^{u v}, k\right), \ldots,(v, i)\left(a^{u v}, k-t+1\right)$ and $t^{\prime}$ (if $t^{\prime}>0$ ) edges of $B_{v}$ where $B_{v}$ is the complete bipartite graph whose vertex sets are $\bigcup_{j \in[k] \backslash\{i\}}\{(v, j)\}$ and $\bigcup_{j \in[2, k-1]}\left\{\left(a_{i}^{u v}, j\right)\right\}$.


Fig. 4. An example of the construction when $k=5$. An edge $u v \in E$ and its set $E_{u v}^{\prime}$ (left). The conflict $k$-graphs of red edges $u a_{3}^{u v}, v a_{3}^{u v}$ when $m=3$ (third graph); and if $m>4$, there are $t=4$ black edges and the $t^{\prime}=m-k+1$ other edges are chosen among grey edges (rightmost).

Observe that by the construction of the set $\mathcal{M}$, the value $m$ is at most $(k-1)^{2}$, because for any edge $u v \in E$ and $i \in[k]$, $M_{u a_{i}^{u v}}$ and $M_{v a_{i}^{u v}}$ contains at most $k-1+\left|E\left(B_{u}\right)\right|=k-1+\left|E\left(B_{u}\right)\right|=(k-1)^{2}$ edges.

We shall prove that $G$ is $k$-colorable if and only if $G^{\prime}$ is $\mathcal{M}$-conflict colorable.
Assume that $c$ is a $k$-coloring of $G$, then we can construct a coloring $c^{\prime}$ of $G^{\prime}$ as follows: $c^{\prime}\left(v^{\prime}\right)=c(v)$ for any $v \in V$, $c^{\prime}\left(a_{i}^{e}\right)=k$ for all $e \in E, i \in[k]$. We can check easily that $c^{\prime}$ fulfills all edges of $G^{\prime}$.

Conversely, there is an $\mathcal{M}$-conflict coloring $c^{\prime}$ of $G^{\prime}$. Observe that if $c^{\prime}(u)=i$ (for some $\left.i \in[k]\right)$, then $c^{\prime}\left(a_{i}^{u v}\right) \in[t, k]$. It implies that $c^{\prime}(v) \neq i$ because otherwise $t \geq k / 2$, so $v a_{i}^{u v}$ is not fulfilled. Thus, $c^{\prime}(u) \neq c^{\prime}(v)$ and we then obtain a coloring $c$ of $G$ by taking $c(v)=c^{\prime}\left(v^{\prime}\right)$ for every $v \in V$.

Case 2: $1 \leq m<\frac{k}{2}$ :
We need the following lemma.
Manuscript submitted to ACM

Conflict coloring problems: (theory, complexity, algorithm), and application to multi-resolution modeling in structural bioinformatics

Lemma 3.6. There is a graph family $\{G(k, m) \mid k, m \geq 1\}$ such that $G(k, m)$ is not $\mathcal{B}(k, m)$-conflict $k$-colorable.
Proof. Given $m \geq 1$, we shall construct a family $\{G(k, m) \mid k \geq 1\}$ and a $k$-SoC $\mathcal{M}$ by induction on $k$.
Let $G(k, m)=(V(k, m), E(k, m))$. Consider the following cases.
(i) For $m=k^{2}$, let $G(k, m)$ on 2 vertices $a_{1}, a_{2}$ and it has one edge $a_{1} a_{2}$. And let the conflict $k$-graph $M_{a_{1} a_{2}}=K_{a_{1} a_{2}}^{k}$ (Figure 5).


Fig. 5. Graph $G\left(k, k^{2}\right)$.
(ii) For $k^{2}>m \geq k, G(k, m)$ has $k+1$ vertices $a, a_{1}, \ldots, a_{k}$ and $k$ edges $a a_{i}$ for all $i \in[k]$. For each of them, the conflict $k$-graph $M_{a a_{i}}$ contains $k$ edges $(a, i)\left(a_{i}, j\right)$ for all $j \in[k]$, and $m-k$ other edges are chosen among the other edges of $K_{a a_{i}}^{k}$ (Figure 6).


Fig. 6. An example of graph $G(5, m)$ with 5 colors. The conflict 5 -graph of red edge $a a_{2}$, when $m=5, M_{a a_{2}}$ contains five black edges $(a, 2)\left(a_{2}, i\right)$ for all $i \in[5]$; and when $m=7$, then $M_{a a_{2}}$ contains these black edges and two grey edges which are in the remaining edges of $K_{a a_{2}}^{5}$.
(iii) For $k>m, G(k, m)$ is built as follows (Figure 7). We add $k+1$ vertices $a, a_{1}, \ldots, a_{k}$ to $V(k, m)$, and add $k$ edges $a a_{i}$ for all $i \in[k]$ to $E(k, m)$. Now, for each vertex $a_{i}$, add a set $X_{i}$ of $|G(k-m, m)|-1$ new vertices, and let a copy $C_{i}$ of the graph $G(k-m, m)$ on $a_{i} \cup X_{i}$. Then, connect $a$ to all vertices of this copy $C_{i}$.
Now, we construct a set of conflict $k$-graphs for $G(k, m)$. For each edge $a b$ (for every $b \in C_{i}, 1 \leq i \leq k$ ), the conflict $k$-graph $M_{a b}$ contains $m$ edges $(a, i)(b, j)$ for all $j \in[m]$. In each copy $C_{i}$, we apply $(k-m)$-SoC $\mathcal{M}^{\prime}$ of graph $G(k-m, m)$ for $k-m$ colors $\{m+1, \ldots, k\}$, if $m \geq(k-m)^{2}$, then the conflict $(k-m)$-graph $M_{u v}$ for $u v \in C_{i}$ contains the complete bipartite on two sets $\{(u, m+1), \ldots,(u, k)\},\{(v, m+1), \ldots,(v, k)\}$ and $m-(k-m)^{2}$ remaining edges are taken in $K_{u v}^{m}$.
Trivially, graphs in case (i) have no $\mathcal{M}$-conflict coloring.
In case (ii), $G(k, m)$ has no conflict coloring, since choosing any color $i \in[k]$ for $a$ implies that edge $a a_{i}$ is not fulfilled. In case (iii), by the construction, colors of $a_{1}, \ldots, a_{k}$ are not in [ $m$ ]. However, if we choose a color for each $a_{i}$ in $[m+1, k]$, then it can not fulfill all edges of the copy $C_{i}$ because $G(k-m, m)$ is not conflict colorable with its $(k-m)$-SoC. Thus, the graphs of this case have no conflict coloring.

Now, we give a reduction from $k$-Coloring problem to $\mathcal{B}(k, m)$-Conflict $k$-Coloring for $1 \leq m<k / 2$.
Given a graph $G=(V, E)$, we construct a graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ and a $k$-SoC $\mathcal{M}$ as follows.


Fig. 7. An example of graph $G(5,3)$. A copy $C_{i}=G(2,3)$ for all $i \in[5]$. The conflict $k$-graph of red edges and copy $C_{2}$ (right): vertex $(a, 2)$ connects threes first vertices $(b, 1),(b, 2),(b, 3)$ (presented as blue, red, yellow) and the set 2-SoC of $G(2,3)$ is applied to vertices $(b, 4),(b, 5)$ (presented as green, white) for any $b \in V\left(C_{2}\right)$.

- Let $A$ be a copy of $V$ and add $A$ to $V^{\prime}$. For each edge $u v \in E$ with $u^{\prime}, v^{\prime} \in A$ copies of $u$, $v$, we add $k$ copies $C_{1}^{u v}, \ldots, C_{k}^{u v}$ of the graph $G(k-2 m, m)$, and add edges from each $u^{\prime}, v^{\prime}$ to all vertices in these $k$ copies. Let $V_{u v}^{\prime}=\left\{u^{\prime}, v^{\prime}, V\left(C_{1}^{u v}\right), \ldots, V\left(C_{k}^{u v}\right)\right\}$.
- For any induced subgraph $G^{\prime}\left[V_{u v}^{\prime}\right], u^{\prime} \in A, a \in V\left(C_{i}^{u v}\right)$ and $i \in[k]$, the conflict $k$-graph $M_{u^{\prime} a}$ has $m$ edges $(u, i)(a, 1), \ldots,(u, i)(a, m)$; and the conflict $k$-graph $M_{v^{\prime} b}$ for any $b \in V\left(C_{j}^{u v}\right), j \in[k]$ has $m$ edges $(v, j)(b, k), \ldots,(v, j)(b, k-m+1)$. In each $C_{i}^{u v}$, we apply the $(k-2 m)$-SoC of the graph $G(k-2 m, m)$ for $k-2 m$ colors $[m+1, k-m]$.
If $G$ has a $k$-coloring $c$ then we have $c^{\prime}$ for $G^{\prime}$ as follows: for each $V_{u v}^{\prime}$, let $c^{\prime}\left(v^{\prime}\right)=c(v), c^{\prime}\left(u^{\prime}\right)=c^{\prime}(a)=c(u)$ for all $a \in \underset{i \in[k] \backslash c(u)}{\bigcup} V\left(C_{i}^{u v}\right)$ and $c^{\prime}(a) \in[k, k-m+1]$ for all $a \in V\left(C_{c(u)}^{u v}\right)$. Hence, $c^{\prime}$ is a conflict coloring of $G^{\prime}$.

Conversely, assume $G^{\prime}$ has a $k$-coloring $c^{\prime}$, then we prove that $c^{\prime}\left(u^{\prime}\right) \neq c^{\prime}\left(v^{\prime}\right)$ for all $u^{\prime}, v^{\prime} \in A \cap V_{u v}^{\prime}$. Observe that for any $a \in V\left(C_{c^{\prime}\left(u^{\prime}\right)}^{u v}\right)$, its color is not in $[k, k-m+1]$ because of the construction of $C_{c(u)}^{u v}$. Moreover, if $a \in C_{i}^{u v}$ has color $j \notin\{m+1, \ldots, k-m\}$, then $(a, j)$ is either adjacent to $\left(u^{\prime}, i\right)$ in the conflict $k$-graph $M_{u a}$ or $(v, i)$ in $M_{v a}$ for $i \in[k]$. Thus $c^{\prime}\left(u^{\prime}\right) \neq c^{\prime}\left(v^{\prime}\right)$. Therefore, we take $c(v)=c^{\prime}\left(v^{\prime}\right)$ for all $v^{\prime}$ the copy of $v$ and it is a $k$-coloring of $G$.

Case 3: $(k-1)^{2}<m \leq k^{2}-3$.
We use an induction on $k^{2}-m$ as follows. The base case is when $k=3$ and $1 \leq m \leq 6$. From these two cases above, it suffices to prove for $m \in\{5,6\}$.

Claim 3.6.1. $\mathcal{B}(3, m)$-Conflict $k$-Coloring is NP -complete for $m=\{3,4,5,6\}$.
The inductive result is obtained by the following.
Claim 3.6.2. If $\mathcal{B}(k, m)$-Conflict $k$-Coloring is NP-complete, then so is $\mathcal{B}\left(k^{\prime}, m^{\prime}\right)$-Conflict $k^{\prime}$-Coloring for $k^{\prime}>k$ and $k^{\prime 2}-m^{\prime}=k^{2}-m$.

Claim 3.6.1 and Claim 3.6.2 imply the result for Case 3. Indeed if $\mathcal{B}(k, m)$-Conflict $k$-Coloring is NP-complete for $1 \leq m \leq(k-1)^{2}$, then so is $\mathcal{B}\left((k+1), m^{\prime}\right)$-Conflict $k$-Coloring by Claim 3.6.2 for $m^{\prime}$ such that $m^{\prime}=2 k+1+m$, thus $2 k+2 \leq m^{\prime} \leq(k+1)^{2}-3$.

To complete Case 3, it remains to prove Claim 3.6.1 and Claim 3.6.2.
Proof of Claim 3.6.1. We give a reduction from 3-Coloring. Given a graph $G=(V, E)$ of this problem, we construct for $\mathcal{B}(3, m)$-Conflict $k$-Coloring, a graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ and a set of conflict 3-graphs $\mathcal{M}$ as follows (see Figure 8 ).
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Fig. 8. Construction of the reduction. For each edge $u v \in E(G)$, there is a gadget $\mathcal{G}^{u v}$. And an example on red edges is the structure of their conflict 3-graphs: it is obligatory that black edges are in conflict 3-graphs while gray ones are not. We obtain that $c(u)=1$ if and only if $c(v) \neq 1$.

- For each edge $e=u v \in E$, add a gadget $\mathcal{G}^{e}$ of 8 vertices $u^{\prime}, v^{\prime}, a_{1}^{e}, b_{1}^{e}, a_{2}^{e}, b_{2}^{e}, a_{3}^{e}, b_{3}^{e}$ to $V^{\prime}$ where $u^{\prime}, v^{\prime}$ are respectively copies of $u, v$; and we add to $E^{\prime}$ edges $u a_{i}^{e}, a_{i}^{e} b_{i}^{e}, b_{i}^{e} v$ for all $i \in[3]$.
- For each induced subgraph $G^{\prime}\left[\mathcal{G}^{u v}\right]$, we construct the conflict 3-graphs of edges $u^{\prime} a_{i}^{u v}, a_{i}^{u v} b_{i}^{u v}, b_{i}^{u v} v^{\prime}$ for any $i \in[3]$ as follows:
- $M_{u^{\prime} a_{i}^{u v}}$ contains two edges $\left(u^{\prime}, i\right)\left(a_{i}^{u v}, 1\right),\left(u^{\prime}, i\right)\left(a_{i}^{u v}, 2\right)$ and any $m-2$ other edges is in $K_{u^{\prime} a_{i}^{u v}}^{3}$ except three edges $\left(u^{\prime}, i\right)\left(a_{i}^{u v}, 3\right),\left(u^{\prime}, j\right)\left(a_{i}^{u v}, 1\right)$ for $j \neq i$.
- $M_{a_{i}^{u v} b_{i}^{u v}}$ contains three edges $\left(a_{i}^{u v}, 2\right)\left(b_{i}^{u v}, 3\right),\left(a_{i}^{u v}, 3\right)\left(b_{i}^{u v}, 2\right),\left(a_{i}^{u v}, 3\right)\left(b_{i}^{u v}, 3\right)$ and any $m-3$ other edges in $K_{a_{i}^{u v} b_{i}^{u v}}^{3}$ except two edges $\left(a_{i}^{u v}, 1\right)\left(b_{i}^{u v}, 3\right),\left(a_{i}^{u v}, 3\right)\left(b_{i}^{u v}, 1\right)$.
- $M_{b_{i}^{u v} v^{\prime}}$ contains two edges $\left(b_{i}^{u v}, 1\right)\left(v^{\prime}, i\right),\left(b_{i}^{u v}, 2\right)\left(v^{\prime}, i\right)$ and any $m-2$ other ones in $K_{b_{i}^{u v} v^{\prime}}^{3}$ except three edges $\left(b_{i}^{u v}, 3\right)\left(v^{\prime}, i\right),\left(b_{i}^{u v}, 1\right)\left(v^{\prime}, j\right)$ for $j \neq i$.
By the construction of $\mathcal{M}$, each conflict graph $M_{e} \in M$ needs at least three conflict edges and at least three edges not in $M_{e}$. Thus, $3 \leq m \leq 6$.

We prove now $G$ is 3 -colorable if and only if there is $c^{\prime}$ which fulfills all edges of $G^{\prime}$.
If $G$ has a $k$-coloring $c$, then the coloring $c^{\prime}$ of $G^{\prime}$ defined by taking $c^{\prime}\left(u^{\prime}\right)=c(u), c^{\prime}\left(v^{\prime}\right)=c(v), c^{\prime}\left(a_{i}^{u v}\right)=3, c^{\prime}\left(b_{i}^{u v}\right)=1$ for all $\mathcal{G}^{u v}$ fulfills all edges of $G^{\prime}$.

Conversely, assume there is a $k$-coloring $c^{\prime}$ which fulfills all edges of $G^{\prime}$. Observe that $c^{\prime}(u) \neq c^{\prime}(v)$ for any $u, v \in \mathcal{G}^{u v}$ because by the construction of $G^{\prime}\left[\mathcal{G}^{u v}\right]$, if $c^{\prime}\left(u^{\prime}\right)=c^{\prime}\left(v^{\prime}\right)=i$, then three edges $u a_{i}^{u v}, a_{i}^{u v} b_{i}^{u v}, b_{i}^{u v} v$ are not all fulfilled. Therefore, we define a coloring $c$ of $G$ by taking $c(v)=c^{\prime}\left(v^{\prime}\right)$ for any $v^{\prime} \in E^{\prime}$ copy of $v \in E$.

Proof of Claim 3.6.2. Let a graph $G$ and a $k$-SoC $\mathcal{M}$ for $\mathcal{B}(k, m)$-Conflict $k$-Coloring. We will construct for $\mathcal{B}\left(k^{\prime}, m^{\prime}\right)$ Conflict $k^{\prime}$-Coloring, a graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ and $\mathcal{M}^{\prime}$, as follows:

- Let $G^{\prime}$ be a copy of $G\left(\right.$ i.e. $V^{\prime}, E^{\prime}$ are respectively copies of $V$ and $E$ ).
- For each edge $u^{\prime} v^{\prime}$ of $G^{\prime}, M_{u^{\prime} v^{\prime}}^{\prime}$ contains the following: a copy of the conflict graph $M_{u v}$ for colors in [k], the complete bipartite graph between two sets $\left\{(u, i) \mid i \in\left[k+1, k^{\prime}\right]\right\}$ and $\left\{(v, j) \mid j \in\left[k^{\prime}\right]\right\}$, and the complete bipartite graph between two sets $\left\{(u, j) \mid j \in\left[k^{\prime}\right]\right\}$ and $\{(v, i) \mid i \in[k+1, k]\}$.
If $c$ is a coloring which fulfills all edges of $G$, then setting $c^{\prime}\left(v^{\prime}\right)=c(v)$ for all $v^{\prime} \in V^{\prime}$ copy of $c \in V$, we obtain a coloring $c^{\prime}$ which fulfills all edges of $G^{\prime}$.

Conversely, assume there is a coloring $c^{\prime}$ which fulfills all edges of $G^{\prime}$. Consider that for any $u^{\prime} v^{\prime} \in E^{\prime},(v, i)$ is adjacent to $(u, j)$ for all $i \in\left[k+1, k^{\prime}\right]$ and $j \in\left[k^{\prime}\right]$, then $c^{\prime}\left(v^{\prime}\right) \in[k]$ for all $v^{\prime} \in V^{\prime}$. Thus the coloring $c$ of $G$ defined by $c(v)=c^{\prime}\left(v^{\prime}\right)$, for $v \in V$. fulfills all edges of $G$.

Cases 1, 2, and 3 imply that $\mathcal{B}(k, m)$-Fulfill $k$-Coloring is NP-complete for $k \geq 3$ and $1 \leq m \leq k^{2}-3$. Moreover, by using the same construction in Claim 3.6.2, we make a reduction from $\mathcal{B}(2,4-i)$-Fulfill $k$-Coloring to $\mathcal{B}\left(k, k^{2}-i\right)$ Fulfill $k$-Coloring for $i \in\{1,2\}$. Thus $\mathcal{B}\left(k, k^{2}-i\right)$-Fulfill $k$-Coloring is NP-complete when $i \in\{1,2\}$.

This completes the proof of Theorem 3.5.

## 4 EXPERIMENTS

### 4.1 Geometric random instances of conflict coloring

Geometric model. As a test set, we consider instances associated with Voronoi diagrams in the plane. This geometric setting is especially interesting for several reasons: (i) the number of nodes (cells in the Voronoi diagram) can be tuned, and so is the number of colors (ii) the combinatorial structure of the Voronoi diagram can be used to infer local thresholds/constraints.

Given a set of 2D data points, recall that the Voronoi diagram (VD) is the partition of the plane into convex regions, such that all points in one region have a data point as nearest neighbor [5]. The 2D VD has a dual structure known as the Delaunay triangulation (DT), which (generically) consists of vertices, edges and triangles.

Consider the DT of a dataset $P$ of $N$ points drawn uniformly at random in a square of side $\sqrt{N} * 100$. (This ensures that the average density of points is the same for any value of $N$, see Remark 4.2 below). Using this geometric setting, we define geometric instances of the conflict coloring problem as follows (Figure 9, Figure 10):

- (Nodes) The nodes of the graph correspond to the data set $P$ of $N$ points. More precisely, we retain as vertices those data points have a finite Voronoi region (there are $N^{\prime}$ such vertices), or equivalently, which do not lie on the convex hull of the data points.
- (Conformations/colors) Consider a data point $p \in P$ and its Voronoi region $V_{r}(p)$ - the index $r$ stands for reference. Let $v$ be a Voronoi vertex of $V_{r}(p)$. (Note that all such points are finite since $p$ is not on the convex hull.) We take a random perturbation of $v$ in $\mathcal{D}(v, \delta) \backslash V_{r}(p)$ where $\mathcal{D}(v, \delta)$ is the disc centered at $v$ and radius $\delta$. The set of all such perturbed Voronoi vertices defines a random (perturbed) polygon for $p$. The set of all perturbed regions (polygons) for point $p$, denoted $C[p]$, defines its colors.
- (Conflict) Consider two Voronoi regions $V(p) \in C[p]$ and $V(q) \in C[q]$ of two neighboring points in DT. We compute the surface area of the intersection of these two regions, denoted $\operatorname{ia}(V(p), V(q))$ for intersection area. The regions $V(p)$ and $V(q)$ are termed in conflict if $i a(V(p), V(q)) \geq \tau_{c}$, for some threshold $\tau_{c}$.
Summarizing, a random instance is defined by the four tuple: $I=\left(P, \delta, C, \tau_{c}\right)$ with $P=\left\{p_{1}, \ldots, p_{N}\right\}$ a set of $N$ points, $\delta$ the radius used to perturb the Voronoi vertices, $c$ the number of colors/randomly perturbed Voronoi regions, and $\tau_{c}$ the threshold to define conflicts.

Remark 4.1. Recall that a polygon is termed simple if two of its edges do not intersect, except possibly at their endpoints. In this work, we use polygon representation provided by the Computational Geometry Algorithm Library [1], see https: //doc.cgal.org/Manual/3.1/doc_html/cgal_manual/Polygon/Chapter_main.html. For the sake of simplicity, in sampling conformations, we retain simple polygons only.
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Relationship to the structural biology problem. The geometric model just introduced mimics the Domino strategy mentioned in Introduction for the reconstruction of macro-molecular assemblies: the low resolution information representing individual contacts between subunits corresponds to edges of the Delaunay triangulation; the conformations of subunits are provided by the perturbed Voronoi regions; the function scoring the interactions between conformations is replaced by the surface area of the intersection between perturbed Voronoi regions.

Practically, our algorithms will be tested on real systems involving of the order of ten subunits-see typical examples in $[2,3]$. We just note here that preparing a given assembly for such an experiment is a significant endeavor in itself, requiring three main steps: (i) completion of the structural models of the individual subunits (experimental structures often involve gaps); (ii) conformational exploration of the individual subunits - a very challenging task to obtain sufficiently diverse conformational ensembles, and (iii) choice of a suitable scoring function, which may combine ab-initio energy terms from classical force fields, but also data driven terms obtained from various experimental techniques (e.g. cross-linking to enforce known vicinities between amino acids from different subunits). Such tasks are beyond the scope of this paper.

In the sequel, we therefore use the Delaunay-Voronoi geometric model to study the dependency between its parameters and the hardness/existence of solutions.

### 4.2 Parameters monitored

A random instance together with a threshold $\tau_{c}$ yield a set of conflicts. We wish to get insights on the relationship between the value of $\tau_{c}$ derived from local sufficient conditions, and the existence of global solutions.

Local constraints based on min intersection areas. We use the topological information contained in the DT to derive sufficient conditions on the existence of local solutions. More specifically, we consider three nested local levels:

- Edges. For an edge $p_{i} p_{j}$ of the DT, the reference regions $V_{r}\left(p_{i}\right)$ and $V_{r}\left(p_{j}\right)$ share a Voronoi edge, and the perturbed regions may overlap. For this edge, we compute the minimum intersection area $\tau_{2}\left(p_{i} p_{j}\right)$ of their perturbed regions, which ensures the existence of a local solution, this can be formalized as follows:

$$
\begin{equation*}
\tau_{2}\left(p_{i} p_{j}\right)=\min _{\substack{V_{i} \in C\left[p_{i}\right] \\ V_{j} \in C\left[p_{j}\right]}} i a\left(V_{i}, V_{j}\right) . \tag{1}
\end{equation*}
$$

The max value obtained over all edges is denoted $\tau_{2}^{\text {Max-Min. }}$.

- Triangles. Consider a triangle ( $p_{i} p_{j} p_{k}$ ) (face) in DT. In a manner analogous to edges, we compute the minimum value $\tau_{3}\left(p_{i} p_{j} p_{k}\right)$ required have a local solution for this triple. Formally:

$$
\begin{equation*}
\tau_{3}\left(p_{i} p_{j} p_{k}\right)=\min _{\substack{V_{i} \in C\left[p_{i}\right] \\ V_{j} \in C\left[p_{j}\right] \\ V_{k} \in C\left[p_{k}\right]}} \max \left\{i a\left(V_{i}, V_{j}\right), i a\left(V_{i}, V_{k}\right), i a\left(V_{j}, V_{k}\right)\right\} . \tag{2}
\end{equation*}
$$

The max value obtained over all triangles is denoted $\tau_{3}^{\text {Max-Min. }}$.

- Stars. Finally, we consider the star centered at each data point $p_{i}$, that contains $p_{i}$ and its set of neighbors $N\left(p_{i}\right)$ in the DT with finite dual Voronoi cell. We compute the minimum value $\tau_{*}\left(p_{i}\right)$ of the threshold, which ensures the existence of a local solution of the star. Formally:


Fig. 9. Random instance of color matching defined from perturbations of a 2D Voronoi diagram. (A) In a random 2D Voronoi diagram, points with a finite Voronoi cell (bold cells) a retained $-p_{1}, \ldots, p_{7}$ in the example; each such point corresponds to the vertices in the considered graph. The dotted line segments represent the Delaunay triangulation. (B) To create the colors associated with a node $p$ of the graph, for each Voronoi vertex $v$ of the Voronoi cell $V_{r}(p)$, a perturbed point of $p$ is uniformly chosen at random in $\mathcal{D}(v, \delta) \backslash V_{r}(p)$.

$$
\begin{equation*}
\tau_{*}\left(p_{i}\right)=\min _{V_{\boldsymbol{i}} \in C\left[p_{i}\right]} \max _{p_{j} \in N\left(p_{i}\right)} \min _{V_{j} \in C\left[p_{j}\right]} i a\left(V_{i}, V_{j}\right) . \tag{3}
\end{equation*}
$$

The max value obtained over all stars is denoted $\tau_{*}^{\text {Max-Min }}$.
The values $\tau_{2}\left(p_{i} p_{j}\right), \tau_{3}\left(p_{i} p_{j} p_{k}\right)$ and $\tau_{*}\left(p_{i}\right)$ provide local necessary conditions. Observe that, in order to have a global solution for an instance, the threshold $\delta_{c}$ must be at least all these local values. We therefore define

$$
\begin{equation*}
\tau_{\text {loc. }}^{\text {Max-min }}=\max \left\{\tau_{2}^{\text {Max-Min }}, \tau_{3}^{\text {Max-Min }}, \tau_{*}^{\text {Max-Min }}\right\} \tag{4}
\end{equation*}
$$

Local constraints based on average intersection areas. In the previous equations, one uses the most stringent constraint for an edge / triangle / star. Consider the case where one increases the number of colors: the min values observed for an edge / triangle / star is expected to decrease. Which means in turn that in increasing the number of colors, fewer solutions are expected overall. Therefore, we also consider a variant of the problem where the local thresholds are Manuscript submitted to ACM
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Fig. 10. Instances corresponding to the construction of Figure 9 upon varying the perturbation radius $\delta$. Perturbed random polygons of the reference Voronoi regions (thick black polygons) given a data points of size $N=15$ after generating with perturbed radius $\delta=0.5$ (left), $\delta=1$ (middle) and $\delta=2$ (right) respectively and $c=5$.
defined from mean intersection areas. Replace the (bold) min by mean in Equations (1), (2), (3) yield the following:

$$
\begin{equation*}
\tau_{\text {loc. }}^{\text {Max-Mean }}=\max \left\{\tau_{2}^{\text {Max-Mean }}, \tau_{3}^{\text {Max-Mean }}, \tau_{*}^{\text {Max-Mean }}\right\} \tag{5}
\end{equation*}
$$

Let $m$ be some multiplicative factor - that will differ for $\tau_{c}^{\text {min }}$ and $\tau_{c}^{\text {mean }}$. Using the previous quantities, we define global values of $\tau_{c}$ as follows:

$$
\left\{\begin{array}{l}
\tau_{c}^{\min }=m \times \tau_{\text {loc. }}^{\text {Max-Min }},  \tag{6}\\
\tau_{c}^{\text {mean }}=m \times \tau_{\text {loc. }}^{\text {Max-Mean }}
\end{array}\right.
$$

Remark 4.2. In sampling data points in a square of side $\sqrt{N} * 100$, the expected area for each VD region is $10^{4}$, the threshold values are in unit and we would mention also in brackets the fraction of a threshold value over the expected area, for example $\tau_{\text {loc. }}=100(1 \%$ of the expected area of a VD region).

### 4.3 Results

Setup. We consider two complementary analysis: the fraction of solutions in the entire search space, and the existence of at least one solution.

The following values are used in our experiments. Random instances are generated with parameters $N=15, \delta=1$.
For each instance, we compute the values of $\tau_{c}^{\min }$ and $\tau_{c}^{\text {mean }}$. We retain random instances whose $\tau_{\text {loc. }}^{\mathrm{Max} \text {-Min }} \leq 100$ (thus at most $1 \%$ of the expected area of a VD polygon). The number of colors used in the experiments varies in the set $C \in\{5,10,15,50,100\}$. The multiplicative factors vary $m \in m_{1}=\{1.01,1.5,2,3, \ldots, 10\}$ for $\tau_{c}^{\min }$ and $m \in m_{2}=$ $\{0.1,0.4,0.7, \ldots, 2.2,3,5\}$ for $\tau_{c}^{\text {mean }}$.

### 4.3.1 Conflict coloring is hard.

Statistic of interest. A combinatorial problem may display a phase transition [12], with instances moving from easy to hard when the parameters evolve. We study the hardness of conflict coloring in this respect, using the fraction of valid configurations $f_{c, m}$, namely fraction of valid configurations over the entire search space $\prod_{p_{i} \in P} C\left[p_{i}\right]$. We compute the
value of $f_{c, m}$ (given the values of $\tau_{c}^{\min }$ and $\tau_{c}^{\text {mean }}$ ), by enumerating all these configurations. We repeat the calculation $R=100$, and make a violin plot of the values obtained ${ }^{1}$.

Results. The results show a marked difference for values of $\tau_{c}^{\min }$ vs. $\tau_{c}^{\text {mean }}$ (Figure 11). For the former, values of $f_{1.01}$ and $f_{2}$ are very small, and overall, the distribution of $f_{c, m}$ is shifted towards smaller values when the number of colors $c$ increases. This is sound, as increasing the number of colors is expected to decrease the intersection area, whence the value of $\tau_{\text {loc. }}^{\text {Max-Min }}$. On the other hand, $\tau_{\text {loc. }}^{\text {Max-Mean }}$ being defined from average values, one expect its value to be less sensitive to the number of colors (Figure 15). This lesser sensitivity is obvious from the violin plots associated with $\tau_{c}^{\text {mean }}$, since these are much less sensitive to the number of colors.


Fig. 11. Violin plots for the fraction $f_{c, m}$ of valid configurations in $\prod_{p_{i} \in P} C\left[p_{i}\right]$, for fixed values of the number of colors $c$ and the multiplicative factors $m$ in Equation 6. Each plot features three sub-plots corresponding to the number of colors $c \in\{5,10,15\}$; each sub-plot features violins where each of which is corresponding to a multiplicative value in $m_{1}$ for for $\tau_{\text {loc. }}^{\mathrm{Max}-\mathrm{Min}}$, or $m_{2}$ for $\tau_{\text {loc. }}^{\text {Max-Mean }}$. Each violin plot corresponds to $R=100$ random instances. These experiments involve $N^{\prime}=8$ finite Voronoi regions.

### 4.3.2 Existence of one solution.

Statistic of interest. Our second analysis focuses on the existence of at least one solution, depending of our global thresholds $\tau_{c}^{\text {min }}$ and $\tau_{c}^{\text {mean }}$ (Equation 6). We run our algorithm on $R=100$ instances, and define the success rate as $s_{c, m}=\#$ cases with one solution $/ R$.

Results. Statistics on $s_{c, m}$ complement those on $f_{\mathcal{c}, m}$ Consider first the multiplicative factors $m$. It clearly appears that $s_{c, m}$ increases when increasing $m$, for both $\tau_{\text {loc. }}^{\text {Max-Mean }}$ and $\tau_{\text {loc. }}^{\mathrm{Max}-\mathrm{Min}}$ (Figure 12). Consider next the number of colors $c$. While the statistic $s_{c, m}$ hardly depends on the number of colors $c$ for $\tau_{\text {loc. }}^{\text {Max-Mean }}$, it does so for $\tau_{\text {loc. }}^{\mathrm{Max} \text {-Min }}$. Namely, in using $\tau_{\text {loc. }}^{\mathrm{Max}-\mathrm{Min}}, s_{c, m}$ decreases when increasing the number of colors. More precisely, our experiment shows that for
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$c \in\{5,10,15,50,100\}$, the average of $\tau_{\text {loc. }}^{\text {Max-mean }}$ is respectively around $(120,100,97,90,91)$ and $(38,40,11,1.3,0.05)$ for $\tau_{\text {loc. }}^{\mathrm{Max}-\mathrm{min}}$. It explains the statistics of $s_{c, m}$ (Figure 12) and also $f_{c, m}$ (Figure 11).


Fig. 12. Heat map representing the fraction $s_{c, m}$ of instances with at least one solution, for fixed values of the number of colors $c$ (horizontal axis) and the multiplicative factor $m$ (vertical axis). In the heat-map and the Tables: rows (resp. columns) correspond to values of $c$ (resp. $m$ ). A total of $R=100$ random instances were used. White color infers value 0 .


Fig. 13. Heat map representing the fraction of conflict edges, averaged over all edges of the Delaunay triangulation. (Note that for a Delaunay edge, there are at most $c^{2}$ conflict edges.) Total run of $R=100$. Pink color maps to values in [ $0,10^{-3}$ ).

### 4.4 Running times

We provide the running times of checking the existence of one solution for $\tau_{\text {loc. }}^{\mathrm{Max}-\mathrm{min}}$ and $\tau_{\text {loc. }}^{\mathrm{Max}-\mathrm{mean}}$, see Figure 14. Clearly, the running augments when increasing $c$ in general. Figure 14 also show that the time lines corresponding to values $m$ in the left plot are quite similar. In the other hand, those in the right plot tend to 0 when $m$ increases which is
to say that instances get easier. Hence, on our range of $m$ which is approximately behaved as a linear function, the difficulty of an instance does depend for $\tau_{\text {loc. }}^{\text {Max-mean }}$ but does not for $\tau_{\text {loc. }}^{\text {Max-min }}$.

On computational complexity point of view, Conflict Coloring is very hard which the running time for solving the problem is exponential to the size of the input. However, the statistics show that the running time does not explode for $c$ big enough and $N$ moderate. Indeed, they are less than 0.25 seconds for $N=15$ (with $N^{\prime}=8$ ) and $c \leq 100$ (Figure 14). Hence, it is possible to solve the problem Conflict Coloring in practice (with instances of tens of subunits).


Fig. 14. Tables of average running times checking the existence of one solution for $\tau_{\text {loc. }}^{\text {Max-Min }}$ (left) and $\tau_{\text {loc. }}^{\text {Max-Mean }}$ (right) (in second). Total run of $R=100$.

### 4.5 Values and thresholds: upper bounds, lower bounds, and solutions

From our experimental work, the statistics provide useful information about the relation between local constraints and global solutions.

Application-wise, an important question is the adjustment of lower and upper values for the thresholds $\tau_{c}$, in order to get useful information. In the sequel, we explain how to infer such values via the choice of the multiplicative factor $m$, for the case of $\tau_{\text {loc. }}^{\text {Max-mean }}$ - that of $\tau_{\text {loc. }}^{\mathrm{Max}-m i n}$ is similar.

The upper bound is generally application dependent. Large values of $\tau_{c}$ are such that most colorings are valid, yet, such large $\tau_{c}$ may be irrelevant application-wise. For example, transposing our Delaunay-Voronoi setting to molecular modeling, large intersection volumes between atomic representations (the equivalent of the intersection area used in this work) directly translate into prohibitive van der Waals interaction energies [23] (which explains interactions of subunits from physical aspects).

To choose a lower bound, one seeks the smallest value of $m$ yielding the desired value of $s_{c, m}$. In our experiments, for $s_{c, m}=1, m \leq 0.7$ suffices whatever the value of $c$ (the right plot of Figure 12). For $s_{c, m}=s_{0}(<1)$, relevant pairs $(c, m)$ are obtained by seeking the smallest values of $m$ and $c$ such that $s_{c, m} \geq s_{0}$.

In addition, we provide Figure 13 which shows the density of conflict graphs corresponding to pairs ( $c, m$ ). In fact, the statistics of density is opposite to the one of $s_{c, m}$ (i.e. for a fixed $c$, when $m$ increases, a conflict graph is clearly sparser and it is the contrary for a fixed $m$ and when $c$ increases). Regarding pairs ( $c, m$ ) whose $s_{c, m}=1$, the statistics show that the density is at most $47 \%$ when $(c=15, m=4)$ for $\tau_{\text {loc. }}^{\mathrm{Max}-\mathrm{min}}$ and at most $78 \%$ when $(c=100, m=0.1)$ for Manuscript submitted to ACM
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$\tau_{\text {loc. }}^{\text {Max-mean }}$. And the density expects to increase when $c$ increases (but $m$ does not) for $\tau_{\text {loc. }}^{\text {Max-min }}$ but it keeps stable for $\tau_{\text {loc. }}^{\text {Max-mean }}$ when $c$ increases. In this latter case, a high fraction of conflict edges does not jeopardize the existence of solutions, as evidenced e.g. by the pair $(c=100, m=0.1)$ (fraction of conflict edges $\sim 0.8$ and $s_{100,0.1}=1$ ).


Fig. 15. Distribution of intersection areas $i a(\cdot, \cdot)$ for Min (top row) and Mean values (bottom row). The three plots correspond to $\tau_{2}, \tau_{3}$ and $\tau_{*}$, respectively. A total of $R=100$ random instances were used. Note that $y$-axis presents the average number of edges, faces or stars of an instance; and $x$-axis infers values $\lfloor i a(\cdot, \cdot)\rfloor$.

## 5 CONCLUSION AND PERSPECTIVES

Computer Science. We have shown that the coloring problems are very hard in most graph families $\mathcal{B}(k, m)$. For a family $\mathcal{B}$ such that $\mathcal{B}$-Fulfill- $k$-Coloring is NP-complete and $\mathcal{B}$-Conflict- $k$-Coloring is P , we can exploit the latter to build an algorithm for solving the former. Assume that $\mathcal{B}$ has the following property: each color of one vertex typically pairs up with only one color of the other, this yields the conflict graph which is a complete bipartite graph minus a matching. Let $\mathcal{A}$ the set of graphs obtained from $K_{k, k}$ by deleting a matching. One can show that $\mathcal{A}$-Conflict Coloring is polynomial-time solvable. Hence, although $\mathcal{A}$-Fulfill $k$-Coloring is NP-complete, when the number $q$ of fulfilled edges is fixed, the problem can be solved in polynomial time. Indeed, for each of the $O\left(m^{q}\right)$ possible subgraphs $F$ of $G$, one can test in polynomial time if $F$ admits a $k$-coloring with no conflict edges. A natural question is then whether this problem is Fixed-Parameter Tractable (FPT) with respect to $q$, that is if it can be solved in time $f(q) n^{c}$ with $f$ a computable function and $c$ a constant. Similarly, for any fixed number $q$, one can decide in polynomial time wether a graph $G$ has a coloring fulfilling all edges but at most $q$ by testing each of the $O\left(m^{q}\right)$ possible subgraphs $F$ obtained from $G$ by removing at most $q$ edges. It would be interesting to determine it is FPT with respect to $q$.

Computational Structural biology. A central motivation for this work is the reconstruction of atomic models of macro molecular assemblies, based on (i) the interaction graph between subunits, and (ii) one set of conformations (colors) for each subunit. Two subunits in contact must exhibit a high steric complementarity, with in particular little overlap
between atoms - that would otherwise result in prohibitive (van der Waals) interaction energies. For this reason, the resulting conflict $k$-graphs are almost complete bipartite conflict $k$-graphs. Interestingly, we have noticed that in processing instances defined from the Delaunay-Voronoi setting, which mimics subunits with controlled overlap, a high fraction of conflict edges does not jeopardize the existence of solutions. Our work is therefore compelling in this setting, to process cases with of the order of tens of subunits, each exhibiting up to hundreds of conformations. In the longer run, the ability to enumerate all solutions may serve as a proxy for the free energy of the assembly, which depends on the population statistics of all valid conformations.
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