
HAL Id: hal-03664182
https://inria.hal.science/hal-03664182v1

Submitted on 10 May 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Learning to Answer Visual Questions from Web Videos
Antoine Yang, Antoine Miech, Josef Sivic, Ivan Laptev, Cordelia Schmid

To cite this version:
Antoine Yang, Antoine Miech, Josef Sivic, Ivan Laptev, Cordelia Schmid. Learning to Answer Visual
Questions from Web Videos. IEEE Transactions on Pattern Analysis and Machine Intelligence, 2022,
�10.1109/tpami.2022.3173208�. �hal-03664182�

https://inria.hal.science/hal-03664182v1
https://hal.archives-ouvertes.fr


1

Learning to Answer Visual Questions
from Web Videos

Antoine Yang, Antoine Miech, Josef Sivic, Ivan Laptev, Cordelia Schmid

Abstract—Recent methods for visual question answering rely on large-scale annotated datasets. Manual annotation of questions and
answers for videos, however, is tedious, expensive and prevents scalability. In this work, we propose to avoid manual annotation and
generate a large-scale training dataset for video question answering making use of automatic cross-modal supervision. We leverage a
question generation transformer trained on text data and use it to generate question-answer pairs from transcribed video narrations.
Given narrated videos, we then automatically generate the HowToVQA69M dataset with 69M video-question-answer triplets. To handle
the open vocabulary of diverse answers in this dataset, we propose a training procedure based on a contrastive loss between a
video-question multi-modal transformer and an answer transformer. We introduce the zero-shot VideoQA task and the VideoQA feature
probe evaluation setting and show excellent results, in particular for rare answers. Furthermore, our method achieves competitive
results on MSRVTT-QA, ActivityNet-QA, MSVD-QA and How2QA datasets. We also show that our VideoQA dataset generation
approach generalizes to another source of web video and text data. We use our method to generate the WebVidVQA3M dataset from
the WebVid dataset, i.e., videos with alt-text annotations, and show its benefits for training VideoQA models. Finally, for a detailed
evaluation we introduce iVQA, a new VideoQA dataset with reduced language bias and high-quality manual annotations. Code,
datasets and trained models are available on our project webpage1.

Index Terms—Video Question Answering, Cross-Modal Supervision, Question Generation, Zero-Shot Learning

✦

1 INTRODUCTION

Answering questions about videos requires a detailed un-
derstanding of the visual content and its association with the
natural language. Indeed, given the large diversity of questions,
methods for Video Question Answering (VideoQA) should reason
about scenes, objects and human actions as well as their complex
temporal interactions.

Current approaches to VideoQA rely on deep fully-supervised
models trained on manually annotated datasets with question and
answer pairs [28], [38], [42], [43], [50], [52], [58]. Collecting
and annotating VideoQA datasets, however, is cumbersome, time
consuming, expensive and therefore not scalable. As a result,
current VideoQA datasets are relatively small (see Figure 2).
This limitation hinders the progress in the field as state-of-the-art
VideoQA models often require a large amount of training data.

In this work, we address the scale issue with a new approach
for automatically generating VideoQA datasets as illustrated in
Figure 1. The idea is to leverage cross-modal supervision together
with text-only tools for question generation and to automatically
annotate VideoQA data from a large amount of videos with
readily-available text annotations in the form of transcribed nar-
rations or “alt-text” annotations available with the video on the
Internet. Inspired by the recent progress in language generation
using transformer-based language models [12], we leverage trans-
formers trained on a question-answering text corpus to generate
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Speech: Fold them in half again, to 
make a triangle.

Alt-Text: Runner in sportswear 
running at stadium.

Generated Question: How do you 
make a triangle?
Generated Answer: Fold them in 
half again

Generated Question: Where is a 
runner in sportswear running?
Generated Answer: Stadium

Fig. 1: Given videos with transcribed narration (left) or videos with
“alt-text” annotations (right), we leverage language models and cross-
modal supervision to obtain large-scale VideoQA data. Top: Example
frame with the corresponding text annotation. Bottom: automatically
generated question and answer pair.

a diverse set of non-scripted questions and corresponding open-
vocabulary answers from text. By applying these transformers
to speech transcripts of narrated videos from the large-scale
HowTo100M dataset [69] we create HowToVQA69M, an open-
ended VideoQA dataset with 69 million video-question-answer
triplets and a diverse set of more than 16M unique answers (see
Figure 3). We also extend our approach to web videos with readily-
available alt-text descriptions and generate the WebVidVQA3M
dataset from the WebVid2M dataset [9]. As shown in Figure 2,
our HowToVQA69M and WebVidVQA3M datasets are orders of
magnitude larger compared to prior VideoQA datasets.

Given the limited diversity of existing datasets, current meth-
ods typically reduce VideoQA to a classification problem, where
frequent answers are assigned to unique classes. Typically, up to
5K unique possible answers are considered. Such an approach,
however, does not scale to the open vocabulary of 16M different
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answers in HowToVQA69M. To address this problem and to
enable video question answering with highly diverse questions and
answers, we introduce a training procedure based on contrastive
learning between a video-question multi-modal transformer and
an answer transformer that can handle free-form answers. This
bypasses the need to define a discrete set of answer classes.

The goal of our work is to advance truly open-ended and
generic solutions to VideoQA. To evaluate generalization, we
propose a new zero-shot VideoQA task where we prohibit any
manual supervision of visual data during training, and a new
VideoQA feature probe evaluation setting where only the final
projection layers of the network are finetuned on the target dataset.
Our VideoQA model, trained on HowToVQA69M, demonstrates
excellent zero-shot results on multiple existing datasets, espe-
cially for rare answers. Additionally, we find that our VideoQA
model exhibits strong performance in the VideoQA feature probe
evaluation setting. Moreover, when finetuned on target datasets,
our model achieves competitive results on MSRVTT-QA [100],
ActivityNet-QA [110], MSVD-QA [100] and How2QA [56]. We
further show the generalizability of our approach by showing the
benefits of WebVidVQA3M for training VideoQA models.

Initial experiments have shown that existing benchmarks for
open-ended VideoQA [100], [110] contain a language bias [34],
i.e., their questions can often be answered without looking at
the video. To better evaluate the impact of visual information
in VideoQA, we introduce a new open-ended VideoQA dataset
(iVQA) with manually collected questions and answers, where we
exclude questions that could be answered without watching the
video. Moreover, to account for multiple possible answers, iVQA
contains five independently collected answers for each question.

In summary, our work makes the following three contributions:
(i) We introduce an approach to automatically generate a

large-scale VideoQA dataset, HowToVQA69M. Relying
on cross-modal supervision, we use transformers trained
on an existing text-only question-answering corpus and
generate video-question-answer triplets from videos and
transcribed narrations. We also apply our method to video
alt-text pairs and generate the WebVidVQA3M dataset.

(ii) We train a VideoQA model on the automatically generated
data via contrastive learning between a multi-modal video-
question transformer and an answer transformer. We show
the efficiency of our model for the new zero-shot VideoQA
task and the new VideoQA feature probe task. Our model
achieves competitive results in four existing VideoQA
benchmarks.

(iii) Finally, we introduce a new manually annotated open-
ended VideoQA benchmark iVQA that excludes non-
visual questions and contains multiple possible answers
for each question.

Code, datasets and trained models are available at https://antoyang.
github.io/just-ask.html.

2 RELATED WORK

Visual Question Answering (VQA). VQA is typically tackled by
classifying the image-question (or video-question) representation
into a fixed vocabulary of answers. Various approaches to combine
spatial image representations and sequential question representa-
tions have been proposed [6], [11], [30], [66], [99], [101], [106].
More specifically to the video domain (VideoQA), spatio-temporal
video representations in terms of motion and appearance have been
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Fig. 2: Comparison of our large-scale HowToVQA69M and WebVid-
VQA3M datasets with existing VideoQA datasets.

used in [23], [28], [32], [38], [41], [42], [43], [50], [51], [52], [58],
[72], [79], [100], [102], [109], [114], [122].

Methods above are limited to pre-defined vocabularies of
answers and are difficult to apply outside of specific datasets. To
address this problem, Hu et al. [37] propose a joint embedding
where image-question representations can be matched with free-
form answers. Our VideoQA model follows this idea, but instead
of relying on manually annotated datasets of limited scale, we
train it on a large-scale VideoQA dataset that we automatically
generate. In contrast to some previous works using additional
video features such as subtitles [16], [45], [46], [48], [53], [54],
[56], [62], [89], [95], [105], our video representation is exclusively
based on visual information, as we focus on the detailed visual
understanding of videos.

To evaluate the generalization of VQA models, Teney and
Hengel [90] define zero-shot VQA by answering previously
unseen questions, which is a related but less challenging task
compared to the zero-shot VQA task we propose in Section 6.2.
Vatashsky and Ullman [93] address VQA using COCO image
annotations [61], while our zero-shot model is trained with no
manual annotations. Our proposed zero-shot VQA task is analo-
gous to zero-shot video retrieval [68] or zero-shot action recog-
nition [73]. We further propose a VQA feature probe evaluation
setting where only the final heads of the network are finetuned on
the downstream dataset while all other pretrained weights are kept
frozen. This setting is analogous to the linear probe evaluation
setting commonly used in self-supervised image recognition [13],
[14], [19] or self-supervised action recognition [73] but with
multiple layers in the head rather than just a single (linear) layer.

Visual question generation (VQG) has been introduced in [70].
The methods in [60] and [81] propose to jointly learn VQG and
VQA to improve the image VQA task. However, these works do
not generate questions to obtain additional training data, but use
visual data annotation for VQG as an additional loss.

VideoQA datasets. Manually collecting and annotating video-
question-answer triplets is cumbersome, costly and difficult to
scale. As a result, current VideoQA datasets [15], [21], [22], [27],
[33], [41], [47], [53], [56], [71], [77], [83], [89], [97], [100],
[108], [110], [111], [113] are limited in size, as the largest, TGIF-
QA [41], contains only 72K annotated clips (see Figure 2 for more
details). To address this issue, several works have explored lever-
aging manually annotated video descriptions [41], [94], [100],
[113], [115], [116], [117] for automatic generation of VideoQA
datasets, using rule-based [35], [76] approaches. Similarly, in the
image domain, Banerjee et al. [10] has recently proposed to use
annotated image captions from COCO [18] to generate question-

https://antoyang.github.io/just-ask.html
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Fig. 3: Our automatic approach for large-scale generation of video-question-answer triplets from narrated (subtitled) videos. First, at
the language-only training phase (left), the transformer-based answer extractor Ta and question generator Tq are trained [74] on a manually
annotated text-only question-answer corpus. Then video-question-answer triplets are automatically generated from narrated videos (right).
Individual sentences are extracted from the ASR-transcribed narration using a punctuator p. Each extracted sentence is analyzed with an
answer extractor Ta and a question generator Tq to produce answer a and question q. The timestamps of the narration are used to obtain a
video clip v temporarily aligned to the extracted sentence to form the output video-question-answer triplet (v, q, a).

answer pairs using a template-based approach [76].
Instead, we propose to use video annotations in the form of

transcribed narrations or alt-text descriptions that are available
at large-scale with no manual supervision. Moreover, rule-based
generation requires the manual creation of rules by experts which
is expensive, and has also been recently outperformed by neural
question generation [26], [107], [119] as used in our approach.

Large-scale pretraining for vision and language. Several re-
cent methods [4], [20], [24], [39], [40], [55], [57], [59], [64],
[65], [85], [88], [104], [118] pretrain multi-modal vision-language
representations, such as transformers, using datasets with image
captions, e.g., COCO [18], Conceptual Captions [82] and Visual
Genome [49]. These methods are often optimized using generic
objectives such as masked language losses and losses for text-
image matching and image caption generation. In our work, we
pretrain models using large amounts of narrated videos. In contrast
to task-agnostic pretraining in the previous work, we show the
benefits of task-specific pretraining for our target VideoQA task.

Learning from Web videos. In this work, we exploit noisy
correlations between videos and readily-available text annotations
in unlabeled web videos from the recent HowTo100M [69] and
WebVid2M [9] datasets. Methods using such readily-available
data have shown significant improvements on several tasks includ-
ing video retrieval [9], [31], action localization [69], action recog-
nition [68] and video captioning [67], [86], [87], [120], sometimes
outperforming fully-supervised baselines. Others have used videos
with readily available text annotations for the VideoQA task.
In detail, Amrani et al. [5] propose a text-video pretraining
approach and finetune their model for VideoQA. Li et al. [56]
propose HERO, a pretraining approach restricted to multiple-
choice VideoQA, for which questions and answers are treated as a
single text stream. Seo et al. [80] propose a pretraining approach
based on next utterance prediction and finetune their model for
VideoQA. Zellers et al. [80] propose a pretraining approach based
on a mix of frame-level and video-level objectives and finetune
for VideoQA. Differently to these methods with task-agnostic pre-
training, we propose a pretraining approach specifically dedicated
for VideoQA using automatically generated question and answer
pairs from readily available text annotations, and show in Section 6

the benefits of our approach.
A preliminary version of this article has appeared in [103].

3 LARGE-SCALE GENERATION OF VIDEOQA DATA

This section presents our approach to generate large-scale
VideoQA datasets from videos with readily available text annota-
tions. We illustrate the proposed approach on instructional videos
with text annotations in the form of transcribed narrations, which
in many cases describe the content of the videos. Section 3.1
presents our proposed generation procedures. Section 3.2, then,
describes the resulting HowToVQA69M dataset. Our approach
can be easily adapted to other type of content, for example, shorter
web-videos with with readily text annotations in the form of alt-
text, as will be shown in the result section (Section 6.4).

3.1 Generating video-question-answer triplets

We tackle the task of generating video-question-answer triplets
from a large-scale instructional video dataset with transcribed
spoken narration [69]. This is a challenging task because of
transcription errors and lack of punctuation. We also wish to
obtain highly diverse data. To address these issues, we propose
to leverage powerful language models trained on text data. Our
approach is illustrated in Figure 3 and details are given next.

We first present details about the generation procedure. Let
s be the transcribed speech data obtained with automatic speech
recognition (ASR). First, we use a recurrent neural network p, to
infer punctuation in the transcribed speech data. We denote the
punctuated transcript as p(s). We extract video clips v temporally
aligned with the inferred sentences p(s) using the ASR times-
tamps. We found that the generation works significantly better
when applied to sentences rather than the original sentence frag-
ments from the HowTo100M dataset, see Table 1. Second, for each
sentence, we apply a transformer Ta, to extract a set of potential
answers: a = Ta(p(s)). Third, we use another transformer Tq

to generate a question given each transcript sentence and each
extracted answer such that: q = Tq(a, p(s)). The output is a set
of video-question-answer triplets (v, q, a).
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ASR: Add some of your 
favorite sprinkles give it a mix.
Question: What can you add 
to the mix?
Answer: Sprinkles

ASR: ...I'm going to show you 
how to unlock your ipod touch.
Question: What will I show 
you?
Answer: How to unlock your 
ipod touch

ASR: Ideally, you would want 
a medium spread collar...
Question: What type of collar 
would you want?
Answer: Medium spread 
collar

ASR: So you bring it to a 
point and we'll, just cut it off 
at the bottom.
Question: What do we do at 
the bottom?
Answer: Cut it off

ASR: So I've got nine blobs of 
dough here a little bit sticky.
Question: How many blobs of 
dough are there?
Answer: Nine

ASR: …do it on the other side, 
and you've peeled your orange
Question: What color did you 
peel on the other side?
Answer: Orange

ASR: For children, give one 
breath every 3 to 5 seconds.
Question: How long does it 
take for a child to take a 
breath?
Answer: 3 to 5 seconds

ASR: ...thai airbus, 340 - 600 
arrived from bangkok ...
Question: What is the 
average size of an airbus from 
bangkok?
Answer: 340 - 600

ASR: The onions are chopped 
pretty much the same size.
Question: What are chopped 
pretty much the same size as 
the other vegetables?
Answer: The onions

ASR: Just let them do 
whatever they want and it’ll 
still look pretty cool.
Question: What's the best 
way to make it look cool?
Answer: Let them do 
whatever they wants

ASR: ...I’ve had over a 
hundred emails.
Question: How many emails 
have I had?
Answer: Over a hundred

ASR: I I you know, I I think 
this mod is really really 
awesome.
Question: I think this mod is 
what?
Answer: Really really 
awesome

ASR: Let me explain to you 
guys.
Question: What do I say to 
you guys?
Answer: Let me explain to 
you guys

ASR: You can’t miss this..
Question: What can’t you do?
Answer: Miss

ASR: And I will put it in a 
400 degree oven for 15 
minutes.
Question: How many minutes 
will peppers be in the 400 
degree oven?
Answer: 15

Fig. 4: Examples of video-question-answer triplets generated from narrated videos in our HowToVQA69M dataset. The green color (first row)
indicates relevant examples, the orange color (second row) indicates a failure of the question-answer generation, and the red color (third row)
indicates that the generated question-answer is unrelated to the visual content.
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Fig. 5: Statistics of the HowToVQA69M dataset. (a) Distribution
of length of questions and answers. (b) Distribution of video clip
duration in seconds.

We now explain details of the language models and their
training procedure. For ASR, we follow [69] and use the readily-
available ASR data provided by YouTube. For punctuation p,
we use the BRNN model from [91] and the weights available
at [1] trained on IWSLT2011 [29]. For Ta and Tq , we use the
transformer-based T5-small and T5-base models [74], respec-
tively. We follow [3], [17], [63] and use the weights available at [2]
trained for answer span extraction and answer-aware question
generation, respectively, on SQuADv1 [75]. SQuADv1 is a text-
only question-answering dataset consisting of questions for which
the answer is a segment of text extracted from a paragraph.

(a) Answers

(b) Questions

Fig. 6: Word clouds extracted from the HowToVQA69M dataset
showing its diverse vocabulary and the words characteristic to
speech such as okay, right, or oh.

3.2 HowToVQA69M: a large-scale VideoQA dataset

We have applied the previously described procedure to all 1.2M
original videos from the HowTo100M dataset [69]. The result is
HowToVQA69M, a dataset of 69,270,581 video clip, question and
answer triplets (v, q, a). HowToVQA69M is two orders of mag-
nitude larger than any of the currently available VideoQA datasets
(see Figure 2). On average, each original video results in 43
video clips, where each clip is associated to 1.2 question-answer
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Punctuation Generation method Correct
Samples

QA Generation
Failure

QA unrelated
to video

✓ Heilman et al. [35] 17 54 29
✗ Ours 23 49 28
✓ Ours 30 31 39

TABLE 1: Manual evaluation of our generation method (with and
without punctuation) on a random sample of 100 examples compared
with a rule-based question-answer generation of [35]. Numbers are
obtained with majority voting between 5 annotators.

Question
Type Total Correct

Samples (%)
QA Generation

Failure (%)
QA unrelated
to video (%)

Attribute 25 28 32 40
Object 17 41 24 35
Action 16 69 19 13
Counting 13 23 15 62
Place 7 0 86 14
People 7 0 43 57
Other 15 13 27 60

TABLE 2: Manual evaluation of our generation method on 100
randomly chosen generated examples split by question type. Results
are obtained by majority voting among 5 annotators.

pairs. HowToVQA69M is highly diverse and contains over 16M
unique answers, where over 2M unique answers appear more than
once and over 300K unique answers appear more than ten times.
Examples of (v, q, a) triplets from the HowToVQA69M dataset
are illustrated in Figure 4, showing the diversity and the noise in
the automatically obtained annotations in HowToVQA69M.

Statistical analysis of HowToVQA69M. Figure 5 shows the
statistics of the HowToVQA69M dataset in terms of the question
length, answer length and video clip duration. Questions and
answers contain 8.7 and 2.4 words on average respectively. Over-
all, HowToVQA69M contains longer answers than downstream
VideoQA datasets like MSRVTT-QA, MSVD-QA or ActivityNet-
QA, for which answers are on average shorter than 2 words. Each
clip lasts 12.1 seconds on average. The distribution of clip duration
has a peak at around seven seconds with a long tail of longer clips.
These statistics demonstrate the diversity of our HowToVQA69M
dataset, in terms of videos, questions and answers.

Word clouds1 for questions and answers in HowToVQA69M
are shown in Figure 6 and illustrate the diverse vocabulary in
HowToVQA69M as well as the presence of speech-related words
such as as okay, right, oh.

Manual evaluation of HowToVQA69M. As shown in Figure 4,
HowToVQA69M annotations are noisy, which can be attributed
to: (i) errors in speech transcription, (ii) speech not describing the
video content, or (iii) errors in question-answer generation. We
manually evaluate the quality of 100 randomly sampled (v, q, a)
triplets in HowToVQA69M by collecting 5 different annotations
for each triplet to reduce variance and report results in Table 1.
Among 100 triplets generated by our method we find 30 to be
correctly generated and matching well to the video content, 31 are
incorrectly generated and 39 are correctly generated but unrelated
to the video content. To demonstrate the influence of the different
components of our automatic question-answer generation proce-
dure, we compare our results with (i) a variant of our approach
that does not split transcribed narrations into sentences using
a punctuator, and (ii) a rule-based approach [35] for question-
answer generation. Table 1 confirms the importance of punctuation
and demonstrates the superior performance of our generation
method compared to [35]. Further comparison with [35] is given

1. Word clouds were generated using github.com/amueller/word cloud.

Video-Question Transformer

Answer Transformer

Answer: 
Track

Question: Where 
are the men? 

Video:

Contrastive 
Loss

track
…

Masked 
Language 
Modeling

Loss

Fig. 7: Overview of our VideoQA training architecture. Our
model is composed of a video-question module f based on a
multi-modal transformer (top) and an answer module g based
on DistilBERT [78] encoder (bottom). For pretraining, we use
a contrastive loss and a masked language modeling loss (right).

in Section 6.6. In terms of inter-rater agreement, for the 300
generated video-question-answer triplets (100 for each generation
method), 94 were in an agreement of all 5 annotators, 198 in an
agreement of at least 4 annotators, and 299 in an agreement of at
least 3 annotators. This high agreement of annotators demonstrates
the reliability of the results in Table 1.

We further manually classify the 100 video-question-answer
triplets obtained with our method by the question type (“At-
tribute”, “Object”, “Action”, “Counting”, “Place”, “People”, or
“Other”), evaluate the quality of generated triplets for different
question types and report results in Table 2. Out of the 6 most
common categories, we observe that questions related to “Action”
lead to the best annotations, “Counting” questions lead to the
highest number of QAs unrelated to the video content, and
questions related to “Place” lead to the highest number of QA
generation errors. Qualitatively, we found that actions are often
depicted in the video, while counted quantities (e.g. time, weight,
length) mentioned in the speech are hard to guess from the video
only. We describe next how we use HowToVQA69M to train our
VideoQA model.

4 VIDEOQA MODEL AND TRAINING PROCEDURE

This section presents our VideoQA model (Section 4.1) and
describes the training procedure (Section 4.2). Figure 7 gives an
overview of the model.

4.1 VideoQA model
As illustrated in Figure 7, our VideoQA model is composed
of two branches: (i) a video-question module f based on a
transformer [92] and a mapping from the CLS token with a linear
function. It takes a pair of video v and question q as input, models
the multi-modal temporal interactions between v and q and then
outputs an embedding vector f(v, q) ∈ IRd. (ii) The second
branch is a text encoder g that embeds an answer a as g(a) ∈ IRd.
We will denote our model as VQA-T, standing for VideoQA-
Transformer. Note that using the joint (video, question) and answer
embeddings allows us to deal with a large open vocabulary
of answers present in our new HowToVQA69M dataset as the
model can measure similarity between the input video-question
embedding and the embedding of any answer. This is in contrast
to using a classification answer module [38], [42], [43], [50],
[122] that can choose only from a fixed predefined vocabulary

github.com/amueller/word_cloud
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Fig. 8: Statistics of the iVQA dataset. (a) Distribution of length of questions and answers. (b) Distribution of video clip duration in
seconds. (c) Distribution of video clip relative start time in the original video. (d) Distribution of question types.

of answers. Our embedding can be also easily finetuned on the
different downstream VideoQA datasets, which may contain new
answers that have not been seen at training. In contrast, the classi-
fication answer module has to be retrained when the vocabulary of
answers changes. Next, we give details of the language and video
representations. Further details about the model are provided in
Appendix A.

Word representation. The question and answer are separately
tokenized with the WordPieces embedding [96] and fed to Distil-
BERT [78]. DistilBERT is a light version of BERT [25] pretrained
in a self-supervised fashion on English Wikipedia and the Toronto
Book Corpus [121].

Video representation. We use a frozen S3D [98] pretrained on
HowTo100M [69] using MIL-NCE [68]. This model is pretrained
from scratch on HowTo100M only.

4.2 Training procedure

This section describes the training of our VideoQA model on
the HowToVQA69M dataset and its finetuning on downstream
VideoQA datasets.

Training on HowToVQA69M. We wish to make a pair of video
and question (v, q) close to its correct answer a measured by the
dot product of their embeddings, f(v, q)⊤g(a). In contrast, the
incorrect answers should be far, i.e., the dot product with their
embeddings should be small. This can be done by maximizing the
following contrastive objective:

max
f,g

n∑
i=1

log

 ef(vi,qi)
⊤g(ai)

ef(vi,qi)⊤g(ai) +
∑

(v′,q′,a′)∼Ni

ef(v′,q′)⊤g(a′)

 ,

(1)
where (vi, qi, ai) represents a generated triplet (video clip, ques-
tion, answer) from HowToVQA69M. Given a specific positive
triplet (vi, qi, ai), we construct the set Ni of negative triplets
by concatenating incorrect answers aj within the training batch
to the video-question pair (vi, qi) as: (vi, qi, aj) with aj ̸= ai.
In particular, if the same negative answer aj is present multiple
times in a batch, we only count it once. We found that sampling
the same negative answer multiple times leads to worse results (see
Section 6.9), which we believe is due to different distributions of
answers in the pretraining and downstream datasets. Removing
duplicate negatives helps to mitigate this difference.

Finetuning on downstream VideoQA datasets. We leverage
the model pretrained on HowToVQA69M and finetune it on a

downstream VideoQA dataset that typically has a smaller vocab-
ulary of answers V (e.g.|V | ∼ 4000). To this end, we adapt the
training objective in (1) by constructing the negative set Ni from
all incorrect answers in V . Note that in such setting (1) becomes
equivalent to optimizing the standard cross-entropy objective. In
the specific case of multiple-choice VideoQA, the set of negatives
Ni is the set of incorrect answers for each sample.
Masked Language Modeling (MLM). In addition to the con-
trastive loss (1) we apply the masking loss [25] to question tokens
during both pretraining and finetuning. We found this to have
a positive regularization effect when finetuning the DistilBERT
weights (see Section 6.9).

5 IVQA: A NEW VIDEOQA EVALUATION DATASET

In this section we present our Instructional VQA dataset (iVQA).
We start from a subset of HowTo100M videos and manually
annotate video clips with questions and answers. We aim (i) to
provide a well-defined evaluation by including five correct answer
annotations per question and (ii) to avoid questions which can be
answered without watching the video. The dataset is described
below.
iVQA Data Collection. iVQA videos are obtained by randomly
sampling 7-30 sec. video clips from the HowTo100M dataset [69].
We avoid overlap between datasets and make sure iVQA and
HowToVQA69M have no videos in common. Each clip is man-
ually annotated with one question and 5 answers on Amazon
Mechanical Turk. We ask workers to annotate questions about
objects and scenes in the video and remove videos that could not
be annotated. The correctness of annotations is manually verified
by the authors. Moreover, we manually reduce the language bias
by excluding questions that could be answered without watching
the video. To increase diversity, each question is answered by
5 different workers. The answers are restricted to 4 words and
are complemented by a confidence level. Questions that receive
multiple answers with low confidence are removed. We further
describe our data collection interfaces in [103] (Appendix C.1.).
Statistical analysis of iVQA. iVQA contains 10,000 video clips
with one question and five corresponding answers per clip. We
split the dataset into 60%/20%/20% train/validation/test subsets.
Figure 8 shows the distributions of question length, answer length,
clip duration, clip relative start time in the original video and
question types. The average duration of video clips is 18.6 sec-
onds. Clip duration and start time distributions are almost uniform
because we randomly sampled both the duration and the start time
to obtain the clips, which results in a high video content diversity.



7

Word cloud for questions

Word cloud for answers

Fig. 9: Word clouds for questions and answers in our iVQA
dataset. The frequent occurrence of location and time-specific
words (behind, front, right, left, first, end, beginning) indicates
the presence of the spatial and temporal context within iVQA
questions. We can also observe the task-specific vocabulary in
iVQA answers related to the domains of cooking, hand crafting
and gardening.

Most questions are about objects (What questions make up 91%
of the data), while some are about places (Where questions make
up 5% of the data) and people (Who questions make up 1% of
the data). On average, questions and answers contain 7.6 and 1.1
words, respectively. Answers are in great majority one or two
words, which is a result of our collection procedure.

The majority of questions have a consensus between at least
2 annotators, i.e.at least 2 annotators providing the same answer.
In detail, we observe that 27.0% of questions lead to a perfect
consensus among the five answer annotators, 48.4% of questions
lead to a consensus among at least four annotators, and 77.3%
lead to a consensus among at least three annotators. All but six
questions lead to a consensus between at least two annotators.
Additionally, 27.5% of questions have two different answers that
had a consensus between at least two annotators. Similarly to [7],
this motivates us to define the following accuracy measure for
a given answer a: acc(a) = min(#ground truth answers = a

2 , 1). This
metric assigns 100% accuracy to answers confirmed by at least
2 annotators, 50% accuracy to answers confirmed by only 1
annotator and 0% otherwise. Note that this definition is specific
to our set-up where we have multiple ground truth answers per
question.

Word clouds for questions and answers in the iVQA dataset
in Figure 9 demonstrate the relation of iVQA to the domains of
cooking, hand crafting and gardening. These word clouds also
indicate that questions in iVQA often require spatial reasoning
(behind, front, right, left) and temporal understanding (first, end,
left, beginning) of the video. The most frequent answer (spoon) in
iVQA corresponds to 2% of all answers in the dataset. In contrast,
the most frequent answers in other existing VideoQA datasets
account for more than 9% of all answers in these datasets (we have
verified this for MSRVTT-QA, MSVD-QA and ActivityNet-QA).
As a consequence, the most frequent answer baseline is signif-
icantly lower for our iVQA dataset compared to other VideoQA
datasets. We further evaluate the language bias in iVQA in Section
6.8.

6 EXPERIMENTS

This section demonstrates the benefits of training using our gen-
erated HowToVQA69M dataset and compares our method to the
state of the art. We first outline the used datasets, baseline methods
and implementation details in Section 6.1. We then present results
for the novel zero-shot VideoQA task in Section 6.2. Next we
present results for the novel VideoQA feature probe evaluation
setting in Section 6.3. The comparison to the state of the art in
VideoQA and alternative training strategies is given in Section 6.4.
Section 6.5 presents results for rare answers and split per question
type. Then we compare our VideoQA generation approach to
previous methods in Section 6.6. We also apply our approach to
another video-text datasets in Section 6.7. Finally, we show the
importance of the visual modality in iVQA in Section 6.8 and
present ablation studies in Section 6.9.

6.1 Evaluation Protocol

Datasets. We use three datasets for training and five datasets
for evaluation as described below. We follow previous evaluation
protocols for open-ended settings [50] and use a fixed vocabulary
of training answers. Unless stated otherwise, we report top-1 test
accuracy and use original splits for training, validation and test.

For training we use our new HowToVQA69M dataset intro-
duced in Section 3.2 with 90% and 10% videos in training and
validation subsets. For comparison, we also train our model using
a large-scale text-video dataset, HowTo100M [69], that contains
videos with transcribed narrations but no video-question-answer
triplets. Test and validation videos of downstream datasets are
excluded from HowTo100M and HowToVQA69M. To evaluate
the general applicability of our approach, we generate another
automatic VQA dataset based on WebVid2M [9], which consists
of 2.5M video-text pairs scraped from the web where video
captions are obtained from readily-available alt-text descriptions,
see Section 6.7.

We evaluate results on four open-ended VideoQA downstream
datasets: MSRVTT-QA [100], MSVD-QA [100], ActivityNet-
QA [110] and our new iVQA dataset (see Section 5). We also eval-
uate on a multiple-choice VideoQA dataset How2QA [56] where
each question is associated with one correct and three incorrect
answers. For MSRVTT-QA and MSVD-QA, we follow [50] and
use a vocabulary of the top 4000 training answers for MSRVTT-
QA, and all 1852 training answers for MSVD-QA. For our iVQA
dataset and ActivityNet-QA, we consider all answers that appear
at least twice in the training set, resulting in 2348 answers for
iVQA and 1654 answers for ActivityNet-QA.

Baselines. To evaluate the contribution of the visual modality,
we compare our VQA-T model with its language-only variant
QA-T. QA-T does not use video input, i.e. we set the input v
of the video-question transformer to zero during both training
and testing (see Figure 7). To evaluate our generated dataset,
we also compare VQA-T trained on HowToVQA69M and on
HowTo100M. Since HowTo100M has no (v, q, a) triplets, we only
train the f branch of VQA-T on HowTo100M using the standard
masking and cross-modal matching losses [20], [56], [64], [87],
[120]. In the zero-shot setting we evaluate VQA-T trained on
HowTo100M by computing f(v, [q, a]) for concatenated pairs of
questions and answers [q, a]. During finetuning we also initialize
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Method Pretraining Data iVQA MSRVTT-QA MSVD-QA ActivityNet-QA How2QA
Top-1 Top-10 Top-1 Top-10 Top-1 Top-10 Top-1 Top-10 Top-1

Random ∅ 0.09 0.9 0.02 0.2 0.05 0.5 0.05 0.5 25.0
QA-T HowToVQA69M 4.4 23.2 2.5 6.5 4.8 15.0 11.6 45.8 38.4
VQA-T HowTo100M 1.9 11.9 0.3 3.4 1.4 10.4 0.3 1.9 46.2
VQA-T (Ours) HowToVQA69M 12.2 43.3 2.9 8.8 7.5 22.4 12.2 46.5 51.1

TABLE 3: Comparison with baselines for zero-shot VideoQA. Top-1 and top-10 (for open-ended datasets) accuracy are reported.

Question: What design are they making?
GT Answer: rose (4), rose flower (1)
QA-T (HowToVQA69M): pinwheel
VQA-T (HowTo100M): piping bag
VQA-T (HowToVQA69M): rose

Question: What tool is being used?
GT Answer: crochet hook (2), needle 
(2), hook (1)
QA-T (HowToVQA69M): chisel
VQA-T (HowTo100M): crocheting
VQA-T (HowToVQA69M): crochet 
hook

Question: What fruit is shown at the end?
GT Answer: watermelon (5)
QA-T (HowToVQA69M): pineapple
VQA-T (HowTo100M): slotted spoon
VQA-T (HowToVQA69M):  
watermelon

Question: What is the woman 
decorating?
GT Answer: cake (5)
QA-T (HowToVQA69M): cupcakes
VQA-T (HowTo100M): raspberries
VQA-T (HowToVQA69M): cake

Question: What type of material is the 
man touching?
GT Answer: wood (5)
QA-T (HowToVQA69M): brick
VQA-T (HowTo100M): electric saw
VQA-T (HowToVQA69M): wood

Question: What object is seen on the 
left, at the beginning of the video?
GT Answer: teapot (4), pot (1)
QA-T (HowToVQA69M): mirror
VQA-T (HowTo100M): espresso
VQA-T (HowToVQA69M): teapot

Question: What is in the man's hand?
GT Answer: shovel (3), spade (2)
QA-T (HowToVQA69M): coin
VQA-T (HowTo100M): planting
VQA-T (HowToVQA69M): shovel

Question: What type of animal do we 
see in this video?
GT Answer: shark (3), fish (2)
QA-T (HowToVQA69M): stuffed 
animal
VQA-T (HowTo100M): filter
VQA-T (HowToVQA69M): fish

Question: Where is this video being 
shot?
GT Answer: garage (5)
QA-T (HowToVQA69M): studio
VQA-T (HowTo100M): lawnmower
VQA-T (HowToVQA69M): garage

Question: What is the largest object to 
the right of the man?
GT Answer: wheelbarrow (4), 
wheelbarrel (1)
QA-T (HowToVQA69M): statue
VQA-T (HowTo100M): trowel
VQA-T (HowToVQA69M): 
wheelbarrow

Question: What is the person holding?
GT Answer: phone (4), smartphone 
(1)
QA-T (HowToVQA69M): camera
VQA-T (HowTo100M): keyboard
VQA-T (HowToVQA69M): tablet

Question: In which room does this scene 
take place?
GT Answer: kitchen (5)
QA-T (HowToVQA69M): bedroom
VQA-T (HowTo100M): tablespoon
VQA-T (HowToVQA69M): dining room

Fig. 10: Zero-shot VideoQA on iVQA. The top 4 rows illustrate
successful predictions of our model, while the bottom-most row
displays failure cases. The values next to the ground truth (GT)
answers indicate the number of annotators that gave the answer.

Method Pretraining data iVQA MSRVTT
QA

MSVD
QA

ActivityNet
QA How2QA

VQA-T ∅ 3.8 23.2 21.8 22.9 55.3
QA-T HowToVQA69M 11.4 27.0 29.5 27.6 64.7
VQA-T HowTo100M 13.8 27.0 32.9 24.7 63.9
VQA-T HowToVQA69M 24.5 32.9 39.0 30.6 72.9

TABLE 4: Probe evaluation of different pretraining strategies. In each
case, only the last projection layers in the model were finetuned on
the downstream VideoQA datasets. Top-1 accuracy is reported.

Pretraining data iVQA MSRVTT
QA

MSVD
QA

ActivityNet
QA How2QA

∅ 23.0 39.6 41.2 36.8 80.8
HowTo100M 28.1 40.4 43.5 38.1 81.9

HowToVQA69M 35.4 41.5 46.3 38.9 84.4
TABLE 5: Benefits of pretraining our VQA-T model on our new
HowToVQA69M dataset (last row) compared to no pretraining (first
row) or pretraining on HowTo100M (second row). In each case
our VQA-T model was then finetuned on the downstream VideoQA
datasets. Top-1 accuracy is reported.

the g branch of VQA-T with parameters of the text encoding
obtained from f (see further details in Appendix A).
Implementation details. For the training on HowToVQA69M we
use the Adam optimizer and mini-batches with 4096 video clips
sampled from 128 random videos. We use a cosine annealing
learning rate schedule with initial value of 5 × 10−5. The op-
timization over 10 epochs lasts 2 days on 8 Tesla V100 GPUs.
Further details are included in Appendix B.

6.2 Zero-shot VideoQA
In this section, we address the zero-shot VideoQA task where we
prohibit any manual supervision of visual data during training.
We explore this setup to evaluate the generalization of VQA-T
trained on HowToVQA69M to unseen downstream datasets. For
consistency, we use the vocabulary of answers from downstream
datasets during testing (see Section 6.1).

Zero-shot results are presented in Table 3. We first observe
that the use of visual cues by VQA-T outperforms QA-T when
both models are trained on HowToVQA69M. This demonstrates
the importance of the cross-modality in HowToVQA69M despite
the VideoQA annotation being exclusively generated from text-
only methods. Since HowToVQA69M has been generated using
no manual annotation of visual data, our approach is scalable and
can lead to further improvements by increasing the dataset size, as
we discuss in Section 6.9.

Training on HowToVQA69M significantly outperforms the
training on HowTo100M and the random baseline. This confirms
the advantage of our HowToVQA69M dataset for the VideoQA
task over other generic text-video datasets that do not contain
video-question-answer triplets. We emphasize that our training
does not use any information about target VideoQA datasets.
Qualitative results for zero-shot VideoQA are presented for our ap-
proach and compared with baselines in Figure 10. We observe that
QA-T (trained on HowToVQA69M) provides plausible but video-
unrelated answers to the questions. Moreover, VQA-T (trained on
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Pretraining Data Finetuning iVQA MSRVTT-QA MSVD-QA ActivityNet-QA
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

∅ ✓ 38.4 16.7 5.9 2.6 68.4 44.1 32.9 8.1 71.2 53.7 28.9 8.8 65.6 49.0 25.7 3.9
HowTo100M ✓ 46.7 22.0 8.6 3.6 65.2 46.4 34.9 10.6 74.8 58.8 30.6 10.5 67.5 53.3 25.9 4.1

HowToVQA69M ✗ 9.0 8.0 9.5 7.7 0.2 6.4 2.4 3.0 9.3 9.0 6.9 4.8 36.3 5.7 3.7 1.5
HowToVQA69M ✓ 47.9 28.1 15.6 8.5 66.9 46.9 36.0 11.5 74.7 59.0 35.0 14.1 66.3 53.0 28.0 5.0

TABLE 6: Results of our VQA-T model with different training strategies, on subsets of iVQA, MSRVTT-QA, MSVD-QA and ActivityNet-QA,
corresponding to four quartiles with Q1 and Q4 corresponding to samples with the most frequent and the least frequent answers, respectively.

Pretraining Data Finetuning MSRVTT-QA MSVD-QA
What Who Number Color When Where What Who Number Color When Where

∅ ✓ 33.4 49.8 83.1 50.5 78.5 40.2 31.5 54.9 82.7 50.0 74.1 46.4
HowTo100M ✓ 34.3 50.2 82.7 51.8 80.0 41.5 34.3 58.6 82.4 62.5 77.6 50.0
HowToVQA69M ✗ 1.8 0.7 66.3 0.6 0.6 4.5 7.8 1.7 74.3 18.8 3.5 0.0
HowToVQA69M ✓ 35.5 51.1 83.3 49.2 81.0 43.5 37.9 58.0 80.8 62.5 77.6 46.4

TABLE 7: Effect of our pretraining per question type on MSRVTT-QA and MSVD-QA.

Pretraining Data Finetuning Motion Spatial Temporal Yes-No Color Object Location Number Other
∅ ✓ 23.4 16.1 3.8 65.6 31.3 26.4 33.7 48.0 33.6
HowTo100M ✓ 26.6 17.7 3.5 67.5 32.8 25.3 34.0 50.5 35.8
HowToVQA69M ✗ 2.3 1.1 0.3 36.3 11.3 4.1 6.5 0.2 4.7
HowToVQA69M ✓ 28.0 17.5 4.9 66.3 34.3 26.7 35.8 50.2 36.8

TABLE 8: Effect of our pretraining per question type on ActivityNet-QA.

Method Pretraining data MSRVTT
QA

MSVD
QA

E-SA [100] 29.3 27.6
ST-TP [41] 30.9 31.3
AMU [100] 32.5 32.0
Co-mem [32] 32.0 31.7
HME [28] 33.0 33.7
LAGCN [38] — 34.3
HGA [43] 35.5 34.7
QueST [42] 34.6 36.1
HCRN [50] 35.6 36.1
MASN [79] 35.2 38.0
Bridge to Answer [72] 36.9 37.2
OCRL+LOGNet [23] 36.0 38.2

ClipBERT [52] COCO [18]+
Visual Genome [49] 37.4 —

Jin et al. [44] Conceptual Caption [82] 37.6 38.2
SSML [5] HowTo100M 35.1 35.1
CoMVT [80] HowTo100M 39.5 42.6

SiaSamRea [109] COCO [18]+
Visual Genome [49] 41.6 45.5

MERLOT [112] YT-Temporal-180M 43.1 —
VQA-T ∅ 39.6 41.2
VQA-T HowToVQA69M 41.5 46.3

VQA-T HowToVQA69M+
WebVidVQA3M 41.8 47.5

TABLE 9: Comparison with state of the art on MSRVTT-QA and
MSVD-QA (top-1 accuracy).

Pretraining data ActivityNet
QA How2QA

E-SA [110] 31.8 —
MAR-VQA [122] 34.6 —

HERO [56] HowTo100M +
TV Dataset — 74.1

CoMVT [80] HowTo100M 38.8 82.3

SiaSamRea [109] COCO [18]+
Visual Genome [49] 39.8 84.1

MERLOT [112] YT-Temporal-180M 41.4 —
VQA-T ∅ 36.8 80.8
VQA-T HowToVQA69M 38.9 84.4

VQA-T HowToVQA69M+
WebVidVQA3M 39.0 85.3

TABLE 10: Comparison with state of the art on ActivityNet-QA and
the public val set of How2QA (top-1 accuracy).

HowTo100M) is able to reply with answers related to the visual
content, but doesn’t take into account the question. Our VQA-T
model trained on HowToVQA69M, on the other hand, correctly
understands questions and uses information in the video to provide

correct answers, confirming results in Table 3. We also illustrate
some failure cases in Figure 10, showing that our zero-shot VQA-
T model can fail to understand fine variations in the video or the
language, confusing a kitchen with a dining room or a phone with
a tablet.

6.3 VideoQA feature probe evaluation

In this section we further evaluate the generalization capabilities of
the multi-modal representation learnt by our pretrained model. To
this end, we analyze the effect of VQA-T pretraining followed by
the finetuning of the final projection layers on the target datasets.
More precisely, only the final MLP in the video-question module
and the final linear layer in the answer module are finetuned. All
other weights in the model (notably the video, question, answer
representations and the multi-modal transformer) are kept frozen
after the large-scale pre-training.

Results for VideoQA feature probe evaluation are reported in
Table 4. Similarly as for the zero-shot setting, we observe that
the use of visual cues in VQA-T outperforms QA-T when both
models are pretrained on HowToVQA69M. Additionally, pretrain-
ing on HowToVQA69M significantly outperforms the pretraining
on HowTo100M and the probe baseline trained from scratch.
Note that the probe baseline trained from scratch, despite hav-
ing notably randomly initialized frozen multi-modal transformer
weights, achieves reasonable absolute results as it can exploit
dataset biases, which are further ablated in Section 6.8. Interest-
ingly, we find that on the iVQA dataset, the probe evaluation of our
model pretrained on HowToVQA69M (24.5% accuracy, first line
in Table 4) outperforms the fully supervised model trained from
scratch (23.0% accuracy, first line in Table 5). These results further
confirms the quality of our multi-modal representation learnt from
HowToVQA69M.

6.4 Benefits of HowToVQA69M pretraining

This section evaluates the effect of VQA-T pretraining in combi-
nation with finetuning on target datasets. As shown in Table 5,
pretraining on HowToVQA69M provides consistent and signifi-
cant improvements for all datasets when compared to pretraining
on HowTo100M and no pretraining. In particular, we observe
the largest improvement for our new iVQA dataset which comes
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ASR: And then just squeeze it through like that.
Question (Heilman et al): What do then just squeeze 
through like that? 
Answer (Heilman et al): it
Question (ours): How do you do it? 
Answer (ours): squeeze it through

ASR: It is a staple in a lot of asian kitchens.
Question (Heilman et al): What is it?
Answer (Heilman et al): a staple in a lot of asian 
kitchens
Question (ours): In what type of kitchens is it a 
staple? 
Answer (ours): asian kitchens

ASR: This is classic premium chicken, grilled 
sandwich.
Question (Heilman et al): What is classic premium 
chicken, grilled sandwich?
Answer (Heilman et al): this
Question (ours): What type of sandwich is this?
Answer (ours): classic premium chicken, grilled 
sandwich

ASR: And you want it over a very low heat.
Question (Heilman et al): What do you want it over?
Answer (Heilman et al): over a very low heat
Question (ours): What kind of heat do you want it to 
be over?
Answer (ours): low heat

ASR: But why do that when you can enjoy the plant 
for about three months, it'll, keep producing because 
the leaves grow from the center
Question (Heilman et al): What leaves?
Answer (Heilman et al): the
Question (ours): What part of the plant grows from 
the center?
Answer (ours): leaves

ASR: Next add half a cup of powdered milk and a 
little shake a quarter teaspoon of salt, which I know, 
sounds really weird.
Question (Heilman et al): What do I know the 
quarter teaspoon of?
Answer (Heilman et al): of salt
Question (ours): What is a quarter teaspoon of?
Answer (ours): salt

Fig. 11: Qualitative examples of video-question-answer triplets generated with our trained language models compared to Heilman et
al. [35], illustrating the higher quality and diversity of triplets obtained with our generation method.

Pretraining Data Zero-shot Finetune
iVQA MSRVTT-QA ActivityNet-QA How2QA iVQA MSRVTT-QA ActivityNet-QA How2QA

∅ — — — — 23.0 39.6 36.8 80.8
MSRVTT-QA 8.6 — 1.7 42.5 25.2 — 37.5 80.0

ActivityNet-QA 5.5 2.7 — 40.8 24.0 39.9 — 80.7
HowToVQA69M 12.2 2.9 12.2 51.1 35.4 41.5 38.9 84.4

TABLE 11: Comparison of our training on HowToVQA69M with cross-dataset transfer using the previously largest open-ended VideoQA
dataset (MSRVTT-QA) and the largest manually annotated open-ended VideoQA dataset (ActivityNet-QA).

Generation
Method Zero-shot Finetune

iVQA ActivityNet
QA How2QA iVQA ActivityNet

QA How2QA

[35] 7.4 1.1 41.7 31.4 38.5 83.0
Ours 12.2 12.2 51.1 35.4 38.9 84.4

TABLE 12: Comparison of our question-answer generation approach
with Heilman et al. [35], evaluated by downstream performance of
the model trained on the generated VideoQA data.

from the same domain as HowToVQA69M. Hence, the automatic
generation of training data for other domains using our method
can lead to further improvements on other datasets.

We compare our pretrained model to the state-of-the-art
in VideoQA in Tables 9-10. Notably, VQA-T pretrained on
HowToVQA69M outperforms previous methods using compa-
rable pretraining data on all tested datasets. In particular, our
method improves over CoMVT [80] that has been pretrained
on HowTo100M. We note that the recent SiaSamRea ap-
proach [109] improves over our method on MSRVTT-QA (+0.1%)
and ActivityNet-QA (+0.9%), but achieves lower results on
MSVD-QA (-0.8%) and How2QA (-0.3%). However, SiaSamRea
leverages manually annotated visual data for pretraining (COCO
[18] and Visual Genome [49]). We also note that MERLOT [112]
improves over our method on MSRVTT-QA and ActivityNet-
QA, but uses the YT-Temporal-180M dataset for pretraining. This
dataset includes HowTo100M but is significantly larger and more
diverse (6 millions YouTube videos instead of 1 million).

6.5 Analysis of rare answers and question types
Results for rare answers. Training on downstream VideoQA
datasets typically leads to particularly large improvements for
questions with most frequent answers. As shown in Table 6,
our approach brings significant improvements both for common
and rare answers compared to models trained from scratch or
pretrained on HowTo100M. We also find that our pretrained
model, in the zero-shot setting, performs similarly across the
different quartiles, with the exception of ActivityNet-QA, which
includes in its most common answers yes, no. Interestingly, for
the most rare answers in iVQA (Q3 and Q4) our model without
finetuning (zero-shot mode) outperforms finetuned models that
have not been pretrained on HowToVQA69M. We conclude that
VideoQA specific pretraining on additional large-scale, diverse
data helps improve generalization of VideoQA models.

Note that in order to have a consistent evaluation with other
experiments, we keep the same train vocabulary at test time.
This implies that a significant part of answers in the test set is
considered wrong because the answer is not in the vocabulary.
This represents 16% of answers in iVQA, 3% of answers in
MSRVTT-QA, 6% for MSVD-QA and 19% for ActivityNet-QA.
Note, however, that our joint embedding framework could allow
for different vocabularies to be used at the training and test time.

Results split per question type. We also present results per
question type for MSRVTT-QA, MSVD-QA and ActivityNet-QA
in Tables 7 and 8. Compared to the model trained from scratch
or the model pretrained on HowTo100M, we observe consistent
improvements by our model for most categories.
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Alt-Text: Male athlete jogging 
in the morning. runner man 
running on park path exercising 
on beautiful summer day...
Question: What activity does a 
male athlete do in the morning?
Answer: Jogging

Alt-Text: Two girls walk along 
the sandy beach in northern 
ireland on a chilly day in autumn.
Question: How many girls walk 
along the beach in northern 
ireland in autumn?
Answer: 2

Alt-Text: Black cat sitting on 
floor.
Question: What type of cat is 
sitting on floor?
Answer: Black cat

Alt-Text: Lion in masai mara 
reserve.
Question: What animal is in 
the masai mara reserve?
Answer: Lion

Alt-Text: Snow mountain top 
fly over at sunrise. cool blue 
clear sky.
Question: What color is the 
sky at sunrise?
Answer: Cool blue

Alt-Text: Code editor interface. 
programming software screen 
with syntax highlighting. code 
writing process.
Question: What is the process 
of writing code?
Answer: Code writing process

Alt-Text: Timelapse of clouds 
passing over mountain with 
reflection in lake.
Question: Where are 
reflections of clouds seen?
Answer: Lake

Alt-Text: Time lapse 
illuminated oriental pearl 
tower huangpu river shanghai.
Question: What is the term for 
the illuminated oriental pearl 
tower?
Answer: Time lapse

Alt-Text: Sliding across a 
christmas tree from blur into 
focus.
Question: What is the effect of 
sliding across a christmas tree?
Answer: Blur

Alt-Text: The big sea turtle 
swims slowly along the coral 
reef, red sea, egypt. full hd 
underwater footage.
Question: What is the coral reef 
in Egypt called?
Answer: Red sea

Caption: Sport man jogging. 
black
Question: What color is a 
sport man wearing when 
jogging?
Answer: Black

Alt-Text: Aerial michigan 
detroit july 2017 sunset 4k 
inspire 2.
Question: How many people 
saw the sunset in michigan 
detroit in july?
Answer: 2

Alt-Text: 1930s: helen wills 
moody plays at and wins 
wimbledon in the 1930s.
Question: In what decade did 
helen wills moody win 
wimbledon?
Answer: 1930s

Alt-Text: Stock 4k: evening 
time lapse of district 7 
riverside view of ho chi minh 
city or saigon, vietnam.
Question: What is another 
name for Ho Chi Minh City?
Answer: Saigon

Alt-Text: Smog upon a city, 
dirty city, industry, pollution of 
environment, winter cityscape.
Question: What is one of the 
causes of smog upon a city?
Answer: Pollution of 
environment

Alt-Text: Portrait of an adult 
furry lazy cat who is resting 
lying.
Question: Where is the cat 
resting?
Answer: Lying

Fig. 12: Examples of questions-answers generated from video alt-text pairs from the WebVid2M dataset [9]. The green color (first row)
indicates relevant examples, the orange color (second row) indicates a failure of the question-answer generation, and the red color (third row)
indicates that the generated question-answer is unrelated to the visual content.

Pretraining Data Zero-shot Finetune
iVQA MSRVTT-QA MSVD-QA ActivityNet-QA How2QA iVQA MSRVTT-QA MSVD-QA ActivityNet-QA How2QA

∅ — — — — — 23.0 39.6 41.2 36.8 80.8
WebVidVQA3M 7.3 5.3 12.3 6.2 49.8 28.1 41.2 45.4 38.1 82.4
HowToVQA69M 12.2 2.9 7.5 12.2 51.1 35.4 41.5 46.3 38.9 84.4

HowToVQA69M +
WebVidVQA3M 13.3 5.6 13.5 12.3 53.1 35.2 41.8 47.5 39.0 85.3

TABLE 13: Comparison of our VideoQA training datasets generated with different video-text data source, evaluated by downstream
performance of the model pretrained on the generated data in zero-shot mode and after finetuning.

6.6 Comparison of VideoQA generation methods and
VideoQA training datasets

Comparison of VideoQA generation methods. We compare
our question-answer generation approach to Heilman et al. [35],
that was notably used in [100], [113], [115], [116], [117] to
generate VideoQA data from video descriptions. We run the
method of [35] on sentences extracted from HowTo100M, apply
our pretraining method on the generated data and show results in
Table 12. Note that we do not choose MSRVTT-QA and MSVD-
QA as downstream datasets for this comparison because their
evaluation sets were automatically generated using Heilman et
al. [35]. We find that our generation method leads to significantly
better performance both in zero-shot and finetuning settings.
We supplement this quantitative comparison with a qualitative
comparison shown in Figure 11. We found that compared to [35]
our generation method provides higher quality as well as higher
diversity of question-answer pairs when applied to the uncurated
sentences extracted from speech in narrated videos. This further
demonstrates the benefit of our transformer-based question-answer

generation approach compared to previous rule-based methods.
Comparison of VideoQA training datasets. We also evaluate
the importance of our generated HowToVQA69M dataset by
comparing our results to cross-dataset transfer using existing
VideoQA datasets. We define cross-dataset transfer as a procedure
where we pretrain our VideoQA model on a VideoQA dataset
and then finetune and test it on another VideoQA dataset. The
training follows the procedure described for finetuning in Section
4.2. We report results for cross-dataset transfer in Table 11. Note
that we do not use MSVD-QA as downstream dataset as its test
set has been automatically generated with the same method [35]
as MSRVTT-QA. As can be observed, our approach with pretrain-
ing on HowToVQA69M significantly outperforms cross-dataset
transfer models using the previously largest VideoQA dataset
(MSRVTT-QA), or the largest manually annotated VideoQA
dataset (ActivityNet-QA), both for the zero-shot and finetuning
settings, on all four downstream datasets. We emphasize that
our dataset is generated relying on text-only annotations, while
MSRVTT-QA was generated using manually annotated video
descriptions and ActivityNet-QA was manually collected. These
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Method iVQA MSRVTT
QA

MSVD
QA

ActivityNet
QA How2QA

QA-T 14.1 32.8 32.6 30.4 76.6
VQA-T 23.0 39.6 41.2 36.8 80.8

TABLE 14: Comparison of QA-T and VQA-T models trained from
scratch (without pretraining) on downstream datasets.

results further demonstrate the benefit of our HowToVQA69M
dataset for training VideoQA models.

6.7 Generalization to other video-text datasets
In this section, we show that our VideoQA generation approach
can be generalized to other sources of non-manually annotated
video-text paired data. For this, we extend and apply our gen-
eration pipeline presented in Section 3.1 to videos with alt-text
description, i.e.alt-text HTML attribute associated with videos,
from the WebVid2M dataset [9].

WebVidVQA3M dataset. We first explain how we adapt our
generation pipeline detailed in Section 3.1 to video alt-text pairs.
As captions in WebVid2M are relatively short, we do not apply
the punctuation model but directly apply the question-answer
generation models on the captions. Captions in WebVid2M are
also not temporally localized, so the generated question-answers
are not temporally localized either. They instead refer to the whole
videos, which are typically short (4 seconds on average). Applying
our generation pipeline to WebVid2M [9], we generate WebVid-
VQA3M, a dataset of 3,476,610 question-answers associated with
2,404,871 videos. Examples of generated samples are illustrated in
Figure 12. These examples show that despite a substantial visual-
linguistic domain difference compared to HowTo100M, our ap-
proach is able to generate relevant VideoQA data. We believe that
qualitatively, the generated QA data from WebVidVQA3M are of
better quality than the generated QA data from HowToVQA69M
(see Section 3.2). We argue that WebVid2M [9] has a better visual-
linguistic correlation and a higher quality of text data compared to
HowTo100M [69], which facilitates the VideoQA generation.

Benefits of training on WebVidVQA3M. We next apply our
pretraining method on the generated data and show results in
Table 13. We also explore combining both datasets with a simple
curriculum learning strategy, where our model initially pretrained
on HowToVQA69M is further trained on WebVidVQA3M. We
find that training only on WebVidVQA3M gives competitive
performance both in the zero-shot setting and the finetuning
setting. Notably, it significantly improves over the variant trained
from scratch in the finetuning setting. This shows that our ap-
proach can be generalized to other sources of video and text
data. Additionally, we find that combining the two datasets for
pretraining results in additional improvements both for zero-shot
and finetuning. Therefore the difference with previous methods
is also increased (see Tables 9-10). Note that as WebVidVQA3M
is significantly smaller than HowToVQA69M, our training runs
faster on this dataset (20 GPUH instead of 350 GPUH), which
gives a practical advantage to WebVidVQA3M. We have open-
sourced WebVidVQA3M annotations to facilitate future research.

6.8 Importance of the visual modality in iVQA
We show in Table 14 that QA-T is a strong baseline compared
to VQA-T on existing VideoQA datasets, when both are trained
from scratch. However, on iVQA, VQA-T improves even more
over QA-T than with other datasets, as measured by absolute

MLM Sampling without
answer repetition Zero-shot Finetune

iVQA MSVD-QA iVQA MSVD-QA
✗ ✗ 11.1 6.1 34.7 45.6
✗ ✓ 12.1 7.0 34.3 45.0
✓ ✗ 10.9 6.4 34.3 45.1
✓ ✓ 12.2 7.5 35.4 46.3

TABLE 15: Effect of MLM loss and our negative sampling strategy
on HowToVQA69M training.

Pretraining data size Zero-shot Finetune
iVQA MSVD-QA iVQA MSVD-QA

0% — — 23.0 41.2
1% 4.5 3.6 24.2 42.8
10% 9.1 6.2 29.2 44.4
20% 9.5 6.8 31.3 44.8
50% 11.3 7.3 32.8 45.5
100% 12.2 7.5 35.4 46.3

TABLE 16: Effect of the training size of HowToVQA69M.

improvement in top-1 accuracy. This suggests that the visual
modality is more important in iVQA than in other VideoQA
datasets.

6.9 Ablation studies
Pretraining losses. As shown in Table 15, removing duplicate
negative answers in our contrastive loss, as discussed in Sec-
tion 4.2, is beneficial notably in the zero-shot setting. Moreover,
adding the MLM loss during pretraining improves the downstream
results for both zero-shot and finetuning when used in combination
with our contrastive learning strategy. These results motivate our
proposed pretraining approach.
Importance of scale. Results of our method after pretraining on
different fractions of HowToVQA69M are shown in Table 16.
We construct these subsets such that larger subsets include the
smaller ones. These results suggest that the scale is an important
factor and that we can expect further improvements with additional
pretraining data, both in the zero-shot and finetuning settings.

7 CONCLUSION

We propose a novel and scalable approach for training VideoQA
models without manually annotated visual data. We automati-
cally generate HowToVQA69M – a large-scale VideoQA training
dataset generated from narrated videos with readily-available
speech transcripts, significantly exceeding existing datasets by
size and diversity. We demonstrate several benefits of pretraining
on HowToVQA69M. We are the first to demonstrate zero-shot
VideoQA results while using no manually annotated images or
videos for training. We also introduce the VideoQA feature probe
evaluation setting and show strong generalization capabilities of
the multi-modal representation learnt by our pretrained model.
Furthermore, finetuning our HowToVQA69M pretrained model on
downstream tasks achieves competitive performance on MSRVTT-
QA, ActivityNet-QA, MSVD-QA and How2QA. Moreover, we
show that our approach generalizes to other sources of web videos
by generating the WebVidVQA3M from video alt-text pairs and
showing its benefits for VideoQA training. We further validate our
approach on our new manually-collected iVQA benchmark.

ACKNOWLEDGMENTS

This work was granted access to the HPC resources of IDRIS
under the allocation 2020-101267 made by GENCI. The work



13

was funded by a Google gift, the French government under
management of Agence Nationale de la Recherche as part of
the ”Investissements d’avenir” program, reference ANR-19-P3IA-
0001 (PRAIRIE 3IA Institute), the Louis Vuitton ENS Chair
on Artificial Intelligence and the European Regional Develop-
ment Fund under project IMPACT (reg. no. CZ.02.1.01/0.0/0.0/15
003/0000468). We thank Pierre-Louis Guhur and Makarand
Tapaswi for advice on using Amazon Mechanical Turk, Eloı̈se
Berthier, Quentin Le Lidec and Elliot Chane-Sane for the manual
evaluation of generated VideoQA data, and Ignacio Rocco for
proofreading.

REFERENCES

[1] Punctuator. https://github.com/ottokart/punctuator2, 2017.
[2] Question generation using transformers. https://github.com/patil-suraj/

question generation, 2020.
[3] Chris Alberti, Daniel Andor, Emily Pitler, Jacob Devlin, and Michael

Collins. Synthetic QA corpora generation with roundtrip consistency.
In ACL, 2019.

[4] Chris Alberti, Jeffrey Ling, Michael Collins, and David Reitter. Fusion
of detected objects in text for visual question answering. In IJCNLP,
2019.

[5] Elad Amrani, Rami Ben-Ari, Daniel Rotman, and Alex Bronstein. Noise
estimation using density estimation for self-supervised multimodal
learning. In AAAI, 2021.

[6] Peter Anderson, Xiaodong He, Chris Buehler, Damien Teney, Mark
Johnson, Stephen Gould, and Lei Zhang. Bottom-up and top-down
attention for image captioning and visual question answering. In CVPR,
2018.

[7] Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Margaret Mitchell,
Dhruv Batra, C Lawrence Zitnick, and Devi Parikh. VQA: Visual
question answering. In ICCV, 2015.

[8] Jimmy Lei Ba, Jamie Ryan Kiros, and Geoffrey E Hinton. Layer
normalization. arXiv preprint arXiv:1607.06450, 2016.

[9] Max Bain, Arsha Nagrani, Gül Varol, and Andrew Zisserman. Frozen
in time: A joint video and image encoder for end-to-end retrieval. In
ICCV, 2021.

[10] Pratyay Banerjee, Tejas Gokhale, Yezhou Yang, and Chitta Baral.
WeaQA: Weak supervision via captions for visual question answering.
In Findings of the Association for Computational Linguistics: ACL-
IJCNLP 2021, 2021.
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APPENDIX

In this Appendix, we give additional architecture details for our
VideoQA model in Section A and additional implementation
details in Section B.

APPENDIX A
VIDEOQA ARCHITECTURE

Our architecture, detailed in Figure 13, has two main modules: (i)
a video-question multi-modal transformer (top) and (ii) an answer
transformer (bottom). Details are given next.

Video-question multi-modal transformer. The input video rep-
resentation, obtained from a fixed S3D model [98], is composed
of t features denoted v = [v1, ..., vt] ∈ IRdv×t where dv is the
dimension of the video features, and t is the number of extracted
features, one per second. The contextualized representation of the
question, provided by the DistilBERT model [78], is composed of
l token embeddings denoted as q = [q1, ..., ql] ∈ IRdq×l where dq
is the dimension of the DistilBERT embedding and l is the number
of tokens in the question. The inputs to our video-question multi-
modal transformer are then defined as a concatenation of question
token embeddings and video features

u(v, q) =
[∼
q1, ...,

∼
q l,

∼
v1, ...,

∼
vt

]
∈ IRd×(l+t), (2)

with
∼
qs = dp (σ (Wqqs + bq) + poss +modq) , (3)

and
∼
vs = dp(σ(Wvvs + bv) + poss +modv), (4)

where Wq ∈ IRdq×d, bq ∈ IRd, Wv ∈ IRdv×d, bv ∈ IRd

and learnable parameters, modq ∈ IRd and modv ∈ IRd are
learnt modality encodings for video and question, respectively,
and [pos1, ..., posl+t] ∈ IRd×(l+t) are fixed sinusoidal positional
encodings. σ is a Gaussian Error Linear Unit [36] followed by a
Layer Normalization [8] and dp refers to Dropout [84].

The multi-modal transformer is a transformer with N layers,
h heads, dropout probability pd, and hidden dimension dh. The
outputs of the multi-modal transformer [Q1, ...Ql, V1...Vt] ∈
IRd×(l+t) are contextualized representations over tokens in the
question and temporal video representations. Finally, the fused
video-question embedding f(v, q) is obtained as

F (Q1) = Wvqdp(Q1) + bvq, (5)

where Wvq ∈ IRd×d, bvq ∈ IRd are learnable parameters and Q1

is the multi-modal contextualized embedding of the [CLS] token
in the question, as shown in Figure 7.

Answer transformer. The contextualized representation of the
answer, provided by the DistilBERT model [78], is composed of
m token embeddings denoted as a = [a1, ..., am] ∈ IRda×m

where da is the dimension of the DistilBERT embedding and m is
the number of tokens in the answer. Our answer embedding g(a)
is then obtained as

G(a1) = Waa1 + ba, (6)

where Wa ∈ IRda×d, ba ∈ IRd are learnable parameters and a1
is the contextualized embedding of the [CLS] token in the answer,
as shown in Figure 13.
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Fig. 13: Overview of our VideoQA training architecture. Our
model is composed of a video-question module f based on a
multi-modal transformer (top) and an answer module g based
on DistilBERT [78] encoder (bottom). For pretraining, we use
a contrastive loss and a masked language modeling loss (right).

APPENDIX B
ADDITIONAL EXPERIMENTAL DETAILS

Below we include additional details regarding the VideoQA
generation, hyperparameter settings, training, masked language
modeling and pretraining on HowTo100M.
VideoQA generation. The input sequence to the answer extractor
and question generation transformers are truncated and padded
up to a maximum of 32 tokens. The question decoding is done
with beam search keeping track of the 4 most probable states at
each level of the search tree. We have used the original captions
(including stop words) from the HowTo100M dataset [69] and
removed word repetitions from adjacent clips.
VideoQA model. We use the following hyperparameters: l = 20,
t = 20, m = 10, d = 512, dh = 2048, N = 2, H = 8,
pd = 0.1, dq = da = 768, dv = 1024. The video features
are sampled at equally spaced timestamps, and padded to length
t. Sequences of question and answer tokens are truncated and
padded to length l and m, respectively. Attention is computed
only on non-padded sequential video and question features.
Training. For finetuning, we use a cosine annealing learning
rate schedule with initial value of 1 × 10−5. We use the Adam
optimizer with batch size of 256 and training runs for 20 epochs.
The final model is selected by the best performance on the
validation set.
Masked Language Modeling. For the masked language modeling
objective, a token is corrupted with a probability 15%, and
replaced 80% of the time with [MASK], 10% of the time with the
same token and 10% of the time with a randomly sampled token.
To guess which token is masked, each sequential question output
Qi of the multi-modal transformer is classified in a vocabulary of
30,522 tokens, and we use a cross-entropy loss.
Pretraining on HowTo100M. For video-text cross-modal match-
ing, we sample one video negative and one text negative per
(positive) video-text pair, and use a binary cross-entropy loss.
The cross-modal matching module is used to perform zero-shot
VideoQA for the variant VQA-T trained on HowTo100M, by
computing scores for f(v, [q, a]) for all possible answers a, for
each video-question pair (v, q).
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