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Abstract

Active XML is a high-level specification language tailorexldata-intensive, distributed, dynamic
Web services. Active XML is based on XML documents with endeslifunction calls. The state of
a document evolves depending on the result of internal fomatalls (local computations) or external
ones (interactions with users or other services). Fundatals return documents that may be active,
S0 may activate new sub-tasks. The focus of the paper is ovettifecation of temporal properties of
runs of Active XML systems, specified in a tree-pattern basedporal logic, Tree-LTL, that allows
expressing a rich class of semantic properties of the agjmit. The main results establish the boundary
of decidability and the complexity of automatic verificatiof Tree-LTL properties.

1 Introduction

Data-intensive, distributed, dynamic applications are pervasive on’'sodép. The reliability of such ap-
plications is often critical, but their logical complexity makes them vulnerable terpially costly bugs.
Classical automatic verification techniques operate on finite-state abstsati@mgnore the critical seman-
tics associated with data in such applications. The need to take into accaargedaantics has spurred
interest in studying static analysis tasks in which data is explicitly presentdksged work). In this paper,
we make a contribution in this direction by investigating automatic verification in a htigtily integrat-
ing the XML and Web service paradigms. Specifically, we consider Activik Xa high-level specification
language tailored to data-intensive Web applications, and Tree-LTLe&#aeed temporal logic that can
express a rich class of temporal properties of such applications. Wiigistdne boundary of decidability
and the complexity of automatic verification in this setting. In particular, we isolatmportant fragment
of Active XML (sufficient to describe a large class of applications) fdviah the verification of temporal
properties is decidable.

Active XML documents [ABMO08, axm] (AXML for short) are XML documentsml] with embedded
function calls realized as Web service calls [w3c]. In the spirit of [KKLR&03], a document is seen as a
process that evolves in time. A function call is seen as a request to a#raysub-task whose result may
lead to a change of state in the document. An Active XML system specifiesd sderacting AXML
documents. Our goal is to analyze the behavior of such systems, whigbeisialy challenging because
the presence of data induces infinitely many states.

To illustrate the kind of applications we target, consider a mail order pringesgstem. The arrival of
a new order corresponds to the initiation of a new task. At each moment,gtesrsis running a possibly
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large number of orders, initiated by different users. Processing@aehn may involve various sub-tasks.

For instance, a credit check may be requested from a credit sermidatssoutcome determines how the

order proceeds. In our approach, the entire mail order system, aaswedich individual order, are seen as
AXML documents that evolve in time.

Our goal is to analyze the behavior of AXML systems, and in particular ibemporal properties of
their runs. For instance, one may want to verify whether some static pydpey., all ordered products are
available) and some dynamic property (e.g. an order is never delivefecelpayment is received) always
hold. The language Tree-LTL allows to express a rich class of sugiepties.

A main contribution of the paper is to carefully design an appropriate restricicAXML that is
expressive enough to describe meaningful applications, and canesigas a convenient formal vehicle
for studying decidability and complexity boundaries for verification in the mottdk has lead tGuarded
AXML, that we briefly describe next.

In Guarded AXML (GAXML for short), document trees are unorderdtith ordered trees, verification
quickly becomes intractable. GAXML distinguishes between internal andrattservices. An internal
service is a service that is completely specified, i.e., its precise semanticsws.kriexternal services
capture interactions with other services and with users. For these, atilgl rgformation on their input
and output types is available. Finally, the most novel feature of the moded iAXIML context is aguard
mechanism for controlling the initiation and completion of sub-tasks (formallgtfon calls). Guards are
Boolean combinations of tree patterns. They facilitate specifying applicatioren by complex workflows
and, more generally, they provide a very useful programming paradigractive documents. The use
of guards is illustrated in our running Mail Order example (see Appendhgj.instance, the guard of the
I Bi | | function checks that the ordered product is available before the iniggemerated. More generally,
guards are instrumental in enforcing the desired sequencing of tasksirkfiow. For example, guards can
easily enforce that the sequences of functions calls in a run belong todsemined regular language.

An AXML system consists of AXML documents running on different peansl interacting between
them and with the external world. To simplify the presentation, we considerdiegle-peer systems. We
will mention how the model can be extended to multipeer systems and how olis sube applied to this
larger setting, that actually motivated this work.

Our main results establish the boundary of decidability of satisfaction of0Tegroperties by GAXML
systems. We obtain decidability by disallowing recursion in GAXML systems, lwtéads to a bound on
the number of function calls in runs. We prove that for such recursiem-GAXML, the satisfaction of
a Tree-LTL formula by a recursion-free GAXML systemds-2NEXPTIME-complete (with respect to the
formula and the specification). We also consider various relaxations afah&ecursiveness restriction
and show that they each lead to undecidability. This establishes a fairly tightlboy of decidability of
verification. At the same time, we show that certain limited but useful verificaéisks remain decidable
even with recursion. For instance, we provide a decidable sufficiemition for safetywith respect to a
Boolean combination of tree patterns. We also show that it is decidable wiaethate satisfying a Boolean
combination of tree patterns can be reached within a specified number sfrsgepun.

Related work Most of previous works on static analysis on XML (with data values) dédl documents
that do not evolve in time. Typically, they consider the consistency probbderKN¥L specifications using
DTDs and (foreign) key constraints [FLO1, AFL0Z2], the query contant problem [BFGO08] or the type
checking problem [AMN03]. This motivated studies of automata and logics on strings and trees over
infinite alphabets [NSV04, DL09, BMS)6]. See [Seg07] for a survey on related issues.

Previous works also considered the evolution of documents. For ins&ate analysis was considered
in [ABMO04] for a restricted monotone AXML languageositiveAXML. Their setting is very different from



ours as their systems are monotone. In contrast, we consider a breaifieation task for non-monotone
systems.

Verification of temporal properties of Web services has mostly been aresidising models abstracting
away data values (see [HBCSO03] for a survey). Verification of ddensive Web services is studied in
[DSVO07, DSVZ06], and a verifier implemented [DM85]. As in our case, this work takes into account
data and establishes the boundary of decidability and complexity of verifickdroa restricted class of
services and properties expressed in a temporal logic. While this is relagpititrto the present work, the
technical differences stemming from the AXML setting render the two invegiiggiincomparable.

The related work that is perhaps closest to this paper is [GMSZ08] engieee pattern rewriting system
is introduced to model the evolution of dynamic XML documents. The rewritirstesy may be recursive,
but XML documents have no data values in their model. The main result is thetability of a tree
satisfying a specified pattern is decidable under certain conditions. Thitdgyonal to our results, because
of the absence of data values.

The present paper is the full version of the conference article [A$VD&liffers from the latter by
providing detailed and extensive technical development, including therfudifg, and by tightening some
of the complexity results with new lower bounds. Finally, Section 5 on compositbGAXML systems
iS new.

Organization After presenting in Section 2 the GAXML model and the language Tree-lid present
in Section 3 the decidability and complexity results for recursion-free GAXddtvices. Relaxations of
non-recursiveness are considered in Section 4, and shown to leaddoidability. The decidability results
on safety and bounded reachability are also presented in Section 4. Fxadlgsions of our model and
decidability results to compositions of GAXML systems are presented in Sectidhé paper concludes
with a brief discussion.

2 The GAXML model

We present in this section the GAXML model. To simplify the presentation, weidena system with a
single peer (we revisit this issue in Section 5). To illustrate our definitionsisedragments of a Mail Order
GAXML processing system, detailed in the appendix. The purpose of thieMder system is to fetch and
process individual mail orders. The system accesses a catalogesphividing the price for each product.
Each order follows a simple workflow whereby a customer is first billed,yangat is received and, if the
payment is in the right amount, the ordered product is delivered.

Informal overview We begin by describing the GAXML model informally. GAXML documents are ab
stractions of XML with embedded service calls. A GAXML document is a fooésinordered, unranked
trees, whose internal nodes are labeled with tags from a finite alphadbetrarse leaves are labeled with
tags, data values, or function symbols. More precisely, a function sylfilbadicates a node where function
f can be called, and a function symldgl indicates that a call t¢g has been made but the answer has not
yet been returned. For example, a GAXML document is shown in Figure 1.

A GAXML document evolves as a result of making function calls and réogitheir results. A call can
be made at any point, as long as a specified pre-condition, cattal guard is satisfied. The argument
of the call is specified by a query on the document, producing a fores. tBe call guard and input query
may refer to the node at which the call is made, so the location of the call in therdmt is important.
The result of a function call consists of another GAXML document, saestowhose trees are added as
siblings of the node where the call was made. After the answer of a call at nodaeturned, the call may



be kept or the node may be deleted. This is specified by the schema, for each function. If caffsate
kept, f is calledcontinuousotherwise it imon-continuous

For example, consider thehi | Or der function in Figure 1. Intuitively, its role is to fetch new mail
orders from customers. For instance, one result of a calMm | Or der may consist of the subtree with
root Mai | Or der in Figure 1. Since new orders should be fetched indefinitely, thel ¢l | Or der is
maintained after each result is returnedMso | Or der is specified to be continuous. On the other hand,
consider the functiohBi | | occurring in avai | Or der . This is meant to be called only once, in order to
carry out the billing task. Once the task is finished, the call can be remdvexteforeBi | | is specified
as a non-continuous function.

Consider again the functiokhi | Or der, whose role is to fetch new orders from external users or
services. Since the function is processed externally, the semantics cdlizsigan is not known. We call
such a functiorexternal Its specification consists only of its call guard and input query, and g&nis
only constrained by signature information provided by the schema. In aaldiitiexternal functions, there
are functions processed internally by the GAXML system. These are ¢alerdal. For exampleBi | | is
such a function. When a call 8i | | is made at a node labeled! Bi | | , the label ofz turns to?Bi | |
(to indicate that a call has been made whose answer is still pending) andlithe processed internally.
Specifically, the call generates a new GAXML documentu@ning cal) that evolves until it satisfies a
condition calledreturn guard Intuitively, the return guard indicates that the task corresponding toalhe c
has been completed and the result can be returned. The contents autésrspecified by geturn query
For example, the answer to a callBol | can be returned once payment has been received. The answer,
specified by the return query, provides the product paid for and anebpayment (see Example 2.2).

Once the result of a call has been returned, the GAXML document ofdhwleted running call is
removed. In order for the result to be returned at the correct locatiext (0 noder), a mapping called
eval is maintained between nodes where calls have been made and GAXML ddoonersponding to
the running call (e.g., see Figure 4). The system evolves by repeatetiofu calls and answer returns,
occurring one at a time non-deterministically. This may reabloeking instancén which no function can
be called and no result can be returned, or may continue forever, ¢gi@mdam infinite run. For example, runs
of the Mail Order system are always infinite since new mail orders caayalle fetched. For uniformity,
we make all runs infinite by repeating blocking instances forever.

Note that call guards provide a very useful form of control. In paldicuhey are instrumental in
enforcing desired ordering among tasks. For instance, in the Mail @s@anple, to enforce that delivery
of a product can only occur after billing has been completed, it is suffidemhe call guard of Del i ver
to check that neitherBi | | nor?Bi | | occur in the subtree corresponding to the order.

Formal definition of the model In this paper, trees are unranked and unordered. A forest is & sees.
The notions of node, child, descendant, ancestor, and parent reladbmeen nodes are defined in the usual
way. A subtree of a tre®' is the tree induced by on the set of all descendants of a particular node.

We assume given the following disjoint infinite setsidesV (denotedr, y), tagsX: (denoted, b, ¢, . . .),
function symbolg, data values (denotedy, 3, . . .), data variables) (denotedX, Y, Z, .. .), possibly with
subscripts. We also use two setswdrked function symbqlg' = {!f | f € FyandF’ = {?f]| f € F}.
Intuitively, ! f labels a node where a call to functighcan be made (possible call), aiid labels a node
where a call tof has been made, but whose result has not yet been returned (ruaijngNVe denote by
F* the unionF' U F”.

A Guarded AXML(GAXML) document is a tree whose internal nodes are labeled with tagsand
whose leaves are labeled by either tags, marked function symbols, oradia¢s.vA GAXML forest is a
set of GAXML trees. An example of GAXML document is given in Figure &gAppendix for the full



Main

7

Catalog IMailorder MailOrder
I
Product Product Product Order-ld Cname Pname IBill !Deliver !Reject
/' \ /' \ /7 \ I I I
Pname Price Pname Price Pname Price 1234567 Serge Nikon

Canon 120 Nikon 199 Sony 175
Figure 1: A GAXML document.

specification of the Mail Order example).

To avoid repetitions of isomorphic sibling subtrees, we define the notiordotesl tree. Two tre€g;
and Ty areisomorphiciff there exists a bijection from the nodes ©f to the nodes ofl; that preserves
the edge relation and the labeling of nodes. A treeetfucedif it has no isomorphic sibling subtrees
containing no running function calls (nodes with labels of the f@yin Clearly, each tre& can be reduced
by eliminating duplicate isomorphic subtrees (that do not contain running,cafid)the result is unique
up to isomorphism. We henceforth assume that all trees considered apededinless stated otherwise.
However, forests may generally contain multiple isomorphic trees.

Patterns We use patterns as the building blocks for guards controlling the activatiimmetion calls and
as a basis for our query language. Patterns are constructed fropattems that we define first. tee
patternis a tree whose edges and nodes are labeled. An edge label indicatiels(#)abr descendant/(/)
relationship. A node label either restricts the label of the node or is a \angmoting a data value. A
constraint consisting of a Boolean combination of (in)equalities betweeratiables and/or data constants
may also be given. Formally,teee patterrp is a tuple(M, G, Ay, Ag), where:

e (M,G)is afinite tree with\/ C N,

o \yy: M — XUF"UDUVU{x}is anode labeling function such that;(z) € X U {x} for every
internal nodez,

e \¢:G—={/,//}.

Let p be a tree pattern arifd a tree. Amatchingof p into T' is a mappingu from the nodes op to the
nodes ofT" such that: (i) the root op is mapped to the root df, (ii) u interprets/ as child and// as
descendant, (i), preserves the labels B U F” U D, (iv) nodes inp labeled with variables are mapped
to nodes inl" labeled with data values, and (v) if two nodes:’ are labeled with the same variabtg the
nodesu(z), u(x’) must be labeled with the same data value.

If « maps a node labeled with some variabl& to some node labeled with some data valyeve say
by extension that:(X) = «. Note that this is well defined because of (v). Observe that nodes tbbvéle
% are unrestricted, seacts as a wildcard.

A pattern P is a pair({p1, . . ., pn}, cONd), where eaclp; is a tree pattern ancbndis a Boolean com-
bination of expressionX = « or X # «, whereX € V anda € V U D. In particularcondcould include
joins of the formX = Y. A matching ofP = ({p1,...,pn},coNd into a forestF' is a mappingu that is
a matching of each; into some tree of’, and for whichcondis satisfied. More precisely, X = «isin
cond thenu(X) = aif « € Dandu(X) = pu(a) if a € V. And similarly, for X # «. Note that patterns
provide joins on data values, but not on nodes.

An example is given in Figure 2 (a). The pattern shown there expresstetithat the valuér der - I d
is not a key. It does not hold on the GAXML document of Figure 1. (btjeve wanOr der - 1 d to be a
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key.) We say that a patter holds in a forest’ iff there exists at least one matching Bfinto '. We then

say thatP(F) is true, otherwise it is false. This definition extends to Boolean combinatioattérps by
replacing each patterR by P(F'). In particular this means that the patterns are matched independently of
each other: If a variabl& occurs in two different pattern® and P’ of the Boolean combination, then it is
treated as quantified existentially inand independently quantified i#.

In some guards and queries, we use patterns that are evaluated rtelaigpecified node in the tree.
More precisely, aelative pattern is a pair P, self) whereP is a pattern andelf is a node ofP. A relative
pattern P, self) is evaluated on a paf, ) where[F' is a forest and: is a node off". Such a pattern forces
the nodeselfin the pattern to be mapped 0 Figure 2 (b) provides an example of relative pattern (the
notationself ! Bi | | means that the label @klfis !Bill). The pattern shown there checks that a product
that has been ordered occurs in the catalog. It holds in the GAXML dotuofé-igure 1 when evaluated
at the unique node labeledi | | .

We also consider Boolean combinations of (relative) patterns. The yelatatterns are matched inde-
pendently of each other and the Boolean operators have their standamthme

Main (@) Main (b)
Z X\
MailOrder MailOrder Product MailOrder
[N P N | _
Order-ld Cname Pname Order-ld Cname Pname Pname Pname self !Bill
X Y Z X Y’ A X X
Y4YorZ+£27

Figure 2: Two patterns

Queries As previously mentioned, patterns are also used in queries, as shotvrAngueryis defined by
pairs of patterns, 8odyand aHead When evaluated on a forest, the matching8oftly define a set of
valuations of its variables. THeéeadpattern then specifies how to construct the result from these valuations.
A particular node (“constructor” node below) specifies a form of ngstin

More formally, aqueryis an expressioBody — Head whereBodyis a pattern andHeadis a forest
such that, for each tre® of Head

e its internal nodes have labelshand its leaves have labelsYhU F' U V;

e there is no repeated variable i and each variable occurring in it also occurdBindy (prohibiting
repeated variables i is in line with classical query languages such as relational calculus, but this
could be allowed with no effect on the results; indeed, repetitions of vadatan be simulated using
distinct variables and equalities among them); and

¢ there is one designated noden H called theconstructornode, such that the subtree rooted:at
contains all variables ifHf. In graphical representations, this constructor node is marked with set
parenthesis. (In absence of variablegdinthe constructor may be omitted).

As for patterns, we consider queries evaluated relative to a specifiedimehe input tree. Aelative query
is defined like a query, except that its body is a relative patters€lf). An example of relative query is
given in Figure 3. The label of the constructor nodBli®cess- bi | | .

Let F' be a forest and) = Body— H a query with a single tree for head. L&t be the set of matchings
of Bodyinto F'. Letc be the constructor node &f and H,. the subtree off rooted atc. For each matching
w e M, letu(H.) be an isomorphic copy dfl. with new nodes, in which every variable lab€loccurring
in H is first replaced by:(X) and the tree is next reduced. Then the re@lf’) is the forest obtained by
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/Main\
Catal@ I\kﬁiIOrder {Process-bill}
[ VA N ~

Product Pname self Pname Amount !Invoice

/N ] !
Pname Price X X Y

X Y

Figure 3: Example of a relative query

replacingc in H by the reduced forestu(H,) | © € M} (so all members of the reduced forest become

children of the parent of). Note that if M = () thenc is simply removed. Observe also that, wheis

not the root,Q(F) is a single-tree forest. Whenis the root, the forest may have 0, 1 or more trees. Now

consider a query) = Body— Hi, ..., H,. ThenQ(F') = UQ;(F") where for each, @); = Body— H;,.
Arelative query is evaluated on a péfr, =) whereF' is a forest and: is a node oft". The resulQ(F, x)

is defined as for queries, except that matchings of the body mussetigo .

Remark 2.1 The constructor node provides explicit control over nesting of resiltste that this can be
seen as syntactic sugaring in AXML, since the same effect can be athsrg function calls. However, the
explicit constructor node is convenient from a specification viewpointe@bsalso that one could consider
nesting of constructor nodes, in the spiritgifoup- by operators. Such an extension, which for simplicity
we do not consider here, would not affect our results.

Consider the evaluation of the relative query of Figure 3 on the GAXMLuduwnt of Figure 1 at
the unique node labeledBi | | . There is a unique matching of thgody pattern and the result is iso-
morphic to theHeadtree of the query withX replaced byNikonandY by 199 (with no parenthesis for
Process-bill).

DTD Trees used by a GAXML system may be constrained using DTDs and ttegrpformulas. For
DTDs, we use a typing mechanism that restricts, for eachutabe labels of children that-nodes may
have. As our trees are unordered, the DTD constrains, for eaah ttoel number of children with given
labels. More precisely, a DTD is a trip(&y, R, R), whereX is a finite subset oE, R C ¥ is the set of
allowed root labels, an® is a finite set of rules, — 1 wherea € ¥y andy is a Boolean combination of
inequalities of the formb| > k whereb € ¥y U F7' U {dom} and andk is a non-negative intege(here,
domis a symbol that stands for any data value). A ffegatisfies a DTO X, 7, R) if all its tags are inXo,
its root has label iR, and for each rule — v, and each node labeleql its children satisfy the condition
. If there is no rule iR for somea € 3y, then all nodes labeled must be leaves. A forest satisfies a
DTD if each tree inF" satisfies it.

Schema and instancéA GAXML schemaS is a tuple(®jnt, Pext, A) Where
e i is a finite set of internal function specifications.
o Og,is a finite set of external function specifications.

e A provides static constraints on instances over the schema. It consists DD &l a Boolean
combination of patterns (callathta constraint

For the purpose of complexity analysis, we take the siz&0f k to bek. This is commensurate with the classical specification
of DTDs using regular expressions.



We next detailin; and®ey;. For eachf € F, letay be a new distinct label ilx. Intuitively, a s will be

the label of the root of a tree where a callftavill be evaluated. (This tree may be seen as work space for the

evaluation of the function.) Each function®f, is specified as a tuplgf, arg(f), kind(f), v(f), p(f), ret(f))
where:

e f € Fisthe name of the function.

e arg(f) (theinput query is a (relative) query. Intuitively, its role is to define the argument of atoall
£, which is also the initial state in the evaluation fofiIf the query defining the argument is relative,
self binds to the node at which the cfl is made.

e kind(f) € {non-continuouscontinuous. If f is non continuous, a call t¢ is deleted once the
answer is returned. If is continuous, the call is kept after the answer is returned, can be called
again.

e ~(f) (thecall guard) is a Boolean combination of (relative) patterns. A callftoan only be made if
~(f) holds. (Observe that negative conditions are allowed.)

e p(f) (thereturn guard is a Boolean combination of patterns rootediat The result of a call tgf
can only be returned when the return guard is satisfied.

e ret(f) (thereturn query is a query rooted aty.

By slight abuse, ifbj,; contains the specification of a function with nagheve say thaff is in ®;j..

Example 2.2 We continue with our running example. The functBinl | used in Figure 1 is specified as
follows. It is internal and non-continuous. Its call guard is the patterngare 2 (b). The input query is the
query in Figure 3. Assuming thatnvoi ce is an external function eventually returnifgyment (with
product and amount paid), the return guard and return queBy of are:

agiu a}Till - {Paid}
Payment Payment Pname Amrunt
Pname Amount Y
X Y
Return guard Return query

Each functionf in @y is specified similarly, except that the return gualdg) and the return query
ret(f) are missing. Intuitively, an external call can return any answer at any tite@nswer is however
constrained byA.

We next define the semantics of GAXML schemas. iAstancel over a GAXML schemaS =
(Pint, Pext, A) is a pair (7, eval), whereT is a GAXML forest andeval an injective function over the
set of nodes ify labeled with? f for somef € ®;,; such that:

1. For eache with label? f, evalx) is a tree inT” with root labela .

2. Every tree in]” with root labela is eval(z) for somex labeled? f.



An instance(T, eval) over S is valid if 7 satisfiesA.

RunsLet = (7,eval andI’ = (77, eval) be instances over a GAXML schem¥a= (®jnt, Pexi, A). The
instancel’ is apossible next instance aofdenoted + I’, iff I’ is obtained from/ in one of the following
ways:

External call: there exists some nodein T' € T, labeled!f for f € ®ey, such thaty(f)(7,x) holds,
wherey(f) is the call guard off; andI’ is obtained from/ by changing the label of to 7 f.

Internal call: there exists some nodein 7" € T, labeled f for f € ®iy, such thaty(f)(7,x) holds, where
v(f) is the call guard off; and I’ is obtained from/ by changing the label of to ?f and adding to the
graph ofevalthe pair(z,T"), whereT" is a tree consisting of a roat; connected to the forest that is the
result of evaluating the input queayg(f) on input(7, z). (All nodes occurring irf” are new.)

Return of internal call:there is some node labeled?f in some tree off, where f € &y, such that
T = evalz) contains no running call labets; and the return guard qof is true onT'. Then!’ is obtained
from I as follows:

e evaluate the return quergt(f) onT" and add the trees of the resulting forest as siblings of the node
Z,

e removeevalz) from 7 andx from the domain oévalt

e if fis non-continuous remove the nodeotherwise change’s label to! f.

Return of external callthere exists some nodelabeled? f in some tree off, for f € ®ey. Thenl’ is
obtained as for the return of internal calls, except that (i) there is megponding running computation to
remove fromevaland (i) the result (a forest with labels ¥au F* U D appended as a sibling i) is chosen
arbitrarily. (Observe that constraints on the results of external callbe@mposed by\.)

Figure 4 shows a possible next instance for the instance of Figure Jaafteternal call has been made
to! Bi | | . Recall the specification @i | | from Example 2.2. The call was enabled as the guatdof |
is true on the instance of Figure 1 (see Figure 2).! Bsl | is an internal call, the subtreg;;; contains
the result of the input query ¢fBi | | (see Figure 3). The dotted arrow indicates the funotioal

Main PP . N V‘yaBIill
Catalog !'Mailorder /MailOrder\ Process-bill
| — 7/ N ] P N
Order-ld Cname Pname ?Bill !Deliver " Reject Pname Amount !Invoice
| | [ |
1234567 Serge Nikon Nikon 199

Figure 4: An instance with arwal link

An initial instance ovelS is an instance ove$ consisting of a single tree whose root is not a function
call and that contains no running call.

An instancel is blockingif there is no instancé’ such that/ - I’. A run of S is an infinite sequence
Iy, I,...,I;, ... of instances ovef such thatl, is an initial instance ovef and for each > 0, either
I; v I;4q or I; is blocking and/;; = I;,. Note that, for uniformity, we force all runs to be infinite by
repeating a blocking instance forever if it is reached. A ruwald if all of its instances satishA. For a
run p, we denote byadon{p) the set of data values occurring g which may be infinite due to external
function calls.



Temporal properties As mentioned in the introduction, we are interested in verifying certain ptieger
of runs of a GAXML systems. These may include generic desirable giepesuch as always reaching a
successful final instance (blocking and with no running function cals)yell as properties specific to the
particular application, such as “no product is delivered before it is ipdite right amount”.

To express such temporal properties of runs, we use patterns ¢tedricBoolean and temporal op-
erators. This yields the language Tree-LTL (and branching-time varfaeesCTL or Tree-CTL). More
precisely, we use the auxiliary notion of QPattern (for quantified pattér@Patternis an expressiof(X)
whereP is a pattern and is a subset of of its variables that are designatefess All other variables are
taken to be existentially quantified, locally #(this could be made explicit by writingY (P), whereY is
the set of variables occurring id and notX.) The syntax of Tree-LTL formulas is defined by the following

grammar:

p=QPattern|pAp|pVe|-p|leUg| Xp

whereU stands fountil andX for next with the usual semantics, e.g. see [Eme90]. Specifically, a sequence
of instanceq I, },>o satisfieX ¢ iff {I,,},>1 satisfiesp, and{ I, },>o satisfiesp U1 iff there existsj > 0
such that{/,, },>; satisfies) and{I,},>; satisfiesp for everyi such that) <i < j.

Given a Tree-LTL formulap, its free variables are the free variables of its patterns. A Tree-LTlersea
is an expressiony = VX (X), wherey is a Tree-LTL formula andX are the free variables af. (As
previously mentioned, variables that are not free are existentially qudnti@ally to each pattern.) We
refer to X as theglobal variablesof + (if X is empty, we say thap has no global variables).

Whenever convenient, we use as shorthand additional standard témpenaiors expressible using
andU, such af (eventually andG (alwayg. Specifically,{, },>o satisfiesFy iff I; satisfiesp for some
J > 0,and{I,},>o satisfiesGy iff I; satisfiesp for every;j > 0.

We now turn to the semantics of Tree-LTL. Intuitively, a sentevidep(X) holds for a schemd iff
©(X) holds on every valid run o with every interpretation oX into the active domain of the run. More
formally, consider first the case whenhas no free variables. Consider a rpmf S. Satisfaction of a
pattern without free variables by an instance was defined previousgrefdre, patterns can be treated as
propositions and we can use the standard semantics of LTL to defineprgatisfiesp, denoted by = ¢.
Consider now a Tree-LTL sentenee= VX ¢(X). For a runp of S, we say thap satisfiesv X ¢(X), and
denote this by |= VX ¢(X), if p satisfiesp(h(X)) for each valuatior of X into adon{p). We say thats
satisfiesr, denotedS |~ o, if every valid run ofS satisfiess.

Two examples of Tree-LTL formulas are given next.

The branching-time variants Tree-CTLare defined analogously.

Not surprisingly, satisfaction of Tree-LTL sentences is undecidablartaitrary GAXML systems. To
obtain positive results, we need to place drastic but natural restrictiotisese systems. We present in
the next section such restrictions and decidability results, and then shvowJsm small relaxations yield
undecidability.

3 Recursion-free GAXML

Most of our positive results are obtained under the assumption that AXéwices arerecursion-free
This restriction essentially bounds the number of function calls in a run ofyfters, and also disallows
recursion in the DTD, resulting in a constant bound on the depth of dodsmen

Summary of results We prove the following results. First, we showca-2NEXPTIME upper bound for
checking Tree-LTL properties of recursion-free GAXML systems. ttn prove a strong matching lower
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Every mail order is eventually completed (delivered or cege):

VX[G( main = F(  main v Main )]
I I I
MailOrder MailOrder MailOrder
I 7\ 7\
Order-ld  Order-ld Delivered Order-ld Rejected
[ I [

X X X

Every product for which a correct amount has been paid is eaaly delivered (note that the variablg is implicitly
existentially quantified in the left pattern):

VXVY[G( Main — F( Main ))]
I
Catalog MailOrder MailOrder
[ /7 \ P N

Product Paid  Order-1d Pname Order-Id Delivered
/' \ /N |

Pname Price Pname Amount Y X Y
X z X Zz

Figure 5: Some Tree-LTL formulas.

bound, showing that the problemé®-2NEXPTIME-hard even for recursion-free GAXML systems with no
data constraints and no guards (more precisely, all call and returdgyagatrue), so control is achieved
using exclusively the DTD. Another variant of the lower bound states shasfiability alone (i.e. the
existence of a valid run for a given recursion-free GAXML system) isaaly NEXPTIME-hard. This holds
even for recursion-free GAXML systems with no guards. While the highglexity of verification appears
daunting, Remark 3.11 points out that the complexity is likely to be much lower in praigyical situations.

With the main result established, we prove two additional positive results sisimigr techniques. The
first consists of checkinguccessful terminatign.e. the property that every valid run of a given recursion-
free GAXML system reaches a blocking instance with no running functidis.cThe second ig/pecheck-
ing, where we must verify that all instances reachable in a run are validfystites DTD and data con-
straints) as long as the initial instance is valid. We show that both problentoa2alEXPTIME-complete
for recursion-free GAXML systems.

Recursion-free GAXML We next specify the recursion-free restriction. The external funstéwa clearly
a source of difficulty for enforcing non-recursiveness syntacticsihce an external functiofimay return
some data with a call to some external functigmndg some data with a call t¢. To circumvent this, we
must assume some signature information on external functions. We do thisllgiing in the specification
of each external functioyfi the sefun( f) of functions that are allowed to appear in the results of calls to
The definition of valid run is modified so that this restriction is obeyed. Fornatdunctionsf andg, g is
in fun(f) if !g occurs in the result of the input or return queryfof(This can be checked syntactically by
inspecting the head of the respective queries.)

To define non-recursiveness, we use the auxiliary notiocetdfgraph that captures (syntactic) depen-
dencies between function calls in the schema. $et (Pint, Pext, A) be a GAXML schema. Theall
graph G of S is a directed graph whose nodes &g U ®y and for which there is an edge frofito g if

g € fun(f).
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Definition 3.1 LetS = (Pint, Pext, A) be a GAXML schema. We say tt$éis recursion-freéff the following
hold:

(i) the DTD ofA is non-recursive,
(i) no function call! f occurs more than once in a tree satisfying the DTI\of
(iii) no function ofS is continuous, and

(iv) the call graph ofS is acyclic.

Condition (i) is used because recursive DTDs dramatically complicate atiificissues. For instance,
the satisfiability of a Boolean combination of tree pattern queries in presémeewsive DTDs is unde-
cidable [Dav08]. As mentioned above, the definition of recursion-feberma is meant to enforce a static
bound on the number of function calls made in a valid run. Recall that the inigi@noe of a run is a single
tree. Because of (ii), it therefore includes a bounded number of funcéltls. Conditions (iii) and (iv) keep
the number of service calls made in a run under control by prohibiting the immeezhases of recursion.
Condition (ii) deals with another possible source of unbounded calls, gszpce of an arbitrary number
of them in answers to external function calls. Condition (ii) could be relax¢itbut loss by allowing a
bounded number of calls to each function rather than a single one. Atsil tleat an instance is a forest
of trees (except for the initial one); and note that condition (ii) restriaté é@e in an instance, but not the
instance as a whole. Thus, a function call may appear in several diffeees of the same instance.

Note that, although runs of recursion-free GAXML schemas reach &ibipinstance after a bounded
number of function calls, they remain infinite-state systems because of gepeeof an unbounded number
of data values. Thus, there is no straightforward reduction to finite-stadelmbecking.

Scope of verification under the recursion-free restrictionBefore presenting the technical results, we
briefly discuss how verification of recursive-free systems may be ms#ee context of real applications.
Clearly, recursion-freeness is a strong restriction, that may appehibfiive at first glance. Indeed, most
Web services are meant to run forever, so their GAXML specificationsldiallow at least some continuous
functions. However, many such services often handle large numbensicif simpler sub-tasks, each re-
quiring only a bounded number of steps. The Mail Order example is typisalah systems: the continuous
functionMai | Or der is used to fetch individual orders. However, each of these ordetgesin isolation,
and is processed in a bounded number of steps. Thus, each individeatan be viewed as a recursion-free
GAXML system and verified independently of the larger system. The ajipdlustrates how subtle bugs
can creep into the specification of even such simple non-recursiviaskb- Thus, verification of individual
orders within the larger system can still be extremely useful.

It is also worth noting that recursion-freeness does not precludigingrcertain properties involving
multiple non-recursive sub-tasks. For example, suppose one wishhsedk, ¢n the Mail Order example,
that all customers are billed the same amount for the same product. This isequoence of the fact that
all orders extract the price of each product from the static cataloghamnatice for each product is uniquely
determined (the latter is a data constraint). To verify this property (akin tacifuinal dependency across
multiple orders), it is enough to consider the execution of one pair of anpitra@ers. This can be easily
captured by a recursion-free variant of Mail Order that allows givey exactly two orders. One can
similarly verify any property involving a bounded number of orders. Caranot, however, verify properties
involving all orders, such as one using an aggregate function on the set of.orders

Another possible approach to using the verification results for recufse@enGAXML systems in the
context of a recursive system is to uslestraction For example, suppose the processing of a mail order
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involves a price negotiation stage requiring an unbounded number ofdmatkorth steps between the
customer and the seller. One can circumvent the recursion by abstraaingdhbtiation stage as a single
external function producing the final outcome of the negotiation (with inftiumaall guards and constraints
on the answer). As a result, individual mail orders become, once agairsion-free. A similar approach

can be used to handle arithmetic operations. However, as usual withctibstrahis can be expected to
result in loss of information that may yield false negatives when verificatigei®rmed. This approach

lies outside the scope of the present paper, but we are currently irat@gigs use in our context.

Finally, the "small run" technique developed in order to prove the main fesuticursion-free GAXML
systems turns out to also yield useful results in the contexhaodstrictedGAXML systems, such as decid-
ability of safetyproperties (Theorem 4.7) atunded reachabilityTheorem 4.8).

We next turn to the results for recursion-free GAXML systems. The manultref the section is that
satisfaction of a Tree-LTL sentence by a recursion-free GAXML s&hesCco-2NEXPTIME-complete. We
first provide the proof of the upper bound, then proceed with the loaent.

3.1 Upper bound

Let S = (Pint, Pext, A) be a recursion-free GAXML schema agda Tree-LTL sentence of the form
VX(X). Clearly,S = ¢ iff there is no valid run ofS that satisfiesIX—¢(X). Let D¢ be an arbi-
trary subset oD with as many elements as variablesin Clearly, the above is equivalent to the following:
there is no valid runp of S with domainD 2 D and no mapping: from X to Dy such that satisfies
¢ = (h(X)), wherey(h(X)) is obtained fromp by replacing, for each pattern infor whichY € X is
a free variable, the labéf by h(Y") (note that the resulting has no global variables). Thus, the question of
whetherS |= ¢ is reduced to a satisfiability problem.

Decidability is shown by proving a small model property. ISebe a recursion-free GAXML schema.
A pre-runof S is a finite prefix of a run ending in the first occurrence of its blocking instaiVe say that
a pre-run ofS satisfies a Tree-LTL sentengéff its infinite extension satisfies. We show that if there is
a valid run satisfyingp then there is a valid pre-run satisfyingof size bounded by a function computable
from S andy. The decision procedure is then obtained by guessing a run of thatrslzghacking that it
is indeed a valid run satisfying. The following proposition shows that this last step is decidable. Its proof
uses standard Blchi automata techniques, after replacing each patidmpnansuitable proposition.

Proposition 3.2 Let S be a recursion-free GAXML schema afd Tree-LTL sentence with no global vari-
ables. Given a pre-rup = Iy,...I; of S, one can check whethersatisfiest using a non-deterministic
algorithm in timeO (| p|/¢)).

Proof: LetP be the set of tree patterns used irFor eachn € [0, k], let o,,, be the truth assignment on

such that for eact® in P, 0,,,(P) = 1iff I,,, = P (note that the latter can be checked in time exponential
in P). Let A¢ be the Blchi automaton for the formufawhere the tree patterns are replaced by distinct
propositions (also denoted I§y by slight abuse), and whose alphabet consists of the truth assignments
for P. The standard construction af produces an automaton whose number of states is exponential in
¢. Recall that (by definition ofd¢) p = £ iff A¢ accepts the infinite wordy, ..., 05, 0%, . .., i.e. iff Ag

goes infinitely often through an accepting state. A simple pumping argumensghatthis happens iff

an accepting state can be reached twice from a state reached underyinput o, by reading agaiw;, at
most2 - | A¢| times. This yields the desired non-deterministic algorithm taking tinig|/¢)). O

It remains to show that if there is a valid run satisfyinghen there is a valid pre-run of small size. We
do this in two steps. In the first step we show that the lenght of a valid preatisfyingy can be assumed
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bounded by an exponential in the size of the schema. In the second steghiow that the size of each
instance of the pre-run can also be bounded.

The following proposition takes care of the first step and shows th@tisfrecursion-free, then each
valid run of S reaches a blocking instance after a number of transitions that is expdmethia size of the
schema. This is a consequence of the fact that without recursion, pitghyfimany calls to each function
can be made.

Proposition 3.3 Let .S = (®jnt, Pext, A) be a recursion-free GAXML schema. There exists a non-negative
integerk, exponential in®i; U Pexq, such that all valid runs of reach a blocking instance in at mast
transitions.

Proof: Let® = ®jy U Py andx = |P|. Let G be the call graph of. By (iv) in the definition of
recursion-free schemé&; is acyclic. LetG be the set of functiong € & with in-degree zero ifz. The
depthof a functionf of ¢ is the maximum distance between the node represejfiting= and a node of+.
We show by induction onthat a functionf of depthi can be called at moge - »)’ times. Fori = 0 this is
clear, since the function may be called only if it is present in the initial instandetsecausé' is recursion-
free and the initial instance is a tree, it can only occur once in the initial instdrar arbitraryi, let G, be
the set of parents of in G. By induction, a functiory of Gy can be called at mo$2 - x)"~! times. Because
S is recursion-free, one execution @imay produce at most two direct executionsfaofone generated by
the input query, the other by the return query). Hefide executed at mot- |G¢|(2 - k)'~! < (2- k)" as
|G| < k. As the depth of7 is bounded by, each function is eventually executed at m@st «)" times,
hence the bound on the length of the run. O

The next proposition is key to our decision algorithm. It shows that onlg with small instances need
to be considered. This is the most difficult part of the proof and is actiieyearefully identifying a “small”
set of nodes sufficient to withess satisfaction of the patterns needtuefarn to be valid and satisfy

Proposition 3.4 Let S be a recursion-free GAXML schema ahd Tree-LTL sentence with no global vari-
ables. If there exists a valid pre-run Sfsatisfyingé, then there exists a valid pre-run of the same length
satisfying¢, such that each of its instances has size doubly exponentjadi .S.

Proof: The main idea of the proof is as follows. L&, ..., I, be a valid pre-run of5 satisfying¢. We
construct another valid pre-ruRy, . . ., Ry such that for eachn € [0, k], R,, is a sub-instance df,, whose
size can be statically bounded, aRy, and I,,, satisfy exactly the same patterns used.inThe idea is
to make sure that eacR,, contains witnesses for all patterns §rsatisfied by/,,, and also that it can
mimic the transitions in the original run by keeping the “skeleton’Zgf (all paths from roots to nodes
labeled with function symbol3f or tagsa) and also witnesses required to make the appropriate guards
true. Satisfaction of the DTD must also be ensured, which requires additigimesses. The construction
is done in two passes: first, the needed witnesses are collected staning,. femd backward td,. Then,
the actual pre-rurRy, ..., Ry is generated starting from the sub-instanceptontaining the collected
witnesses, by mimicking the transitions in the original run.

In order to establish Proposition 3.4 we first show several lemmas. Notddh#te proof,A can be
assumed to consist only of a DTD, since the data constraints can be edgotb the property, to be
verified.

We use the following terminology. Ldt = (7, eval) be an instance ove§ = (Pint, Pext, A). A Sub-
instance off is an instance = (77, eval) overS such that (i) each tre€’ in 7" is a prefi¥ of some tred”

2AtreeT” is a prefix of a tred if T' is a subgraph of” and for each node in 7", all nodes on the path fromto the root in
T are also irll”.
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in 7, (i) 7" includes all nodes ifl” labeled by symbol8 f anda s, andeval maps each node labeled? f
to the tree in7” that is a prefix oevalz). We denote by/ C I the fact that/ is a sub-instance df. Note
thateval is uniquely determined by’ and. An important property of a sub-instance is that it preserves
the false patterns: If a pattern does not hold ithen it does not hold in any of its sub-instances.

The next result shows how we can “propagate backwards” sumiestahroughout a run. Note that the
lemma does not assume non-recursiveness.

Lemma 3.5 Let S = (Pin, Pex, A) be @ GAXML schemd, and I’ instances ovelS such thatl + I’,
and letK C I'. Then there exists P& ) C [ and K’ C [’ such that PréK) - K', K C K’, and
|IPre(K)| <d-g+(d-b+1)-|K|, whered is the maximum depth of a tree satisfyif\gg is the maximum
size of a guard and the maximum size of the body of an input or return quer§.in

Proof: We do a case analysis on the transition I’. Suppose first that' is obtained fronY as a result of

a function call!'f at a noder. Let~(f) be the call guard of. For each patter#® occurring iny(f) that
holds in(1, x), let up be a matching of into (I, z), and letG be the forest induced by all the nodes in the
images of some p together with their ancestors. Note that the siz&/a$ bounded byl - [v(f)| < d - g.

If fis an external function, theRre(K') consists ofG together withK', with the label ofx changed
from 7f to ! f. Supposef is an internal function. Lef” be the tree inl” with root r labeleda resulting
from the call. Recall thal’ consists of- with subtrees resulting from the evaluation of the input query,of
Body— Headon (I, z). For each tred? in Head let ¢ be its constructor node arfd. the corresponding
subtree. For each matchingof Bodyinto (7, x) we denote by:(H.) the set of nodes af that are induced
by this matching. LeitM be the set of matchingsfor which u( H..) intersectds for someH in Head Then
the nodes oPre( K') are those of7 together with those belonging to bafti and/, and those occurring in
{u(Body) | p € M}, together with their ancestors. Note thRte( K)| < |K|+d-|v(f)|+d-|Body|-| K| <
d-g+(d-b+1)-|K|. To see thaPre(K) satisfies the other conditions of the lemma, note first that
Pre(K) containsz with label!f (the same as id) and~(f) holds in(Pre(K), z). Thus, there existé&”
such thatPre(K) - K’ and K’ is obtained fromPre(K) by a call tof at nodex. If f is an external
function, K C K’ by construction. Iff is an internal functionk” is obtained fronPre(K') by evaluating
arg(f) = Body— Headon (Pre(K), z). Since by construction all matchings®bédyinto (I, z) in M are
also matchings ifiPre( K), x), it easily follows thatx’ C K’ (modulo node renaming). Sin€e(K) C [
and the transitiong - I’ andPre(K) + K’ are the result of the same function call, it also follows that
K'CT.

Next, supposéd’ is obtained fromY by the return of the result of a function calf at noder. Supposef
is an external function. Thepre( K) is the smallest sub-instance bEontaining/k from which the subtrees
belonging to the result of the call are deletedf lis an internal functionPre(K') is obtained similarly to
the above. In this case agajRye(K)| < |K|+d - |p(f)| +d- |Body| - | K| wherep(f) is the return guard
of f andBodyis the body of the return query gf, so|Pre(K)| < d-g+ (d-b+ 1) - |K|. The proof that
Pre(K) - K' whereK C K’ C I’ is similar to the above. O

In constructing our "small” run, we will need to enforce validity of the inseanwith respect té\. To
this end, we use the notion of "completion” of an instance. .Lé&e a sub-instance af. A completion
J of J with respect tol and A is defined as follows. Letiax(A) be the maximum integer used in the
specification ofA. First, let.J’ be obtained by adding td all subtrees of rooted at nodes itf. Next, .J
is obtained fromJ’ as follows. For each node of J, if = has more thamuax(A) children inJ’ that are
not in J and have the same labek ¥ U {!f | f € ®int U Pexi}, retainmaz(A) of them and remove from
J' the rest (together with their subtrees). Similarlyzifn J has more thamnax(A) children inJ’ that
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are not inJ and are labeled by (possibly distinct) data values, retain(A) of them and remove the rest
from J’ (this has to be done with some care so that none of the retained subtreesebisomorphic after
eliminating nodes). The following is easily seen. Note that, like Lemma 3.5, the foljodoes not assume
non-recursiveness.

Lemma 3.6 Let .S be a GAXML schema. Suppobés an instance ovef, I = A, J is a sub-instance of
I, andJ is a completion of/ with respect tol and A. Then for every instancé such that/ C L C I,
if 2 is a node inJ, then the set of children af in L satisfiesA (in particular, J = A). Furthermore,
|J| < d-(a-maz(A))?-]|J|, whered is the maximum depth of a tree satisfyi\ganda is the size of the
alphabet ofA.

Proof: Suppose/ C L C I andz is a node inJ. Consider the children of in L. By construction, for
each labeb, the number of children of with labelb in L is either the same as inor lies betweemnaz(A)

and the number of such children in(and similarly for nodes labeled with data values). In either case, for
k < mazx(A), b > k holds inL iff it holds in I for the children ofz. Sincel | A, it follows thatA is
satisfied by the children of in L. Finally, the bound o/ is immediate. |

We are now ready to complete the proof of Proposition 3.4.4.et Iy, ..., I; be a valid pre-run of
satisfying¢. We construct a valid pre-ruRy, . . ., Ry of bounded size such that for all € [0, k], I,,, and
R, satisfy exactly the same patterns occurring.isincelq, . .., I satisfies, so doesR, ... Ry.

Let P be the set of patterns occurringgnFor eachn € [0, k] and patternP € P that holds in/,,, let
opm beonematching ofP into I,,,, and letMatch,,(P) be the image ofop,, | P € P,I,, = P}. The
skeletorof p is the set of all nodes occurring on a path from root to a node labeled Witiciion symbol? f
oray, in somel,,, 0 < m < k. We define by backward induction valid sub-instandgsof I,,, as follows.
For the basis, consider = k. Recall that/;, is blocking. For each nodein I, labeled by a function call
!f, and each patter® in v(f) that matches intély, x), let o p be such a matching. L&t be set of nodes
in the image of all such matchings. L&t be the minimum sub-instance 6f that includeg, all nodes of
I that belong to the skeleton pf and all nodes iMatch, (P). Let J, be a completion off;, with respect
to I, andA.

For the inductive step, let. < k. Let Pre(.J,,,+1) be constructed frond,,, 1 as in Lemma 3.5. Next, let
Jm be the minimum sub-instance 6f, containingPre(.J,,,+1), the nodes of,,, that belong to the skeleton
of p, and the nodes iMatch,,(P). Finally, let.J,, be a completion off,,, with respect td,,, andA.

We next define by forward induction the desired valid pre-Raf. . ., Ry, starting withRy = Jy. As
we shall seeJ,, C R,, C I, for0 < m < kandR,, = A. The basis Ry = Jo) is clear. Let
0 < m < k and suppose,, has been definedy,, satisfiesA, and.J,, C R,, C I,,. By construction,
Pre(Jmi1) E Jm, SOPre(Jy,11) C Ry,. By Lemma 3.5Pre(J,,.1) - K’ whereJ,,.1 & K' C L,.1.
SincePre(J,,11) C Ry C Iy, it follows thatR,, - R,,,+1 whereK’ C Ry, 11 C I,,11, and the transition
R, F R,,11 results from the same function call or result return a&,jn- I,,11. The transition is uniquely
determined, except in the case of the return of the result of an extehalncthis case, consider the forest
F which is the result of the same function call Ip, ;. Let R,,11 be obtained fromR,, by returning
as answer to the external cdlln J,,, 1. In all cases, sincd,,,.;1 = K’', we have the desired inclusions
Jm+1 C Rm+1 C Im+1-

To see thak,,,+1 = A, consider the possible transitions frdty, to R,,,+1. SupposeR,,,+1 is obtained
from R,, by a function call tof. If f is external,A is clearly satisfied. Iff is internal, note that, since
R,, E A, the only violation ofA in R,,; could occur if the number of trees in the answer to the input
query of the call on,, is disallowed byA under roota;. However, this cannot happen by Lemma 3.6,
sinceJ,,+1 C R,,+1 and the root belongs td,, ;.
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Now supposeR,,, 1 is obtained fromR,,, by the return of the result of a call to a functign If f is
internal, the argument is similar to the above (we use here the fact that thender which the result of
the function call is returned if,, ; is part of the skeleton of so belongs ta/,,,;1). Suppose is external.
Recall that by construction, the answer to the external call consistslinigssiubtrees of/,,, ; ; sitting under
some node:, and each tree in the answer satisfle¢becausd,, 1 = A). R,,+1 may contain additional
sibling subtrees underthat are not inJ,,, ; because they were alreadyt,, and each satisfies. Since
Jmi1 C Rpmy1, andz is in J,, .1, the set of children of in R, also satisfieg\, by Lemma 3.6. Thus,
R,.+1 = A. This completes the induction.

Clearly, for eachn € [0, k|, R,,, andI,, satisfy exactly the same patternsfnbecausd,, C R,, C I,
and eachP € P that holds inl,, also has a match if,,, so inR,,,. Conversely, if? does not hold ir,,, it
cannot hold inR,,. Finally, R is blocking becausé, is blocking andR;, and I, satisfy exactly the same
patterns occurring in the call guards.

We now provide a bound for the pre-rily, . . . , R;.. We denote by the size ofS and byl the size of.
Recall thatd is the depth of all trees that are valid fArand thatd < s. Recall also thag is the maximum
size for a guard and thagt< s.

From the above it follows that:

e k is exponential irs (Proposition 3.3).

e The skeletorsk(p) of p = Iy, ..., I} is bounded by - d - 2 - k. To see this notice that a run of
lengthk can call at mosk functions. Hence an instance of this run has at nkasbdes labeled ;
andk nodes labeled f. Each such node has at mestaincestors and there akeinstances. Hence
sk(p) = O(s - k2).

e The size ofJ; is bounded byisk(p)] + d-g-2-k+d-|{|. The termd - g - 2 - k bounds the
size of G (we need to consider a maat k& guards) and! - |£| bounds the size dflatch,(P). Thus,
| Je| = O(s% - 1- k2).

e ByLemma3.6/J| = O(s>**! . |J|), so|J| = O(k? - 1 - s?573)),

e Consider/,, form < k. By construction|J,,,| < |Pre(Jm+1)|+|sk(p)|+|Match,,(P)|. By Lemma
3.5,|Pre(Jmi1)| = O(s? - |Jm1]). Also, |sk(p)| = O(s - k?) ( see above) an{Match,,(P)| =
O(s - 1). It follows that|.J,,,| = O(s**T(s? - | Jpps1| + 5 k2 +5-1)) = O(k? - 1 s*5T3 - | T 11 ).

e From the above, it follows thaty| = O((k?-1-s25F3)* . | Ji|) = O((k? - 1- s%H3)k . k2. . 52513) =
O(k2k+1 L2 8(25+3)(k+1)).

Thus, Jy is doubly exponential with respect 9 and¢. Now consider the pre-rui, ..., R;. At each
transitionR,, - R, 11, the instanceR,,, can increase by at mosk|” - h, wherev is the maximum number
of variables in the head of a query 6f andh is the maximum size of a query head. Recall that by
construction, the result of an external call is bounded by the maximum &izk.6 m € [0, k], to which
the bound established above fdg| applies. Thus, eacR,,, remains doubly exponential isi and¢. This
completes the proof of Proposition 3.4. O

We are now ready to show the desired upper bound.

Proposition 3.7 It is decidable inco-2NEXPTIME, given a recursion-free GAXML schem§aand a Tree-
LTL sentence, whether each valid run of satisfiesp.
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Proof: LetS = (Pint, Pext, A) be arecursion-free GAXML schema apd Tree-LTL sentence of the form
VX(X). In view of Propositions 3.3 - 3.4, alxPTIME decision procedure for checking whethg: ¢
is the following:

1. GuessD; C D with as many elements as variables¥in and a valuatiork of X into D y;

2. Construct the formulg = —(h(X)), wherey(h(X)) is obtained fromx by replacing, for each
pattern iny for whichY € X is a free variable, the lab& by h(Y);

3. Guess a valid initial instande, over S, of size doubly exponential if and¢.

4. Generate non-deterministically a valid pre-® . . . , R; of S; in the case of external function calls,
guess an arbitrary answer of size at most doubly exponentiglandé. A blocking instanceRy, is
guaranteed to be reached after a number of transitions exponerfiial in

5. Check thatRy, ..., Ry satisfiest.

Note that (5) remains inREXPTIME by Proposition 3.2. O

3.2 Lower bound

We next establish the lower bound for verification of recursion-freeX@A systems.

Proposition 3.8 It is co-2NEXPTIME-hard to check whether a recursion-free GAXML schema satisfies a
Tree-LTL sentence.

Proof: We prove a stronger version of the theorem, in which the Tree-LTL seatisrthe fixed sentence
false and.S is constructed so that the call and return guards of all functionsaee (By slight abuse, we
say in this case thaf has no call guards.) Thus, the necessary control is achieved eetjugsing the
DTD and data constraints. This will be useful in proving other lower beundhe paper.

Let M be a non-deterministic Turing Machine running in tifé on inputs of sizer. Letw be a string
of lengthn. We construct a a recursion-free GAXML servi§esuch that)\/ acceptsw iff S violatesfalse
Note thatS violatesfalseiff .S has some valid run.

We next describe the encoding of a computatiof/in the initial instance ovef. A computation of\/
on inputw of lengthn consists oR2" successive configurations, each of which is a sequence of symbols of
length up t22". To identify configurations and positions within each configuration, weadstally ordered
set of22" data values. We represent a computation by a set of cells holding a tapel§yepbesenting also
the current state and position of the head) and indexed by a pair consitiregpnfiguration identifier and a
position identifier. We use two constant data valueands (« # (), to denote the minimum and maximum
index. Thus, a cell is represented by a tree of the following form (théesistand for data values):

/cell
C(?nf p(,)s\sym
| |
(o] o o

The initial instance ove$ has the following structure:
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M
cell cell succ succ T linit
7| 7 |
conf pos sym C?nf pos sym CLiIrr nTxt ctlj
o (I) o (o) (I) (I) o (o) o o
The role of f will become apparent shortly. The role of the functiait is to enforce the initialization
of the computation. The constraints require thiaittbe present whenever another running call exists. Note
that this means thairit has to be present in the initial instance of every valid run, and must be she fir
function to be called. Also,iffit has to be present until the end of each valid run. The DTD enforces the
above structure whenevenit is present, so for the initial instance.
Additionally, we use data constraints to enforce that

(i) the pair of values o€onfandposuniquely identify the subtree rootedcill, and

(i) in the graphsuccwhose edges are the pairs ¢) for which the tree

succ

7\
Clill'r next
v

e
I
6

occurs in the instance, all nodes have in-degree and out-degree abmeosFurthermoreq has
in-degree zero and has out-degree zero.

To enforce (i) we use a data constraint forbidding the pattern:

ceII/M\ceII

AN

C(?nf p!)s sym C(?nf pos sym
| | | |
X Y Z X Y Z

Z1 # Z3

Because trees are reduced, this implies that there are no distinct tress aiarell and having identical
values forconfandpos since such trees would have to be isomorphic and thus merged.

Enforcing (i) is also done by forbidding some patterns. For exampleijddirtg the following pattern
ensures that all nodes have out-degree at most one:

M
succ/ \succ
/ \ / \
ctljrr ntlaxt ctljrr nTxt
X Y1 X Yo
Y1 #Y2

The main steps in the construction are as follows. For brevity, we woitd= § to mean that the data
value undeconfis ¢, and similarly forpos, sym, curr, next

1. Compute the transitive closuresaificcand check that there is a path frano /3 of length exactly2?" .
Let P, 5 denote the set of nodes along this path (becau$é pfsuch a path is unique if it exists).
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2. Check that, for each € P,g, d € P,3, there exists a cell for whicbonf= ~ andpos= é.

3. Verify that, for eachy € FP,3, v # B, if 0 is the successor of, then the configuration ofl/
corresponding to the sequence of cells for whiohf= § is a valid successor to the configuration for
which conf= ~. Finally, check that the last configuration (for whicbnf= ) is accepting.

We now provide more details. F¢t), we begin by copyinguccunder a new roof” using functionf.
The input query off is:

M

succ —_— T
VAN {,\fo
CLIJrrn(IEXt AI\?
X Y X Y

The return query off simply returns back the result of its input query. The rolef@fs to trigger the
computation of the transitive closure Bf The computation use®: additional functionsf;, f/, 1 < i < n,
whose purpose is to trigge calls to a functionf,, that implements one step in the computation of the
transitive closure of the initial’. The constraints ensure tHgtand? f no longer occur if? fy occurs, and
returns as answer the forest consisting of the two ¢#jly;. Next, for each,1 < i < n, f; andf/ return
fir1!fi . Finally,!f] returns!f,,. Clearly, this results i2" calls to f,,. The call guard off,, ensures that
? fn IS not present in the tree (the callsfp have to be done successively), and the input querfy, is:

M
-

/
1
X

T —-
\
i
z

{T}
/\
11
X z

<—w” \
<—>_ /

The return query returns the result of the input query. Because ofothigle recursion iff”, the2” calls
to f,, compute the pairs of nodes at distance at Bésin succ The fact that there is a path fromto 3 of
length exactly2?” is checked by data constraints stating that3) occur inT, but not before the last call
to f, has been made. This is done by requiring tlat3) occur in7T when none of the functions used so
far is present (except foirfit), and that «, 5) not occur inT if such functions are present.

We next proceed with (2). The idea is as follows. For each configuratemtifeer v, we extract the
sub-graphsucc, of succusing only nodes$ for which there is a cell witltonf= + andpos= 4. We then
compute, for each, the transitive closure afucc,, similarly to the above, using® new functions (with the
difference thaty is carried as a parameter in the computation of the transitive closure). Nexpliect all
~ for which (o, 8) belongs to the transitive closure sificc,, in a new forest of trees with ro@K. Finally,
we select the sub-graph sficcusing only the values collected undeK, compute its transitive closure as
above, and check thét, 3) belongs to it. This guarantees that (2) holds. Thusc#idrees for which the
values ofconfandposare both inP, 5 provide a valid representation 8f" configurations, each of length
22",

It remains to verify (3). It is easy to enforce, using data constraintzeffmlynomial inA/ andw, that
all values ofsymare tape symbols and that the initial configuration (given by the cells forndunf= o
and for which the value oposis in P,z) containsw. It is also easy to check that the final configuration
is accepting. It remains to verify that consecutive configurations résutt valid transitions of\/. Recall
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that a single move of a Turing machine may only affect the cell pointed to byehé, tand its left or right
neighbor. Call these theeighborsof the head. There are two cases to consider. First, the contents of cells
that are not neighbors of the head must remain unchanged. Secdgltihare of the head must change
according to a valid move al/. Both cases can be easily taken care of by data constraints forbidding
patterns that violate the requirements. For example, to say that the contkatogdl at positiort” remains
unchanged in the transition from configurati&h to configurationXs, we forbid the following pattern:

M
ce
' \
cclmf pLs sym colnf p(’)s\sym curr n<|axt
| | | |
)(1 Y Zi )(2 Y Zé )(1 )(2

succ

Z1 # Za

We omit the straightforward details.

The sequencing of the steps described above is easily enforced asingahstraints. Since distinct
functions are used in different steps, completion of a stage can be detgctiie absence of function
symbols involved in that and previous stages. Thus, to enforce thatcéidnr is triggered at a given
stage, it is sufficient for the data constraints to require the absenceatidn symbols from previous stages
when?h is present. Finally, a data constraint can check that the last configuddtitahis accepting. This
completes the construction 6f which is clearly polynomial in\/ andw.

It is now easy to see thatl acceptsy iff there exists some valid run &f. The “only-if” part is obvious.
For the “if” part, recall that the guards of all functions dree, so every run reaches a blocking instance
with no remaining functions. If in addition the run is valid, then the DTD and taigs specified above are
satisfied throughout the run, and the run constitutes a full, correct simulaftian accepting computation
of M on inputw.

Equivalently,M acceptsw iff S violatesfalse O

In the above proof, we placed most of the burden of control on the daistraints, and used a trivial
Tree-LTL sentence. Conversely, it is possible to shift the onus of thelafimm from the data constraints
to the Tree-LTL formula. This points to an interesting trade-off between datatraints and temporal
formulas, summarized below.

Corollary 3.9 (1) Itis 2NEXPTIME-hard to check, given a recursion-free GAXML schefweith no guards,
whetherS has some valid run (or equivalently, (= false. (ii) Itis co-2NEXPTIME-hard to check, given a
recursion-free GAXML schemgawith no data constraints and no guards, and a Tree-LTL senteneéh
no global variables, whethe$ |= .

Proof: First, (i) follows immediately from the proof of Proposition 3.8. Consid&). This follows from
the fact that the data constraints of a schema can be absorbed into tHeTLreentence to be verified.
Indeed, letr be the data constraint ¢f constructed in the proof of Proposition 3.8. L%tbe identical taS,
but without data constraints. Clearly,|= falseiff S’ = —(G o). Sinceo is a Boolean combination of tree
patterns with no free variables, this is a syntactically correct Tree-Litesee with no global variablesl

Propositions 3.7 and 3.8 yield the main result of the section.
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Theorem 3.10 It is co-2NEXPTIME-complete to decide, given a recursion-free GAXML schénaad a
Tree-LTL sentence, whether each valid run of satisfiesp.

Remark 3.11 While the worst-cas€0-2NEXPTIME complexity of verification we have just shown may
appear daunting, the complexity is likely to be much lower in many practicalt&ins. For example, one
cause of the high complexity is the fact that, in a recursion-free GAXMLnszhthe length of runs can be
exponential in the number of functions of the schema. However, thises@urather convoluted use of the
functions. In many practical situations, the length of runs is only linear in tmlver of functions. For
instance, this happens under restrictions such as the following:

() the call graph of the schema is a tree, and
(i) if afunction f passes a callg in its input query, its return query does not contain the same!gall

Such conditions are satisfied naturally when functions model a hieraichitaf tasks, and can be easily
checked syntactically. It is straightforward to see, by revisiting the probRrapositions 3.7 and 3.8,
that under conditions (i) and (ii) the complexity of verification for recursime GAXML schemas and
Tree-LTL properties becomeso-NEXPTIME-complete. Within the broader landscape of static analysis,
this complexity is quite reasonable. For instance, recall that even saiigtfjaif Barnays-Schonfinkel FO
sentences, a much simpler question, already has complexikp TIME [BGG97]. To bring the complexity
down toPSPACE one would have to impose more drastic restrictions. For example, th@lerity of
verification isPSPACEIf, in addition to (i) and (ii), we bound by a constant the number of functidribe
schema and the maximum depth of trees allowed by the DTD.

Using techniques similar to the above, we can show decidability of some othfer gtatic analysis
tasks for recursion-free GAXML. We first consider successfuhteation, then typechecking. We say that
a run terminates successfully iff its blocking instance has no pending iicalrs.

Theorem 3.12 (Successful terminatior) It is co-2NEXPTIME-complete whether, for a given recursion-
free GAXML schem& = (®jnt, Pex, A), €ach valid run ofS ends in a blocking instance with no running
function calls.

Proof: For the upper bound, successful termination can be reduced to datisfaica Tree-LTL sentence
by a recursion-free GAXML schema. For successful termination, theguty to be verified is

Fv A A ()]

fEPIntUPext

wherev is a formula stating that no function symbdf is present, and eacli(f) is obtained from the
guard~y(f) by replacingself with another new node labeléd (so+/(f) is no longer a relative pattern).
Also note that, since the initial instance of a run consists of a single treg, magrhable instance without
running function calls is also a single tree. For the lower bound, considesll@y 3.9. Based on the
proof of Proposition 3.8, using a simulation of 82xPTIME Turing machinel/ on inputw, it was shown
there that it is REXPTIME-hard whether a recursion-free GAXML scheifidnas a valid run. Recall that
the construction uses a functiamit that must be fired first in every valid run. We modify slightly the
specification by having the return guardioit befalse Thus, the running calliffit is present in the blocking
instance of every valid run, so successful termination is violated. It felltnat)\ acceptaw iff S violates
the successful termination property. This provesabe2NEXPTIME lower bound. O
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We next consider typechecking. L&t= (Pint, Pext, A) be a GAXML schema. We say théttypechecks
with respect ta\ if for every run ofS, if the initial instance satisfied, then every instance in the run satisfies
A.

Theorem 3.13 (Typechecking) It is co-2NEXPTIME-complete whether a recursion-free GAXML schema
S = (Pint, Pex, A), typechecks with respect fo.

Proof: The proof of the upper bound is analogous to that of Proposition 3.4d8ep consists of a DTD
A’ and a data constraint. We first typecheck\’: we show that whenever = I, ..., I, is a prefix of a
run of S such thatl, satisfiesA, I, satisfiesA’. Suppose, to the contrary, that there exjsts Iy, ..., I}
such thatl; is an initial instance (satisfying), I; - I, 1 for 0 < i < k, andI violatesA’. We construct
a sequence’ = Ry, ..., R, with the same properties, such that the size’aé doubly exponential ir5.
The construction is similar to that in the proof of Proposition 3.4. This shovisctiecking the existence
of a violation of typechecking with respect to the DM can be done in REXPTIME, so typechecking
with respect ta\’ is in co-2NEXPTIME. Now considerA. If the answer to the above is negative (there is a
violation of A’) then we are doneX is also violated). Otherwise, I = (®jnt, Pext, A’), and check that
every valid pre-run of’ satisfies the Tree-LTL property — G . This can be done ino-2NEXPTIME by
Theorem 3.10. Thus, typechecking is decidable @2NEXPTIME.

Now consider the lower bound. We use again the proof of Propositiom8l.&arollary 3.9 (i). Recall
that the proof constructs from aNBxXPTIME Turing machineM and inputw a recursion-free GAXML
schemaS with no guards that has a valid run i acceptav. The static constraints ¢f consist of a DTD
A’ and a conjunction) of data constraints. It can be seen that all data constraintsam be simulated by
appropriate call guards for the functions.®f Thus, we construct a modified scheistaby replacing the
data constraints with call guards. In addition,4die a new data constraint checking the existence of some
function call in the instance. Let the static constraints‘ofonsist ofA’ U {£}. Note that is violated by a
run of S’ iff its blocking instance has no function calls. Clearly, this happens iff thesuccessfully checks
that the initial instance encodes an accepting computatidd oh w. Thus,S’ typechecks with respect to
AU {¢} iff M does not accept. This proves theo-2NEXPTIME lower bound. O

Remark 3.14 The above notion of typechecking is quite strict, since it declares a violatien i it is
caused by the result of a call to an external function (in other wordspaewill typecheck only if at any
point in the run, any result of an external function call is acceptable witlpeet toA). A more lenient
variant would typecheck subject to thesumptiorihat results from calls to external functions do not cause
violations. Theorem 3.13 can be easily extended to this variant. In partioubée that the lower bound
holds even with no external functions.

4 Beyond recursion-free schemas

In this section we prove that decidability of satisfaction of a Tree-LTL fdenmy a GAXML schema is lost
even under minor relaxations of non-recursiveness. Howevdaiceestricted but useful verification tasks
remain decidable. We provide several such results in the second phig eéction.

Undecidability =~ We next consider relaxations of each of the recursion-free condaiothshow that each
such relaxation induces undecidability of satisfaction of Tree-LTL seeterSpecifically, we consider each
of the following extensions: allowing (1) recursive DTDs, (2) an unmimied number of function calls in
trees satisfying\, (3) continuous functions, (4) a cyclic call graph.
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Several proofs use a reduction from the implication problem for fundtimméinclusion dependencies,
known to be undecidable. We briefly recall this problem (see [AHV95irfore details). LeR be a relation.
An inclusion dependency (ID) ovek is an expressiofd] C [B] where A and B are sets of attributes of
R of the same sizeR satisfie§A] C [B] if 74(R) C m3(R). A functional dependency (FD) ovét is an
expressiorl/ — C, whereV is a set of attributes and an attribute ofR. RelationR satisfiesV — C' if
no two tuples ofR agree onl and disagree ott'. The implication problem asks, given a $eof IDs and
FDs, and an FI¥ over R, whether" |= F, i.e. every finiteR that satisfie$" must also satisfy'.

For (1), undecidability is a simple consequence of the fact that satisfiabiliBoofean combination
of patterns in the presence of a DTD is already undecidable [Dav0&].fiflgt result concerns extensions
(2-3). We prove a strong undecidability result, showing that even edmldly of an instance satisfying a
single positive pattern without variables becomes undecidable with any s theéensions. Furthermore,
the result holds for schemas without data constraints and using no éxterctzons.

Theorem 4.1 It is undecidable, given a positive pattefhwithout variables and a GAXML schenSawith
no data constraints or external functions, satisfying the non-recurssgeoenditions relaxed by any of (2)
or (3) above, whether some instance satisfyihg reachable in a valid run of.

Proof: We use a reduction from the implication problem for FDs and IDs. Rdie a relation withk
attributes,I" a set of FDs and IDs oveR, and F' an FD overR. We construct a GAXML schem&
satisfying the stated restrictions, and a tree pattersuch that® [~ F' iff some instance satisfying is
reachable in a run aof. We represent relatio® with attributesA; ... A in the standard way, as a tree
described by the DT

R — T

T — A1 . Ak

A; — dom

Consider (2). Suppose the DTD §fallows an unbounded number of function calls in valid trees. In order
to check the inclusion dependencies, we use one internal fungtifor each ID7T € T', and one additional
internal functiong. Their call guards will be described shortly. Their input queries agelgrirrelevant —

we assume they are trivial and produce the empty forest. Their returdgaege similarly defined dalse

S0 no answer is ever returned. We add one node lathglathdereachnodeT’, for each IDr € T'. Finally,

we add one node labelégd underR. Thus, an initial instance ovet is of the form:

...... lg
Al{/ %'fr Al{/---\}k'.ﬂ'
& & S & b S

The guard of eaclf. checks that the inclusion dependencis not violated for the tuple local to the
node labeledf,. For example, ifr = R[A;] C R[A;], the guard off; is

/ R\
T T
N |
Ai self 'fT A]‘
| |
X X

3This classical notation maps in the obvious way to constraints in our DTDs.
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The guardy(g) of g is the conjunction of several tree patterns. The first simply checks thatdmlabeled

! f- exists in the tree. This ensures that all calls to!thehave been made, which implies that their guards
were true, so no € I is violated. Satisfaction of the FDs inis ensured by adding to(g) the obvious
negative patterns forbidding violations. Finally, violationfofs ensured by a positive pattern, also added to
~(g). The patternP simply checks that a node labeleglexists in the tree, so the guardgis true. Clearly,

P is reached in a run of iff there existsR that satisfie§' and violates, iff I" (= F.

Next, consider (3). Supposeis allowed to use continuous functions (but all other restrictions remain in
force). As above, suppodeand F apply to a relatior? with attributesA, . . ., Ax. The idea of the proof is
as follows. As above, the FDs can be easily checked using tree patteonder to check satisfaction of the
IDs, we augmenR with two attributesB, C' meant to represent a successor (or almost) on the tuplgs of
We denote the relatioR augmented with attributeB, C by R. The IDs are checked by stepping through
the tuples ofR one-by-one using the successor relation, and verifying for eacm¢hi® is violated. This
is done using continuous functions. We next provide more details. Thiorel& is represented below,
together with some additional structure.

//?Y
[ S It

k lg linity o h linit, (o}

Specifically, we add continuous functiopsh ande, with respective parents, H andF, all under root
R. For technical reasons we need two additional functiamist , andi ni t , that appears undeé¥ and H.
The DTD rules forG,H andE are:

G — (g + ?9)(linit,dom+ ?init,dont)
H — ('h + ?h)(li nity,dom+ ?initydont)
E — le+ 7e

The role ofi ni t , (similarly fori ni t ;) is simply to enforce the presence of a unique data value under
G and H in the initial instance. Multiple data values may appear dneet , has been called. We define
the call guard of ni t , to betrue and its return guaréhlse so that no answer is ever returned. An initial
instance ovel has the shape above.

We denote by g the graph whose nodes are the data values occurring undé&'shand for which
there is an edge fromto ¢ iff v occurs undeB andé underC' in the same tuple. We also use taonstant
distinct data valuea andg. Similarly to the proof of Proposition 3.8, we can use data constraints toaenfor
that:

(i) B andC are keys for relatiork represented by the sub-trees roote@ at
(i) « andp each occur under sonte, o has in-degree zero artthas out-degree zero Hpc;
(iii) « occurs unde€ and undel (so it is the unique data value under these nodes in the initial instance).

Note that(i) ensures that each tuple Riis uniquely identified by the data value under tBattribute
(we say that each tuple isdexedby the corresponding value). Also,(:) ensures that, in the graghzc,
all nodes have in-degree and out-degree at most one.

The role of functiory is to compute all data values that are reachable #amG g¢. The guard ofy is
true, and its input query has hedd } and body
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Its return guard isrue and the return query simply returns the result of the input query.
The guard of: checks the following:

e (3 occurs undefr (sog has been called at least once ghid reachable frona in G¢). Because of
(i) and (ii) above, if this holds, then there is a unique simple path fiam s in G p¢; the data values
underG are exactly the nodes along this path;

Let R, denote the sub-relation @t consisting of the tuples indexed by data values along the pathdrom
to 3 (available undet). The role ofh is to check thai?,z satisfies all the IDs of'. To this end} re-does
the computation performed By, with the additional task of checking, as soon as a data élteachable
from o is detected, that the tuple &,z indexed byY” satisfies all IDs of” within R,s3. This is done by
including appropriate sub-patterns in the body of the input query. dFhe portion of the body detecting
a new reachable valug is the same as faf, except that7 is replaced byH. This is augmented in order
to check each IDr in I'. For example, ifr is an ID R[A;] C R[A;], the body of the input query dh is
augmented as follows:

AN
c B A; X W B p
| |
X Y Y z W z

Finally, we turn toe. The call guard ot checks the following:
e [ occurs undedd,;
e all FDs inI" are satisfied by?,3;
e the FDF is violated byR,s.

Thus, the guard of becomes true iffz, 5 satisfied” and violatesF'. The patternP simply checks thate
occurs in the tree. Clearly, an instance satisfyihig reachable in arun & iff I [~ F. O

One can use a similar proof to show that Condition (4) also yields undecidabiktgad, we use the fact
that, with cyclic call graphs, we can generate arbitrarily long sequerfgasining function calls allowing
us to code two-counter automata. The interest of this alternative proof ihéhaesult holds even in absence
of data values. Indeed, as we will see, cyclic call graphs are much roaerful that continuous functions.

Theorem 4.2 It is undecidable, given a positive pattefhwithout variables and a GAXML schenSawith
no data values and no external functions, satisfying the non-recursiseoaditions relaxed by allowing a
cyclic call graph, whether some instance satisfying reachable in a valid run of.

Proof: The proof is by reduction from reachability for deterministic two-countershimes. These are
finite state automata with two counters and an initial state. Each transition depettuscurrent state and
whether the counters have value zero. A transition may change thetcstatmnand increment or decrement
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one of the counters. It is known that it is undecidable whether a givéa istaecachable for deterministic
counter machines [Min67].

Let M be a deterministic counter machine whose set of stat@s4s{qo, . . ., g, } and counterg’;, Cs.
Let gy be the initial state. We assume wlog thaiis never used again in the course of the computation. We
may also assume that both counters are incremented or decrementedrabgach

We next describe a GAXML systei$i simulating M. We begin with a sketch of the main idea, then
provide more details. For eaghe @ — {qo} we use one function denoted (by slight abugedntuitively,
the presence of a running c8l indicates thatV/ is in stateq. We also use functionsi, ¢, to represent
the two counters. The value of countgr is the number of active running calls ¢9in the instance. For
instance the configuration wheb¢ is in stateg; andC; = 2 andCy = 1 will correspond to the presence of
the following pattern in the document:

Y

M T A aey Qe

z z 1 €1 €2

//’/ \ | | |
7 Tg1” ... ?qi ... lgn ?c1 ?c2 Ter laa le2

We use the DTD to enforce that, throughout the simulation, there is at mosaimmeag call to a function
q (excepting?qp).

In order to code transitions between configurations we use extra auxiliacgions. For eacly €
Q@ — {qo0} we use one function denoted Intuitively a running call?g indicates that\/ should switch to
stateg. We also have functioriac,, incy, deg, deg whose role is to indicate that the corresponding counter
should be incremented or decremented. Typically a cad} twill produce an occurrence afc; while a
return frome; will produce an occurrence afeg. Again we use the DTD to enforce that, throughout the
simulation, there is at most one running call to a functjon

In order to check that the transition is correct we use a fundtemsitionwhose guard checks that the
choice for the next state and updates to the counters are done acdorthegtransition rules ol/. For
instance, ifM in statep moves to statg while incrementing the counté&r; and decrementing the counter
Cs, the guard checks thap, 7¢ andinc, anddeg, are present in the tree.

Finally, there is a cleaning phase that removes all intermediate function caltsggers!q.

Implementing the above sequence requires some careful control atbieefew additional functions
together with the DTD and data constraints (using only structural informatiga@now provide the details.
To concisely describe the DTD, we use as a notational convention Boodealpinations of symbols, where
a stands folla| > 0. The instances ove¥ have depth one (trees consist of a root and their children, with no
data values). The root is assumed taMieunless otherwise specified.

We first enforce the initialization of the simulation to the start configuratial/ofTo this end, the DTD
includes the constraint stating,\7qq, and that, iflgy is present, then the instance has the form

M
,‘////J ~ .
lgo~Tq1—-. lgn” '@1 g2 ... gn lexr “leg " ltransition

The return guard ofy is false so the call’qy never disappears (but is henceforth ignored). The call
guards of all functiong other thang, require the presence Gfy. Thus, the only call that can be made
in the initial instance is tgy. This produces the representation of the start configuratial qfvith the
additional functiortransition).

As described above, the simulation next loops through two main stages:
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1. perform a transition: designate the next stelby callingg, and increment or decrement the counters;
2. update the current statedo

To control the computation, we use two functions to identify the above stagassitionfor (1), and
resetfor (2). A call totransitionreturns as answerdsetand a call taesetreturns as answetransition

The transition stage (1) proceeds as follows. Initially, the instance coraiiihe beginning of this stage
at most one function callp different from?q, and there are zero or more running callgt@ndc,. We first
arbitrarily trigger!qg (if one is not already triggered) and increment or decrement the cauytiten enforce
correctness of the move using the call guardtrdrisition The call guard of the functiong checks that
Itransitionis present. The input queries @fare empty, their return guardisie and the answer consists of
!g. Note that multiple calls to such functions can be made during one transitioe.piiag is harmless,
since correctness is only checked for the last call made before thedirit@nsition which then remains
fixed until the reset stage. On the other hand, the current state musetelfiking the transition stage. This
is ensured by having the call guard of egatequire the presence ofr@nsition The input queries of are
empty, their return guardsue for ¢ # qo, and the answer consists lgf

The counters are incremented or decremented non-deterministically assfollow

To increment’;, the function!c; is called (its guard is specified below). Its input query produces the
forest

le; ling;

The function callinc; signals that counte?; has been incremented. The guardthecks for the presence
of Itransitionin the global instance. It also checks the absencéref and!dec; (this prevents repeated
increment or decrement of the counter in a single transition).

To decremeng’;, the answer to the most recent call 8 returned, consisting of the forest

le; ldec; 'block

where!dec; is meant to signal that countél, has been decremented, datbck is a new function whose
purpose is described below. To prevent multiple updates; éf a single transition, the return guard f
checks the absence bf.c; and!dec;. The function!block is used to make sure the decrement occurs only
during the transition phase. To this end, its call guard checks for themrefltransition, its return
guard istrue and its return answer is empty. Additionally, the call guardalbbther functionscheck for

the absence dblock or ?block. This guarantees that the entire computation blocks uhéss: can be
annihilated, i.e. the decrement occurred during the transition phase.

The functionsinc; anddec; both have call guardtfansition, return guardrue, and return the empty
forest as answer. This ensures that the “lodka?; and!dec; are not released before the transition stage
is over, which is also needed to prevent multiple increments or decrements $artie transition. The
correctness of the transition (next state and counter updates) is @rgutke call guard ofttansition
specifying the correct combinations of current state, next state, whedlah counter was zero prior to the
update (detected by the presencéiat; and of?c; underM but not under some.,), and whether each
counter was incremented or decremented (detected by the preséneg ahd!dec;).

The move to stage (2) is triggered by a call t@hsition, returning reset To ensure that alinc; and
dec; have been erased, the DTD requires that nongwf, 7inc;, !dec;, 7dec; occurs whenresetis present.
This makes it possible for the counters to be updated again during the aegitibn. The state reset is
carried out as follows. The fact that the current state is sgtwinereq is the next state is ensured by
requiring in the DTD thatq and?q both occur for some € @ — {qo} when kesetis present. The answer
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to resetis !transition This completes the loop. The following table summarizes the progressiome cluch
loop (starting from stat@) correlated to the evolution of the “control flagdtdnsition — ?transition —
Ireset— ?reset— !transition

flag event

Itransition | fire !¢ and update counter
?transition | removeinc; anddec;
reset’p to lp, fire lq

Ireset ?7q and?q are both present
Itransition | ¢ is new current state

[72)

It can be seen that the thus constructed simulatéd. Finally, let P be the positive pattern checking
the presence dfr for r € Q. Itis clear thatM reaches stateiff an instance satisfying can be reached in
arun ofS. O

Remark 4.3 The results for extensions (3) and (4) point to significant qualitative diftexe between re-
cursion obtained by using continuous functions, and by allowing cyclic cafilgs. Theorem 4.2 suggests
that the latter is much more powerful. The distinction is further highlighted bidering theinstance
dependentariant of verification: given a GAXML schen$q an initial instancel over S, and a Tree-LTL
formulay, does every run starting frothsatisfy? An immediate consequence of the proof of Theorem 4.2
is that this is undecidable for GAXML schema with cyclic call graphs (evenmittiata values and only
internal functions). On the other hand, it is easily seen that this is decidabétidgrary GAXML schemas
with continuous internal functions (but acyclic call graph). This follows fiben fact that the fixed initial
instance renders the state space finite, which is not the case if cyclic eplhgmare allowed.

The above results show that relaxations of the non-recursivengssaments quickly lead to strong
forms of undecidability. Orthogonally, one might wonder if decidability capiteserved for recursion-free
schemas for more powerful queries or temporal properties. We newtthlat this is not the case.

We first consider an extension to the patterns used so far in the GAXML Iiradldeving negative sub-
patterns. Specifically, let us allow labeling byone subtree of the pattern, with the safety restriction that
all variables occurring in the negative subtree must also occur positivehe pattern. The semantics is
the natural one: a match requires the positive part of the subtree to beehadcthe input document, and
the negative subtree to not be matched. An example of such quetyis:X|[—- /b/X]. Undecidability is
again shown using a reduction from the implication problem for FDs and IDs.

Theorem 4.4 It is undecidable, given a positive pattefhwithout variables, and a recursion-free GAXML
schemaS with no data constraints and no external functions, but using patterns wifitive sub-patterns,
whether there exists an instance satisfyidghat is reachable in a valid run of.

Proof: We use again a reduction from the implication problem for FDs and IDsI"lbet a set of FDs and

IDs andF' an FD over a relatiorR. We build P and recursion-fre& such that® [~ F' iff some instance
satisfying P is reachable in a run of. The key observation is that one can easily check for violation of
an ID using a pattern with a negative sub-pattern (so its negation stateactatisbf the ID). Satisfaction

of the FDs inI" and violation ofF" are tested as before. All the conditions can be placed in the guard of a
functiong. The patternP simply tests the existence of a cal. O
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We next consider an extension of the Tree-LTL language. Recall yhagtinition, all free variables in
the patterns of a Tree-LTL formula are universally quantified to yield ttaé Tiree-LTL sentence. One might
wonder if this restriction on the quantifier structure is needed for decidabflisatisfaction for recursion-
free GAXML schemas. We next show that this is in fact the case. Spdlyifiehd 3Tree-LTL be defined the
same as Tree-LTL, except that the free variables are quantified didfiieim the end, yielding a sentence
of the form3X¢(X).

Theorem 4.5 It is undecidable, given a recursion-free GAXML schefhand aJTree-LTL sentence,
whethersS satisfiesp.

Proof: We use a reduction from the implication problem for FDs and IDs.ILbe a set of FDs and IDs,
and F' an FD over a relatiokR. We exhibit a recursion-free GAXML schentaand aJTree-LTL sentence

o = 3X(-¢(X)) such thatS |= ¢ iff ' = F. Equivalently, we show that there exists a runSoatisfying
VXE(X) iff T = F. We represent relatioi as in the proof of Theorem 4.1, and use one (internal or
external) functiory whose guard enforces satisfaction of the FD§ iand violation of . The formulag
contains several conjuncts. For eachdB= [A] C [B] of T, £ contains a conjunct stating that, X, is a
tuple in R, thenr 4 (X,) C 75(R). This can be expressed by tree patterns with free variable&inally, £
includes the conjuncX (//?¢) stating thay is called in the first transition. LeX consist of all the variables
occurring inX, for 7 € I'. Clearly,vX¢(X) is satisfied in a run of iff the relation R represented in the
initial instance satisfieE and violates, i.e.T" |~ F. O

We finally consider the impact on decidability of allowing path quantifiers in the oeahgproperty.
To this end, we consider Tree-CTL properties and prove the followirangtundecidability resultX is
the universal quantifier anl the existential quantifier on runs). It shows that allowing even a single path
guantifier alternation leads to undecidability.

Theorem 4.6 It is undecidable, given a positive pattefhwithout variables and a recursion-free GAXML
schemas, if S satisfie4 AXEG (—P).

Proof: We prove, equivalently, that it is undecidable whether there exists an ingtahce ovef satisfying
AFP. We use, once more, a reduction from the implication problem for FDs aad LBtT" be a set of
FDs and IDs and” an FD over a relatiorR with attributesA, ..., Ax. We outline the construction of a
recursion-free GAXML schem& and a patterr such thatl® = F' iff there exists an initial instancé,
over S for which P is reachable in all runs starting &4t We represenk in the standard way, and use two
functions f andg. The functionf is external and returns a single tuplefin(this can be enforced by the
DTD and a data constraint). The functigns internal. Its guard checks that the FDdliare satisfiedfF’ is
violated, and the tuple a® returned byf satisfies all the IDs of . The patternP checks for the occurrence
of 7g. Clearly,?g is reached fron1 in all runs iff the relationR represented by, satisfies" and violates
F. O

Decidability As promised, we now exhibit several useful verification tasks that redegidable even for
recursive GAXML schemas. A recurring concern in verificatiogafetywith respect to a specified property.
Recall that reachability, and therefore safety, is undecidable by €hedrl. We next provide a decidable
sufficient condition for safety with respect to a Boolean combination of pesttd he proof uses a variation
of the small model technique developed for showing Proposition 3.7.

“We assume a unique start state from which there is a transition to each intémldasvers.
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Theorem 4.7 (Safety) It is decidable inco-NEXPTIME, given a GAXML schemé and a Boolean combi-
nationy of patterns, whether (i) all valid initial instances ovérsatisfyy, and (ii) for all valid instanced
and.J over S such that/ - J, if I = ¢ thenJ = .

Proof: The proof uses Lemmas 3.5 and 3.6. (Recall that they do not assumeagwsiveness.) Let
S = (Pint, Pext, A) be a GAXML schema. Consider (i). Léty be the DTD ofA andv its data constraint
(a Boolean combination of tree patterns). We need to show that it is decidéblber(T) there exists
a tree with no nodes labeled, satisfyingAy andy A —¢. We can easily modify\, in linear time so
that? f is disallowed. So, suppose no valid tree cont&ifis We show that if() holds, then there exists
a treel, with the same property and of size exponentialdh+ |¢|. Indeed, suppose satisfies(t). Let
‘P be the set of tree patterns occurringeinor ¢ that hold in7, and letM consist of one matching into
I for eachP € P. Let Iy be the minimal prefix off containing all nodes in the images of matchings in
M. Note that|Iy| < d- (|| + |¢|), whered is the maximum depth of a tree satisfyidg,. Finally, let
I be the completion of, with respect taAq. By Lemma 3.6)1y| < d - (a - maz(A))? - |Io|, wherea is
the size of the alphabet &, andmaz(A) is the maximum integer used in the specification\f Thus,
[lo] < d2 - (a-maz(A)?- (9] + |¢|), and Iy is exponential iNA| + |¢|. Clearly, I, satisfiesAq and
YA —p.

Now consider (ii). Once again, we use a small model property. SuppesedRist valid instancelsand
J overS such thatl - J,if I = ¢ butJ ¥~ ¢. We can show that there exist valid instanégand.J, over
S, of size exponential inS| + ||, such thatly = ¢ but Jy [~ ¢. The proof is essentially a special case of
the proof of Lemma 3.4, for the case of runs of length 2. We omit the strarg¥afd details. O

Another practically significant problem unded reachabilityfor givenk, is it possible to reach in at
mostk steps an instance satisfying a Boolean combinatiaf patterns? The following is shown similarly
to the proof of Theorem 3.10 (proof omitted).

Theorem 4.8 (Bounded reachability) It is decidable i2NEXPTIME, given a GAXML schems, a Boolean
combinationy of patterns, and a fixed integér whether there exists a prefly, ..., I; of a valid run ofS
suchthatj < k andl; |= ¢. If k is fixed, the complexity ISEXPTIME.

The dual of bounded reachabilitybeunded safetyfor givenS, ¢ andk, is it the case that every instance
over S reachable in at mogt steps satisfieg ? Clearly, this is the case iff no instance satisfying can
be reached in at moststeps. Thus, bounded safety can be decidetbt2NEXPTIME (andCO-NEXPTIME
for fixed k).

5 Compositions of GAXML Systems

We next discuss how our results can be extended to compositions of GAsystems. Typically, GAXML
systems participating in such a composition may be hosted on different pedhss is generally a multi-
peer system. We informally describe a model for GAXML compositions and/ ghat our decidability
results extend to such systems. Our model of composition adapts to the GAMaRlkeWork classical work
on communicating finite-state systems [BZ83, AJ94, AJ93], and wor&-oompositionén the context of
Web services, as surveyed in [HBCS03, HS04, HS05, Hul05]. Mexently, the verification of composi-
tions of data-driven web services was considered in [DSVZ06] a@D@" 05] has proposed a model of
compositions of peers with underlying databases emphasizing synthesis.
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Definition 5.1 A GAXML compositior§ is a non-empty sefS; }1<;<, of GAXML schemas with disjoint
sets of internal functions.

Consider a compositio§ = {S;}1<i<n. LetS; = (L, PLy, A;), 1 < i < n. Intuitively, eachS;
supports the set of functions specified ®§,. Some of the external functionk.,; may be supported by
another schemé; in the composition, in which case they belongith,. Given a compositio as above,
we say that the functions ), ,,, @i areinternalto S, and the functions in

(U 0 — (U o

1<i<n 1<i<n

areexternalto S.
An instancel over a GAXML compositiorS = {S; }1<i<y is a pair({7; }1<i<n, €val) where:

e Each7; is a GAXML forest;
e 7; and7; have disjoint sets of nodes foe# j;

e cval is a bijection associating to each nodejot= |J, ,,, 7: labeled by a running function callf,
wheref is internal toS, a tree in7 whose root is labeled;.

An instance({7; }1<i<n, eval) is valid if each7; satisfieA,.

An initial instance oves is an instancé{7; }1<i<n, ), where eacli7;, 0) is an initial instance ove$;,

1 < i < n. (Thus,7; consists of a single tree whose root is not a function call and containimgnming
calls). The definitions ofun and valid run ofS are as before, with two differences. Firstfife @/, then

all trees whose roots are labeleg belong to7;. The second difference concerns the scope of call guards
and queries. Recall that in the single-peer case, all guards and imriggwere evaluated within the entire
instanceT. We now impose some locality. More preciselyfit ®i U ®L,, the call guard and input query

of f are both evaluated withifi;,. The semantics of return guards and queries stays unchanged.fdihus,
an internal functionf, these are evaluated, as before, within the tree rooted #tat corresponds to the
running call.

Observe that our definition amounts to viewing a composition of GAXML pees single GAXML
with a separate workspace assigned to each peer. If we think of thentohgepeer as its state, the state of
the composition is the product of the states of the peers, a classical viewpoirsequently, the decidability
result of Section 3 carries immediately to compositions, as we will see shortly.

Remark 5.2 It should be noted that the above composition model makes strongegiody assumptions
ensuring that each function call causes simultaneous state transitions irallirggcand receiving peers.
Such tight synchronization is hard to enforce in real systems. Howtkiggan be immediately relaxed by
introducing additional peers simulating communication channels, whiclkereasynchronicity by allowing
arbitrary delays between state transitions in different peers. Simulatingedirained multi-peer composi-
tion model, with explicit messages and queues, requires an extension@AXML model. This raises new
interesting questions that are left for future work.

The syntax and semantics of the language Tree-LTL are the same as. Bdferdefinition of recursion-
free GAXML compositions is the same as for single schemas, where the ird@dhaxternal functions are
taken to be those af (rather than those of the individual schemas). As promised, the main t#itida
result for single schemas extends to compositions.
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Theorem 5.3 Itis co-2NEXPTIME-complete whether a recursion-free GAXML composition satisfies a Tree-
LTL sentence.

Proof: The lower bound transfers trivially from the single schema case. Forpgheribound, we use an
easy reduction to the single schema case. bt a recursion-free GAXML composition anda Tree-
LTL sentence. We can construct in polynomial time a recursion-free GAXbhemas’ and a Tree-LTL
sentence’ such thatS |= ¢iff S’ = ¢’. The schem&’ is essentially the union of the schemasSoglightly
modified to enforce the locality of call guards and input queries. This inregoires minor modifications
to ¢, yielding ¢’. We omit the details. O

To conclude this section, we mention that another model of composition of GAXdtems is consid-
ered in [BHO8]. The focus of their work is on the specification of the iaiszfbetween the systems in the
composition.

6 Conclusions

We studied the verification of an expressive set of properties for a EHags of AXML systems. We aimed
at providing a model capturing significant applications, while at the same timeiadgjdor non-trivial
verification tasks. Some of our choices include: unordered rather theneal trees, set-oriented rather than
bag semantics for trees, patterns with local existential quantification and witegated sub-patterns, and
gueries based on tree pattern matchings rather than more powerful ctiompubeespite the limitations, this
goes beyond previous formal work on AXML, which considered only atone systems [ABMO04]. Note
that the use of guard conditions induces non-monotone behavior, stiaflegaard that is satisfied may later
be invalidated when new data is received. Indeed, guards provideexfobcontrol mechanism, that allows
simulating complex application workflows. Altogether, we believe the model e@prusignificant class
of AXML services. Finally, the Tree-LTL language providing a novelipling of temporal logic and tree
patterns seems particularly well suited for expressing properties of ttetiew of such systems.

Our results provide a tight boundary of decidability for verification of @AXsystems. As a side effect,
they also provide insight into the subtle interplay between the various feaiti@AXML. Decidability for
full verification holds for recursion-free GAXML. While this may appeaiitg limited, applications often
satisfy the recursion-free conditions required.

Even in more complex applications that do not satisfy these conditions, onesaate and verify
recursion-free portions that are semantically significant. For instared/jail Order example can be made
recursion-free by makingMai | Or der non-continuous. Intuitively, this corresponds to the processing
of a single order, and properties of each such process can bedielifle also showed that more limited
but useful verification tasks, such as bounded reachability and wayigufficient conditions for safety, are
decidable even for unrestricted GAXML systems.
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Appendix: The Mail Order Example

We provide here a more complete specification for our running MailOrdemple. The purpose of this
GAXML system is to process mail orders. The system has access to ad; @adeiding product and price
information. A new mail order is initiated by an external ddifai | Or der . The processing of a mail order
follows this simple workflow:

1. Receive an order from a custon@rane for a productPnarne. The order is given a unique identifier
O der - | D (uniqueness is enforced by the data constraint specified further).

2. If the product is available, initiate processing a bill by calling the intenmattionBi | | .

3. Toprocess a bill, send an invoice to the customer, modeled by a call taéneatunctionl nvoi ce.
This returns &Paynent for Pnane in the amount found undeknount . This completes the pro-
cessing of the billPnane andAnount are returned to the callinghi | Or der as the answer to the
call'Bi I I .

4. If the payment is correct (the catalog price of the prodhmane is the paidAnount ) then deliver the
product by calling the external functidd! i ver . Otherwise reject the order by calling the external
functionRej ect .

We now provide more details on the specification (for convenience, sopeetasalready described in
the main text are repeated here). An initial instance of the system has pgeest@avn in Figure 1. The DTD
enforces the specified shape, and also that of the results to extemoibfucalls, described further. The
unigueness of mail order IDs is enforced by the data constraint cowgsadtihe negation of the following
pattern:

Main
MailOrder MailOrder

Ordler-ld Cniame Pnlame Ordler-ld Cnialme Pname
X Y z X Y z
. YﬁY’orZ%Z’ . .
We next provide the specifications of functions.
MailOrder is external and continuous. Its call guardtise and input query empty. Its result has the
following type, enforced by the DTD:
MailOrder
7/ \TZ

Order-ld Cname Pname !Bill !Deliver !Reject

dom dom dom
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Bill is internal and non-continuous. Its call guard, that checks that therem¢roduct is available, is the
following:

Main
Z N
Product MailOrder
I

AN
Pname Pname self IBill

X X

Its input query is:

Main
7

Catalog  MailOrder {Process-bill}
[N

| — .
Product Pname self !Bill Pni';\me Amount !Invoice

/N bl

Pname Price X

X Y

The return guard and query (also given in Example 2.2) are the following:

aBil aBi —  {Paid}
n n 7/ AN
Payment Payment Pname Amount
/ S | |
Pname Amount X Y
| |
X Y
Return guard Return query

Invoice is external and non-continuous. Its call guardrige. We omit (as for the other external functions)
the specification of its input query. The answer it returns is of the followypg (which can be enforced by
the DTD):

Payment
7 N\
Pname Amount

dom dom

Deliver is external and non-continuous. Its call guard is

Main
\ )
Catalog MailOrder
1 7\ )
Product Paid self: !Deliver
/7 \ /7 N\

Pname Price Pname Amount
| | | |
X Z X V4

Its result consists of a single node labeld i ver ed (this can be enforced by the DTD).

Rejectedis external and non-continuous. Its call guard is the following:

Main AN ( Main )
N — S~
MailOrder Catalog MailOrder
/N | /N
Paid self: |Rejected Product Paid self: |Rejected
VAERN 7 N\
Pname Price Pname Amount
l | l |
X z X z
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Its result consists of a single node labeRg) ect ed (this can also be enforced by the DTD).

This completes the specification of the Mail Order GAXML system.

Now consider again the Tree-LTL properties in Figure 5. The first gntyp(every mail order is even-
tually delivered or rejected) is satisfied for the above specification. iGenthe second property (every
product for which the correct amount has been paid is eventually dediyeSurprisingly, this property is
false. This is due to a subtle bug: the specification allows a customer to pagiiderent product than the
one ordered. This bug could be fixed with the addition of the data const@msisting of the negation of
the following pattern:

aB;ll
7 N
Pname Payment
| 1
X Pname
|
Y
X#£Y
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