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Exploring the meaning of “usable security”

Markus Lennartsson1, Joakim Kävrestad1, and Marcus Nohlberg1

University of Skövde, Sweden firstname.lastname @his.se

Abstract. While there are many examples of incidents that make the
need for more work around the human aspects of security apparent, the
literature makes it obvious that usable security can mean many different
things and usable security is a complex matter. This paper reports on a
structured literature review that analyzed what the research community
considers to be included in the term “usable security”. Publications from
the past five years were analyzed and different perceptions of usable
security were gathered. The result is a listing of the different aspects
that are discussed under the term “usable security” and can be used as a
reference for future research of practitioners who are developing security
functions with usability in mind.
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1 Introduction

A lot of attention is currently given to the human, or user, side of information
security and it is widely acknowledged that user behavior is a crucial factor in
information security [74]. An important topic in this area is usable security, the
notion that security tools and measures have to live up to usability demands in
order to function as intended[73]. Tools that are lacking in usability are likely to
not be used at all or be used incorrectly. If a given tool is not used, the security
value that it is supposed to add will be lost. A tool that is used incorrectly can
give a false sense of security, or even have a negative impact on security[81].

While there are many papers that provide usability evaluations on various
tools and techniques, there is an ambiguity in the research community as to what
the concept of usable security actually encompasses. There are several examples
of papers that discuss or validate usability and two examples are [79] that eval-
uates certain usability criteria of a phishing defense mechanism and another is
[75] where usability in access control in IoT is discussed. While valuable pieces
of research, none of them discuss usability in a broader sense. Further, [77] eval-
uates usability around the keywords “convenience, annoyance, time-consuming
and tiring” and builds on the System Usability Scale (SUS) presented by [72].
While the SUS scale measures important aspects of usability, it does not factor
in ideas that [81] consider essential in usable security, for instance, that users
should not make dangerous errors.

The existing research demonstrates that usable security is a complex area
with many dimensions. However, to the best of our knowledge, there is no com-
mon definition or understanding of what the term actually includes. The aim of
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this paper is to address this gap by reviewing how the term is applied in recent
research. The result will describe what researchers mean with usable security
and can be used as a reference for future studies. Future research will build on
this paper with the goal of establishing evaluation criteria for usability is security
tools and measures designed to be used by end-users.

2 Methodology

The research was carried out using a structured literature review targeting re-
search published in the past five years. The review followed the process de-
scribed by [78]. The outcomes of a literature review are heavily dependent on
the databases used, search terms are chosen, and the criteria applied to select
relevant literature [80, 76]. The databases and search terms used in this study
are shown in Table 1, below.

Databases Search Terms

ACM Digital library
”usable security”IEEExplore

Springer Link
dblp (Digital Bibliography & Library Project)

usability AND security
ArXiv

SCOPUS
CSCAN HAISA

Table 1. List of used databases and search terms

The initial searches resulted in 378 articles, papers that were duplicates or
failed to meet inclusion criteria were removed resulting in 49 papers that were
selected for further analysis. Backward snowballing, as described by [82], was
employed and resulted in another 21 papers, resulting in 70 papers that were
included for the study. Table 2 presents the inclusion and exclusion criteria used
in this study and Table 3 shows the result of the initial selection process. Table 4
shows the results of the backward snowballing.

Inclusion criteria Exclusion criteria

IC1: Published between 2015 and 2020 EC1: Publication occurs multiple times

IC2: Published in peer-reviewed journal
or conference EC2: Fails to meet inclusion criteria

IC3: Publication is relevant to the topic EC3: Payment required for access

IC4: Written in English, Swedish EC4: Dubious description of method
or German or results

Table 2. Inclusion and exclusion criteria
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Resource Search date Hits
Eliminated due to:

Accepted
EC1 EC2 EC3 EC4

ACM Dig. Lib. 20200102 12

145 159 15 10 49

IEEExplore 20200102 68
Springer Link 20200102 14

dblp 20200102 142
ArXiv 20200102 20

SCOPUS 20200111 102
CSCAN HAISA 20200103 20

Table 3. Initial search process

Resource Search date Hits
Eliminated due to:

Accepted
IC1 IC2 IC3 IC4 EC1 EC3 EC4

References in
publications from stage I 20200116 1641 1250 161 147 57 1 3 1 21

Table 4. Snowballing process

The selected papers were analysed, using the software MAXQDA, using the-
matic coding as described by [71].

3 Results

Following the selection process, the included papers were analyzed using the-
matic coding. First, high-level aspects of usable security were identified. They
were then refined into subcategories. The results are summarized in Figure 1,
below, where the high-level aspects and their subcategories are displayed. The
number in parenthesis shows the number of papers connected to a given subcat-
egory.

The remainder of this chapter will describe the discovered aspects of usable
security. The papers classified in each aspect will be referenced continuously and
are listed in the reference list, preceded by an asterisk (*).

Cost of Use: This aspect addresses factors that users tend to perceive as
inconvenient in terms of cost-effectiveness. Financial costs are mentioned re-
peatedly[1, 34, 25] and one publication [1] states that resource consumption (e.
g. battery) might be of significance.

Consistency: Security solutions are perceived as usable when they are op-
erating predictably. This applies to matters of behavior [34, 31], meaning that
similar tasks work identically, and implementation[6, 55, 57] factors including
standardized setups, consistent phrasing, and design that allows to easily recog-
nize requirements and conditions.

Perception: Willingness to adopt security solutions depends partially on
how they are perceived by individuals. One aspect relates to trust and reputa-
tion[61, 12, 10, 67, 11, 45, 25, 4, 36, 60]. Multiple studies report that users prefer
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Fig. 1. Identified aspects of Usable Security. The number in parenthesis display the
number of publications relation to each sub-category.

solutions they feel confident with. Such beliefs arise when a solution is from rep-
utable sources, verified by experts, or recommended. Additionally, the coolness
factor [61] of authentication schemes might be another contributing aspect.

GUI (Graphical User Interface): This aspect is concerned with the way
the GUI is constructed. First, it should be understandable and simple[59, 69, 34,
51, 5, 40, 48, 49, 54, 55, 57, 66]. This includes visualization of navigation options
and clear menu arrangements in accordance to what users might anticipate.
Also, the GUI should not require unnecessary user attention and merely display
information necessary for decision making. A GUI that is adjustable [6, 31, 55]
to the user’s preferences increases usability since it improves learnability.

Scalability: Another factor is the extent to which security solutions can deal
with multiple user accounts and security keys. Usable account handling [22, 24,
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57] does not restrict the number of allowed user accounts and allows to operate
multiple accounts with mutual keys. Concerning key handling [12], a scalable
solution should be able to install and control multiple keys without complicating
usage.

Compatibility: Security solutions should be compatible with commonly
used systems and services[20, 1, 22, 24, 57] to be perceived as usable. The trend
of developing new security solutions with separate and fragmented user bases is a
hinder to usability. Compatibility with other security solutions [1] is crucial since
users will presumably reject overly incompatible products such as communication
tools that only allow conversations with other instances of themselves.

Adaptability: How well a security solution can be adapted to the specific
needs of individuals represents an important factor according to 19 publications.
The first subcategory deal with the amount of allowed user control [20, 69, 22,
28, 31, 40, 49, 55]. Enabling users to customize configurations to their preferences
increases convenience. Facilitating memorability by allowing users to choose their
own passwords is also advantageous. Regarding user capacity [34, 51, 5, 12, 18,
27, 28, 38, 49, 55, 70], security solutions should be adaptable to various expertise
levels and be able to, preferably intelligently, adapt to individual abilities and
disabilities.

Interference: Usability is reduced when users’ primary tasks are disturbed.
The first subcategory addresses workflow [20, 63, 26, 27, 30, 49, 53] interference.
Necessary security actions should be arranged in ways that minimize interrup-
tions. Even re-authentication[3, 6, 14, 24, 27, 39] requests are described as disrup-
tive and inconvenient . They can be perceived as wasted time and cause increased
complexity. Also, compelling users to remember passwords repeatedly interrupts
other tasks since enforced context switches may cause confusion. Finally, there
is a physical [61, 15, 56, 57] category to this aspect. Users are anxious to lack
immediate access to a token when needed, fear of loss or theft are common.

Error rate[20, 34, 63, 37, 3, 4, 17, 21, 26, 33, 35, 36, 38–40, 53, 57, 58, 66, 68, 70]
To which extent a security solution enables users to conduct their primary task
without having to deal with annoying completion failures is a prominent usability
precondition. Increasing error rates cause substantial inconvenience since users
are forced to repeat actions. Solutions become ineffective since they are unable
to complete tasks as intended. In this context, it is secondary if errors are caused
directly by the system or indirectly via users. When security solutions are error-
prone, users may choose to circumvent them to preserve usability.

Error management: Effective means of prevention[59, 20, 69, 34, 67, 4, 6, 28,
31, 33, 48, 49, 54, 55, 57] are required to reduce error rates. Users should be pro-
vided with clear and simple instructions that help to prevent frequent errors.
Incorrect operations can be prevented by automatic means such as input va-
lidity checks. Before errors occur, easy-to-understand warning messages should
be communicated clearly and point out problem causes. Making users aware of
their actions’ negative consequences beforehand is beneficial. If such hints go
unheeded, execution should be rejected. If errors cannot be prevented, proper
means of error recovery [20, 34, 22, 4, 8, 12, 14, 29, 40, 49, 40, 54, 55, 57] should exist
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to maintain usability. One way to recover is to allow users to cancel or revert their
actions. Laborious recovery procedures are harmful to usability. Giving simple
hints about causes and recommended actions are preferable. Users should be
empowered to address most errors without external help, but help should still
be available if needed.

Simplicity: A great quantity of studies report that users become over-
whelmed by overly complex systems. Lots of papers stress that the cognitive
load [44, 42, 34, 15, 10, 67, 11, 63, 45, 22, 51, 3, 2, 5–7, 9, 12–14, 19, 21, 24, 26, 28, 30,
30, 33, 36, 39–41, 49, 52–55, 57, 60, 62, 64, 66] put on users needs to be minimized
to preserve usability. Reducing the amount of required knowledge , things a user
has to recall , or the number of available choices and necessary decisions are im-
portant in this context. This also applies for frequent task switching demands.
Also, default configurations should be appropriate and safe to use. Twenty-
one publications find that high amounts of interaction demands [61, 20, 1, 42,
10, 67, 37, 16, 25, 22, 3, 4, 6, 12, 24, 30, 46, 58, 60, 62, 64] affect usability negatively
since users generally favor solutions that don’t require significant effort. Nec-
essary interaction should be simple. Integrating security solutions into existing
well-known systems reduces required efforts. So does centralized authentication.

Info & Support: This aspect is addressed by the second largest amount
of studies. It covers how information should be presented to users. Firstly, it
should be highly comprehensible[59, 20, 1, 69, 34, 15, 67, 22, 51, 2, 4–6, 9, 12, 27, 28,
31, 33, 40, 41, 49, 55, 57, 58, 66, 70] in both formulation and amount. Low abstrac-
tion levels facilitate understanding by non-experts. Reasonable amounts prevent
overexertion of users. Furthermore, information needs to be findable[59, 20, 1, 15,
67, 22, 21, 28, 41, 49, 55], meaning that users should not have to conduct taxing
searches, especially external ones. Information should also be complete [59, 34,
4–6, 9, 12, 14, 27, 31, 43, 55, 57] enough to sufficiently address potential problems
regarding all functionalities. Explaining risks & benefits[59, 11, 22, 51, 9, 12, 21,
23, 26, 28, 55, 60, 70] of security solutions and particular user decisions reduces
usability issues and increases trust. Making users aware of threats and conse-
quences helps increasing acceptance of security requirements and enables better
system understanding and utilization. Context related [65, 59, 22, 6, 21, 28, 55, 62]
information corresponds directly to executed tasks and allows to exhibit specif-
ically required actions without the need to interrupt said tasks. This reduces
perceived complexity and strain.

Transparency: Systems should be transparent regarding status and comple-
tion[61, 42, 67, 11, 22, 27, 36, 46, 48–50, 54, 55, 57, 58, 62]. Feedback should be pro-
vided about underlying mechanisms, the progress of security actions, the sys-
tem’s status, and task completion. This approach facilitates trust and reduces er-
ror rates. Providing knowledge about available choices[65, 11, 28, 33] when users
need to make important decisions helps them to react properly and reduces error
rates.

Time: Secondary only to cognitive load, invested time until successful task
completion[61, 59, 65, 20, 44, 42, 34, 11, 47, 37, 16, 51, 4, 7, 14, 17–19, 24, 28, 30, 31, 33,
35, 32, 38–40, 46, 49, 53, 54, 56, 58, 64, 66, 68, 70] is one of the most prominent us-
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ability aspects. Inefficient time utilization due to delays can impair users’ primary
objectives and thereby reduce usability significantly. Periods of delay and idle
waiting should be minimized. Additionally, putting users under time pressure
[56, 68] by time-out settings increases error rates and stress levels and reduces
perceived usability.

4 Conclusions

This paper aimed to summarize the meaning of usable security by analyzing
recently published research to identify the dimensions that encompass the term
usable security. Using a structured literature review, this research identified 70
papers from the past five years that discussed the topic of usable security. Using
thematic coding, 14 aspects were created from analyzing the included papers, the
aspects were then refined into 31 subcategories that describe usability factors for
security measures. The most discussed subcategories dictate that the time needed
to complete security tasks, the cognitive load added by security tasks and the
ease of completing security tasks. While this research does not attempt to weight
the different identified aspects, this aligns well with the common understanding
of a need for time-efficient and easy-to-use security functions.

The results of this paper is a summary of current research that can help
researchers as well as practitioners to better understand the topic of usable
security, a necessity in implementing user-centred security measures and appli-
cations. It also provides a better understanding of the users roles and challenges
in security and can be used as a reference model when developing security func-
tions, applications and procedures. While this research employs measures such
as backwards snowballing to be as complete as possible, a given limitation is that
it relies on previous research. A possible impact on that is that no previously
unknown usability factors has been discovered.

An apparent direction for future work would be to research the identified
usability factors from a user-centred standpoint. Such a project could aim to
include users in an attempt to weight the different factors according to the users
perception. Another direction for future work would be to continue the research
by developing concrete guidelines for implementation of user-centered security.
Such a project would include practitioners as well as researchers and users.
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