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FERMIONIC SEMICLASSICAL LP ESTIMATES

Ngoc Nhi Nguyen

Abstract

We generalize the semiclassical LP estimates of Koch, Tataru and Zworski in the setting
of Schridinger operators with confining potentials to density matrices. This is motivated
by the problem of the concentration of free fermionic particles in a trapping potential. Our
proof relies on semiclassical and many-body tools. As an application, we provide bounds on
spectral clusters. We also discuss the optimality of the one-body and many-body bounds
through explicit examples of quasimodes.

Contents

I Introductionl

I’ Review of semiclassical analysis and density matrices|
III.1 Symbol classes and quantization|............. ... ... ... ... ..
|[L.2 oemiclassical pseudodifferential calculus|........... .. .. .. .. ...
IL3  Semiclassical boundsl. ......... .. .
[LL.4 Density matrices| . . ...
IIL.5 otrichartz estimates for density matrices|. ... .......... ... ... ......

|[1.6 Relations between various estimates on quasimodes|................

III Elliptic estimates|

IV More general L” estimates|

IIV.2  Notation for the proot ot Theorem |IV.2] .......... ... .. ... .........

IV Sogge’s LY estimates|

V.2 Definitions and notation tor the proof of Theorem |[V.2] .............

IV.3.1  Proof of Proposition |[V.4|. . . .......... .. .
[V.3.2  Proof of Proposition|[V.5|. . .. ..o vttt

IVI LP estimates around turning points|

[VI.2.1  Estimates on Q0,078 ..o oo oo
VI.2.2  Estimateson {z € R : @1 >46/2} ............. ... ... ... ...
V2.3 Estimates on {z € R? : Mh>® <z, <6/2). ... il..

|[VII Applications to spectral clusters|
IVILT  Notationl . ... ..o

10
12
13
17

19

20
21
23
24

28
28
30
31
34
35

36
37
39
41
42
42

54
54



VII.2 Statement of the results|........ ... . . 54

VII.3 Proof of Theorem IVIL2l ... ... ... . .. ... 99
VIITOptimality] 57
[VIII.1 One-body optimality|. ......... ... ... . .. .. Y

[VIII.1.1 Gaussian groundstate] . . . . oo i i it 58

[VIII.1.2 Zonal-type quasimode]. . . . ... ..o 61

VIIL1.3 Gaussian beams| . ... ... ... . 65

[VIII.2  Many-body optimality| ........ ... . 66

I INTRODUCTION

This article is devoted to estimates related to the spatial concentration of orthonormal families
of eigenfunctions of Schrodinger operators

P:=—-hA+V

in the semiclassical regime h — 0. Here V : R? — R is the potential and d > 1 is the spatial
dimension. We work in the convenient setting where V' is smooth and V' (z) — oo as |z| — oo, so
that P is a well-defined self-adjoint, bounded-below operator on L? (Rd) with a discrete spectrum
going to +o0o0. This models trapped quantum systems, where particles are confined to live in a
essentially bounded region of space. We are interested in the concentration properties of L?
normalized eigenfunctions {uy} of P associated to an eigenvalue E (we have in mind the case
where E is essentially h-independent or bounded in k). More precisely, we aim to determine how
"concentrated" such an eigenfunction may be. To do so, we choose to measure concentration
through the possible growth of the norms |lup || fq(re) as h — 0, for various choices of ¢ € [2, oc].
Indeed, in the extreme case where uy, is essentially constant (meaning that it is close to an h-
independent function), then the norms |lup || 1q(re) do not grow in h. On the contrary, if all the
L2-mass of uy, is concentrated in a region Q; C R? with |,| — 0 as h — 0, then we typically
have [|up||Lo(ray ~ |Qh|1/q*1/2 — 00 as h — 0, when ¢ > 2. In the following, we will consider
estimates of the type

Junllosy < CR™, (11)

for some s > 0 and C > 0 depending only on V' and E, which we interpret as a measure of the
highest "rate" of concentration of eigenfunctions of P as h — 0. Notice that Sobolev embeddings
imply the previous estimate with s = d( % — %), and we will see several cases where this exponent
can be improved. Of particular importance is the determination of the optimal value of the
exponent s, which amounts to construct explicit examples of uj, for which the upper bound
is also a lower bound (with possibly a different value of C).

This strategy to study concentration of functions via L¢ norms was invented by Sogge, first in
the context of spherical harmonics [26], and then in the context of general compact Riemannian
manifolds without boundary (where P is replaced by —h%A,, the Laplace-Beltrami operator)
[27]. He not only considered eigenfunctions but more generally functions uy in spectral clusters,
i.e. that satisfy up, = 1 (|P — E| < h) up,. Furthermore, he managed to find the optimal exponent
s = s(q) on any manifold, and proved that for high values of ¢, the highest rate of concentration
was attained for specific functions concentrating around a point (generalizing the zonal spherical
harmonics) while for low values of ¢, it was attained for functions concentrating around a curve
(generalizing the gaussian beams on spheres). These results were later extented to the case of
Schrédinger operators with confining potentials on R? (which is the case that we consider here)

by Koch and Tataru in [20], and their method was revisited from the point of view of semiclassical



analysis by Koch, Tataru and Zworski in [21]. This last article also treats the more general case
of quasimodes uy, i.e. that satisfy (P — E)u, = Or2(h), and we will follow on their approach.
Notice that many works were devoted to the improvement of Sogge’s estimates for eigenfunctions,
in specific geometries (typically with negative curvature, see for instance [15] 17, 30} 2]). We will
not pursue this direction here. The case of confining potentials is more complicated than the
one of compact manifolds without potentials, due to the presence of a transition region between
the classically allowed region {V < E} and the classically forbidden region {V > E}. Indeed,
Koch and Tataru discovered specific concentration phenomena in the transition region that did
not appear in Sogge’s work. This can be first understood in the one dimensional case, as we will
explain below.

In this article, we investigate the more general situation of concentration of orthonormal fam-
ilies of quasimodes. This is motivated by the study of fermionic systems in quantum mechanics,
where a simple way to model N non-interacting fermions is through N orthonormal functions
{u{l}lg j<n in L2(R%). The orthonormality is a manifestation of Pauli’s exclusion principle, which
states that two fermions cannot occupy the same quantum state. Intuitively, it means that two
fermions cannot concentrate in the same region in space. Hence, while a single particle may be
localized in a small region, many particles will tend to delocalize by this "repulsion" induced by
Pauli’s principle. To measure quantitatively the concentration of several particles, it is useful to
introduce the spatial density of particles

N2
Ph = Z ‘U%’
j=1

Y

and estimate the growth in A of its L%2-norms, if each of the u?l is a quasimode of P. For
N =1, we recover the question mentioned above. One can estimate trivially using the triangle
inequality and the N = 1 estimate ([.1)),

N
ol par2mey < ZI!Uilliq(Rd) < C?h™®N.
j=1

Our goal in this work is to prove estimates of the type
1ol Larz(ray < Ch™*N?, (1.2)

for some 6 € [0,1]. Notice that this estimate reduces to in the case N = 1, and that
it is a strict improvement of only if § < 1 by the above argument. In the case of the
Laplace-Beltrami operator on compact manifolds, it was done in [I2], where the sharp exponent
0 = 0(q) was found. Here, we generalize their work to the case of confining potentials. From the
point of view of physics, the statistical properties of systems of non-interacting trapped fermions
and in particular of their possible scales of concentration has attracted some attention recently
[4, 5, 6l 3], and our work goes in a similar direction.

The fact that enough fermions tend to delocalize can be understood by the pointwise Weyl
law, which informally states that

|BRd (07 1)‘

/2
e (= V@)L (13)

Pr(T) ~n—0
when the u?L are chosen to be an orthonormal family of eigenfunctions associated to all the

eigenvalues less that E/ of P. For this choice of {u{t} j» the L%?norms of p are of the same order
Ch~¢ for all ¢, which underlines delocalization. Actually, this delocalization also occurs for a



much lower number of functions. Indeed if one does not consider all the eigenvalues less than
E of P, but only the eigenvalues between E — h and E > minV, one can show (for d > 2, see
Section that all the L%2-norms are also of the same order (Ch~(~1) in this case), so
that delocalization is also true for this much smaller spectral window. We will see below that
this example is very important to prove the sharpness of the exponent 6 that we obtain in our
estimates of the type . This is why measures the transition between the localization for
small N and the delocalization for N large enough: when N = 1, it is saturated by concentrated
functions while for N large, it is saturated by a delocalized system of functions. On compact
manifolds with V' = 0, was made rigorous by Avakumovic [I], Levitan [22] and Hérmander
[18 Thm. 1.1]. For confining potentials, this asymptotic fails close to the transition region
{V = E} and a pointwise Weyl law was proved for V(z) = |z|* in [19] and more recently for
general potentials in [7].

To understand what happens in the transition region {V = E}, and also to illustrate the
transition between localization and delocalization, it is useful to consider the case of the har-
monic oscillator V(z) = x? in d = 1, for which many explicit computations are available. For
instance, asymptotics as h — 0 of individual eigenfunctions uj, associated to an eigenvalue £ > 0
(independent of h) are very well understood using BKW methods (see for instance [23]) as de-
picted in Figure : in the classically allowed region {V < E}, uj has size 1 (and oscillates, which
is not measured by L?-norms) and in the classically forbidden region {V > E}, it is exponen-
tially decaying (both in A and |z|). An interesting phenomenon appears in the transition region
{V = E}, since uy, has size h~Y/6 in a neighborhood of size h2/3 of this region. One can thus see
a concentration phenomenon which does not happen in the absence of a potential. Notice also
that the concentration is only visible at the level of L?-norms for large ¢ because |lup||fqga) = 1

for 2 < g <4 and |lup| paray = h™5% % for g > 4. Asymptotics of pj, when u{l fill all the energy
levels up to E, are also well-known by the same method as depicted in Figure[2} in the classically
allowed region {V < E}, py has size h~! and in the classically forbidden region {V > E}, it is
also exponentially decaying. In the transition region, it displays some concentration, but contrary
to the case of individual eigenfunctions, it is too small compared to the bulk {V < E}, so it is
invisible in the L%2-norms. In this case, all the L9/2-norms are of the same order 1. Of course,
such a precise pointwise information is very specific to the one-dimensional case and one cannot
hope to extend it to higher dimensions. The results of |20, 21] cover the higher dimension case
using L?-norms, at the level of eigenfunctions/quasimodes. We extend their results to the case
of several functions. These one-dimensional examples also show the different behavior according
to the different regions {V < E}, {V > E} and {V = E}, and the higher dimensional results
will also take into account these differences.

Let us now summarize (in a simplified way) our main results, which precise statements are
in Theorem First, we show that for any £ > minV and for any ¢ € (0, E — minV'), one
has

lonllLarzqvep—cy) < Ch™>N?,

for any orthonormal systems {U%}lgg‘g ~ of eigenfunctions associated to eigenvalues in [E — h, E],
for any N, with sharp values of s and 6 (which are the same as on compact manifolds without
potential). The sharp value of s is obtained for N = 1, while the sharp value of # is obtained
choosing the maximal number of such {uil}j This case is the same as what happens on compact
manifolds since we are far from the transition region. Around the transition region, we obtain a
similar estimate

ol Larz v —g1<ep) < Ch™>N?,

with different values of exponents s and # < 1, and under the important assumption that
V.V # 0 on {V = E}. These estimates are typically not sharp, even for N = 1, as noticed in
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|uh| —hQ%uh + 2%uy, = Euy,
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Figure 1: Eigenfunction of the scalar harmonic oscillator associated to the eigenvalue FE
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Figure 2: Spectral projector of the scalar harmonic oscillator

[20], because there are obtained by summing rescaled estimates on multiple scales intermediate
between a neighborhood of size h%/3 of the transition region and the bulk. It is rather the
estimates on each of these individual intermediate scales that are sharp (that is, the value of s
is sharp), as proved in [20]. The sharpness of the exponent € in these scales is an open question.
Finally, we obtain estimates of the type

onll parzray < Ch™2 N,

without any assumption on E or on the behaviour of V on {V = E}. This is useful for instance
in the case where £ = minV, in which there is no bulk. The exponent s is also sharp using
again N = 1 (the saturation happening for the ground state of P), while the sharpness of the
exponent 6 is also open.

Let us now comment on the methods of proof and detail the structure of the paper. As we
already said, we use the strategy of [2I] based on microlocal analysis, mixed with the many-
body tools of [12]. First, we notice (as we will see in Section that it is enough to estimate
functions up, or uj, that are microlocalized, meaning that they "live" in a compact region in the
phase space R% x R?. This is because spectral localization implies microlocalization for elliptic
operators (see for instance (VIL.g|)). By compactness, it is thus enough to treat functions that



are microlocalized around a point. Then, the properties of the classical symbol of P,
pe(r,§) = |§|2 +V(z)—E, (x,¢eR?xRY

at this point intervene. In Section [T} we will treat elliptic points where pg # 0. There, the
main tools are Sobolev embeddings in the one-body case and the Kato-Seiler-Simon inequalities
in the many-body case. In the region where pg = 0, several cases are distinguished:

e In Section[[V] we give a general estimate which is valid for any potential V' and any energy
E. The proof relies on adding an artificial time variable and use many-body Strichartz
estimates in the spirit of [9, [IT].

e In Section [V] we treat the bulk case for which pg = 0 but V # E. The proof relies on
seeing one of the d space variables as a time variable and again use many-body Strichartz
estimates.

e In Section [VI] we treat the turning point region pp = 0 and V' = E, under the nondegener-
acy assumption that V,V # 0 on this set. In a neighborhood of size h?/3 of this region, we
use a Hl-estimate of [2I] together with the Kato-Seiler-Simon inequality. The remaining
region is split into multiple scales 27h%/3, and each of them is treated using the estimates
of Section [V] by rescaling.

In Section [VII, we gather all the previous estimates to obtain our main results on spectral
clusters. Finally, we discuss their optimality in Section [VIII]

In the following, we will consider a more general description of many-body states than or-
thonormal functions. Namely, we will consider one-body density matrices (nonnegative compact
operators on L?(R%)). Such an operator v can be diagonalized in an orthonormal basis {u/};
with associated eigenvalues {\;}; C R4, and each \; is interpreted as the average number of
particles described by the state v which have wavefunction w/. In this formalism, the case de-
scribed above of N orthonormal functions {u’}1<j<n corresponds to v = Py, the orthogonal
projection on the space generated by the {uj}lgjg ~. The N? factor in the right-side of is
then interpreted as the Schatten norm ||Py||g. where o = 1/ (see below for the definition of
Schatten spaces). Furthermore, to any one-body density matrix -, one can associate a density

of particles
N -
Py = Z Aj }uj‘ ;
j=1

which measures the spatial repartition of the particles described by . We will prove estimates
similar to , where pp, in the left-side is replaced by p, and N 9 in the right-side is replaced
by [[7llge-

As mentioned above, we will consider estimates on microlocalized objects. In the one-body
setting, it means that one estimates | xVu||rs instead of ||uf s for a fixed x € CZ(R? x RY),
where xV denotes the Weyl quantization of the localization function x (see below for the defini-
tion). In the many-body setting, it means that one estimates ||pywyyw| za/2 instead of ||y fa/2-
Furthermore, we also mentioned that one could more generally estimate quasimodes uj, (meaning
that [[upl|r2@e) = 1 and (P — E)up, = Op2(h)). An equivalent way to consider estimates for
microlocalized quasimodes is to replace by

w —S8 1
Iunllen < O (e + 1P = Bl )

The generalization to the many-body setting is given by estimates of the type

e 1
vl < 2 (Ilen + 5 1P = EN(P = Blles ). (L)

6



The advantage of such a formulation is that the microlocalization is imposed by x" and the
property to be a quasimode is related to the choice of the norm in the right-side. Hence, we may
prove for general 7y, the restriction to be a microlocalized quasimode being included in the
form of the inequality. We will prove such estimates in Sections [[T]] to [VI] with different values
of s and «a according to the properties of pg on supp x.

s(g, d)
LZA
2.
\\ - SSoboev( ad)
% \\ D Sellipgqa %
AR === SSog e(q,d)
A STPf ,d)
A Sgenel\d,

| =

== QSogge(; d)
-- arp(q, d)
— Qgene(q, d)
= Qellip (¢, d)

\

| =

Figure 4: Schatten exponent «(q,d) when d > 3
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II  REVIEW OF SEMICLASSICAL ANALYSIS AND DENSITY MATRICES

Before going to the main results and their proofs, we recall the results of semiclassical analysis
and density matrix analysis that we will use. We refer to [8], [32] and [24] for further details.

II.1 Symbol classes and quantization

Let us recall the definitions of order functions and symbol classes. In the following, we will fix
d € N* and we will use the notation (z) := (1 + |z|*)"/2, for z € R?.

Definition II1.1 (Order functions [32, Sec. 4.4.1]). A function m € C®(R% x R%, [0, oc) is called
an order function on R? x RY if there exist C, N > 0 such that

V(2,8), (y,m) € RY xR m(x,&) < C(+ | -yl + 1§ — n)Nm(y,n).
Remark 1. Relevant examples of order functions are (z,§) — <:):)k (f>£ for any k, 0 € R.

Definition I1.2 (Symbols [32, Sec. 4.4.1]). Let m be an order function on R x R, A function
a € C®°(R? x R?) is a symbol in the class S(m) if for all & € N® x N%, there exists Cy, > 0 such
that

V(z,8) e RT x RY, |05 ca(x,&)| < Cam(z,).

Remark 2. In the following, we will consider symbols a which will depend on an external param-
eter (which can be h). In that case, it will be important that the constants C, are independent
of the parameter.

Remark 3. Below, we will encounter symbols belonging to the Schwartz space #(R? x RY),
which is equivalent to belong to the symbol classes S((x,ffk) for all k € N.

Notation. Let N € R and a € S(m).

o We write a = (’)S(m)(hN) if for any o € N2 there exists Co,N > 0, independent of h, such
that
V(z, &) € RY x RY, ‘ zea(r,§) ‘ < C’a,Nth(a:,ﬁ).

e We denote a = Og(y(h™) if a = Os(m)(hN) for any N € N.

Similarly, fora € .7 (RIxRY), we writea = O (hV) (resp. a = O (h>®)) ifa =
(resp. a = OS(@’E)%)(hO")) for all k € N.

S((e) ey (AY)

It will be important for us that the classical symbol p(z, &) = |¢]* + V() is a symbol in the
sense of the above definition. This motivates the following definition of the class of potentials
that we consider.

Definition I1.3. A potential V € C>®(R% R) has at most polynomial growth if there exists
k € N* such that
Yo e N%,3C, > 0,Vz € RY, |99V (z)| < Cy (2)F. (IL.1)

Remark 4. In the above definition, ([L1)) implies that p(z,€) = |€|* + V(z) is in the symbol
class S(m) for m(z, &) = (£)* ()"



Definition I1.4 (Quantization, [32, Thm. 4.16]). Let m be an order function on R? x R? and
a € S(m). Let h > 0. Let t € [0,1]. The t-quantization of a, denoted by Op} (a), is the linear
continuous operator . (R?) — .7 (R%) defined by the formula

&(z—y)

Opha)u(@) = g [ [ S alta + (1= 9y ulw)dedy

for any x € RY and any u € .7 (R?). For t=1/2, Op,ll/Q(a) is called the Weyl quantization of a
and is also denoted by a®(x,hD). For t =1, Opj (a) is called the right quantization of a and is
also denoted by a'(x,hD).

I1.2 Semiclassical pseudodifferential calculus

In the following, we list some standard operations on pseudodifferential operators. We only
state them for the Weyl quantization to keep a light notation, but they are still valid for other
quantizations.

Proposition II.5 (Composition of pseudodifferential operators [32, Thm. 4.12 and 4.18]). Let
my and ma two order functions on R x R%. Let a € S(my) and b € S(msy).

1) Then, there exists a symbol in S(mimya), that we denote by axb, such that
a“(x,hD)b"(x,hD) = (ayub)“(x, hD).
2) Furthermore, there exists an unique family {c;}jen C S(mima) supported in supp aNsupp b
such that for any N € N*, there exists ry € S(mymsz) such that

N-1
a#b = Z hjcj + hNT‘N.
=0

Moreover, we have cy = ab.
This result has two important corollaries.

Corollary I1.6 (Disjoint supports [32, Thm. 4.12|). Let a € S(m1) and b € S(ma) be such that
suppa Nsuppb = 0. Then,

a#b = OS(mlmz) (hoo)

Corollary I1.7 (Commutator). Let a € S(my) and b € S(mz). Then, there exists r € S(mima)
such that for any h > 0
[a“(xz,hD),b"(x,hD)] = hr“(z, hD).

The following proposition quantifies the difference between two quantizations of the same
symbol.

Proposition II.8 (Change of quantization [32, Thm. 4.13|). Let a € S(m) and t,s € [0,1].
Then, there exists a; s € S(m) such that for any h > 0

Opy,(a) — Opj,(a) = h Opj, () -
Let us now recall the definition of locally elliptic symbols.

Definition I1.9 (Elliptic symbol). Let m be an order function on R? x RY. A symbol a € S(m)
is elliptic on U C RY x R? if there exists C > 0 such that |a(x,&)| > m(x,€)/C for all (x,&) € U.



The following lemma gives local left and right inverses for quantization of locally elliptic
symbols. These microlocal equalities will be very useful in the proof of Theorem [VI.2]

Lemma I1.10 (|21, Lem. 2.1]). Let x € S(1), m be an order function and a € S(m) elliptic on
supp x. Then, for any t € [0,1], there exist by € S(1/m), r14,m2¢ € S(1) such that

Opj, (be) Opj,(a) Opj,(x (X) + Op}, (r1,0),
Opj,(a) Opj, (b) Opj,(x (X) + Op},(r2,0),

where 114,790 = Og(1)(h™®). If x € C(R? x R?) then r1,19 = 0.5 (h™).

Op
Op

S+t

)=
)

For any real elliptic p € S(m) (when m > 1), the operator P = p¥(x, hD) is self-adjoint on
a suitable domain ([32, Sec. 10.1.2]) so that f(P) is well defined by functional calculus, for any
f € CX(R). The next theorem states that such a f(P) is actually a pseudodifferential operator
and provides us information on its associated symbol. This result is crucial for justifying the
application of microlocalized estimates (in Sections , and to spectral clusters in
Section [VII

Theorem II.11 (|8 Thm. 8.7]). Let m be an order function on R? x R? such that m > 1,
p € S(m) be a symbol such that p + i is elliptic on R? x R? and P := p“(x,hD). Let f €
C°(R). Then, there exists a € NpenS(m™F) such that f(P) = a“(x, hD). Moreover, there exist
functions {a;}jen C NkenS(m=F) supported in supp(f o p) such that for all N > 1 there exists

rN € NkenS(m™") such that
N—

;_n

ha + hVry.
7=0

In particular, the principal symbol ag is equal to f o p.

I1.3 Semiclassical bounds

When a is in the Schwartz space .7 (R¢ x RY), the operator a%(z, hD) not only preserves con-
tinuously . (R?) (it is still valid for any symbol a € S(m)), but it has the good property of
extending to a regularizing operator.

Proposition 11.12 ([32, Thm. 4.1|). Let a € #(R? x RY). Then, for any h > 0, the operator
a®(x, hD) maps continuously /' (R?) to .7 (R%).

Let us recall the Calderon-Vaillancourt theorem, which implies the L?-boundness of the
quantizations of symbols in S(1).

Proposition I1.13 (Calderon-Vaillancourt [32, Thm. 4.23|). Let a € S(1). Then, for any
h > 0, the operator a®(x,hD) extends to a bounded linear operator on L?*(R%), with operator
norm bounded uniformly in h € (0, 1].

Let us state now basic semiclassical LY estimates, from which one can deduce a semiclassical
version of Sobolev embedding for microlocalized functions.

Lemma I1.14 (Basic LY estimates, |21, Lemma 2.2|). Let a € .#(R? x RY). Then, there exists
C > 0 such that for any h >0 and any 1 < p < ¢ <

w —_d(i-1
la® e, hDYull aggay < Ch~ G0 Jufl gy,

The exponent d(1/p — 1/q) on the semiclassical parameter in the previous estimate can be
indeed improved in the elliptic setting for p = 2.

10



Lemma I1.15 (One-body elliptic estimates, [21, Thm. 3]). Letd > 1. Let m be an order function
on R* x R4, p € S(m) and P := p“(x,hD) (or any other quantization). Let (zg,&) € R? x RY
such that

p(xo, &) # 0.

Then, there exists a neighborhood V' of (x0,&) and hg > 0, such that for all x € C°(R? x R?)
supported in V, for any 0 < h < hg, there exists C > 0 such that for all t € [0,1] and for all
2<g< o0,

1—g(i_1 1
||OP2(X)U||Lq(Rd) <Ch (2 q) (||u||L2(]Rd) + h||PuHL2(Rd)> .
Equivalently, for all 2 < q < o0

1
2

— _1
Op, (x)(1+ P*P/h?)~ 2 =0 (hl a( q>> : L2(RY) — LI(RY). (I1.2)
Remark 5. The bound of Lemma is one power of h better than the one in Lemma
(for p =2, c.f. Figure @, thanks to the term involving the operator P on the right-side. This is
particularly relevant for quasimodes u of P, since they satisfy Pu = Orz2(h)||lu|| 2.

Here, we state the integrated form of Weyl’s law, which gives an asymptotic of the number
of eigenfunctions of a pseudodifferential operator in a fixed interval as h — 0.

Proposition I1.16 (Integrated Weyl law, [8, Chap. 9|). Let m be an order function such that
m(z,§) — +oo when |(x,&)| — 400 and let p € S(m) be real valued such that p+1 is elliptic on
R? x R?. Let a < b be two real numbers. For any h > 0, define P = p“(x, hD) and denote by
Np([a,b]) the number of eigenvalues of P in the interval [a,b]. Then, we have

1

Ni ([a,0]) = @rhy [[p™([a, 8])] + on—0(1)] -

We now review well-known results on quantum dynamics and their propagators.

Lemma I1.17 (Properties of the propagator F(t,tp), [32, Thm. 10.1]). Let n € N* and h > 0.
Let tg € R and a € C®°(Ry, Sgnxrn(1)). The equation

[hDy — a¥(t,z, hD,)|F(t, t)) =0, teR,
F(to, to) = 1d,

has a unique solution {F(t,to)}ter in C(R, B(L*(R™))), which is a family of unitary operators.
Furthermore,

(i) For any compact J C R and any k,s € N, there exists C > 0 (independent of h) such that
for any t,ty € J,

H(th)kF(t,to)‘ <c.

Hf(RM)—HS (Rn)

(ii) For any ¢ € C°(R), the operator 1 (t)F(t,ty) maps continuously Hi (R™) into Hy (R™T1)
for all s € N (with an operator norm independent of h).

(iii) Let us define the operator Tr, which acts on functions on R" 1, by

To : u(t,z) = (1) / (F(t, $)u(s))(x) ds.

to

Then, Tr maps continuously Hi(R"™Y) into Hi(R"™) for all s € N (with a bound inde-
pendent of h).

11



Remark 6. The proof of (i) is done in [32, Thm. 10.1] in the case k = 0. The bounds for higher
values of k can be obtained by induction using the equation satisfied by F(t,ty). The proofs of
(i1) and (iii) follow from (i) by elementary arguments.

Let us now give a statement of semiclassical dispersive estimates, which are crucial ingredients
in the proof of our results. The obtention of these dispersive bounds is based on the semiclassical
parametrix construction of the propagator F(t,r), using BKW method. The decay estimates
then follows from the stationary phase formula. It is done in [32, Thm. 10.4 and 10.8] or in [8]
Chapter 10].

Theorem II.18 (Semiclassical dispersive bounds). Let n € N be such that n > 1. Let a =
ar(z,§) € C°(Ry, Spnxrn(1)). Let r € R. Let {F(t,r)}ier be the propagator of the Schrédinger
evolution equation
[hDy — a“(t,x,hD,)|F(t,7) =0 teR
{ F(r,r)=1d.

For any 1 € C(R) and x € C°(R™ x R™), let us define the microlocalized propagator U(t,r) of
the previous equation by

U(t,r) =1t —r)F(t,r)x"(xz,hD).
Let (x0,&p) € R" x R™ and I C R a compact interval of R, such that for allt € I

8€2at (x0,&0) is non-singular. (I1.3)

Then, for every open interval J such that J C I, there exist § > 0 independent of h and a
neighborhood U x V' of (xo,&y) such that for every ¢ € C°(R) supported in (—9,0) and x €
C(R™ x R™) supported in U x V, we have the uniform bounds for all t,s € R

{ Sy [1U(E 1)U (5,7)* || p2gnysr2@n) < C -

supyey U )0 (5, 7) | gy ooy < CR™2(0 4 [t — s)) ™2

II.4 Density matrices

We finally review some definitions and standard results on Schatten spaces.

Definition I1.19 (Schatten spaces). Let a > 1. For any Hilbert spaces H and H', we define the
Schatten space G*(H,H') as the set

S*(H,H') = {A:H — H' compact operator : Try((A*A)*/?) < co}.
Endowed with the norm
* A\a/2 1/
| Allga ey = (Ten((A*a)2) ",
it 1s a Banach space.

We can now state the Kato-Seiler-Simon inequalities, which are very useful tools in the
many-body setting.

Lemma II1.20 (Kato-Seiler-Simon,[24, Thm. 4.1|). Let a > 2. Then, for all functions f,g €
LY(RY), the operator f(x)g(—iV) is in G(L?(RY)) and

. 1
||f($)9(—ZV)H6a(L2(Rd)) < (7d/2||f”La(Rd)Hg||La(Rd)'

27)
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As a corollary, this implies a version of semiclassical Sobolev embedding estimates H;"* — L4
for operators.

Lemma II.21 (Semiclassical Schatten Sobolev estimates). Let m > 0 and q¢ > 2. Then, if
% > 1 — 2 we have for all W € L29/2) (RY)

—dfi-1
< n D) W s

HW(l _ h?A)—m/?‘

&2(a/2) (L2(R7))

We will use the following complex interpolation result in Schatten spaces, which can be found
in [I1), Prop. 1| (see also |24, Thm. 2.9]).

Theorem I1.22 (Complex interpolation in Schatten spaces). Let n > 1. Let ag < ay be two real
numbers. Let T' be an application which maps the strip S = {z € C, a9 < Rz < a1} into bounded
operators on L2(R"1). Moreover, let us assume that the family of operators {T,}.cs is analytic
in the sense of Stein i.e.

ze S~ (f, ng>Lz(Rn+1) is continuous for all simple functions f,g.

and
ze S (f, ng>L2(Rn+1) is analytic for all simple functions f,g.
If there exist Cy,C1,bg,b1 > 0 and 1 < rg,71,P0,P1,90,q1 < 00 such that for all 0 € R, for all

simple functions Wy, Wo on R*1

Vj = 0, 1; HWITaj-l-iUWQ‘ < Cjebj‘a‘ ”Wl

&"7 (L2(R7+1)) Hij Lij (Rn+1) HWQ‘|ijLiJ' (Rn+1)

then, for all0 <6 <1
”WlTa@W2”67"e (LQ(RTH'l)) S 0876019 ||W1||Lf9LZQ(R"+1) ||W2”Lf9LgG(Rn+1) )

where ag, Tg, Py and qy are defined by

1 1-6 0 1 1-0 0 1 1-6 0
ap = (1 —0)ap + ba1, — = +— — = 4+ — and — = +
To o 1T Do Po b1 q9 q0 q1

I1.5 Strichartz estimates for density matrices

In this section, we provide Strichartz estimates in Schatten spaces, which will be a key ingredient
for our proof. They generalize the one-body Strichartz estimates |21, Prop. 4.3|, which were also
the key ingredient of the proof of Koch-Tataru-Zworski. Such many-body Strichartz estimates
were discovered in [9], and later generalized in [II]. Our proof is inspired by the one in [I1],
and provides a way to obtain the full range of Strichartz estimates in Schatten spaces under the
general assumption that the propagator satisfies dispersive estimates such as the one in Theorem
[T.18 In the one-body case, the fact that Strichartz estimates follow abstractly from dispersive
bounds were discovered by Ginibre and Velo [14], and we generalize the results to the many-body
case. Interestingly, our many-body proof uses complex interpolation in the spirit of the original
proof of Strichartz [31] rather than the direct approach using the Hardy-Littlewood-Sobolev
inequality of [14].
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Theorem I1.23. Assume the same hypotheses as in Theorem|I[.18 Let 2 < q < 2(777_—:1) Then,
there exist C' > 0 and hg > 0, such that for any 0 < h < hg, we have

WU(t, / <Cw / X
ilelg I ( T)\\GQ(%) (L2(RM) L2(RPH1)) Wl 22(4)11
L:*(qfff)f L2/ (gnt1)
n(l 1
h2<2q)1 if2<ag< Bl
log(1/h)TTh™ w1 if g = 2+l

(=2, —n) /
for any W € Lt1+(q—2 5)_ 12(a/?) (R™+1).

Proof of Theorem[I[.23. Fix r € J. Let 2 € C. For all t,s € R, let us define the operator
T.(t,s,r) on L*(R™) by

T.(t,s,r):=(t —s+1i0)*U(t,r)U(s,r)".

Let the operator T, (r) acting on functions on R"*! be defined by

VFg) (L)) sy = /R U0, Tt 7)0(8)) o s,

Defining A = WU(t,r) : L*(R") — L?(R™™!), we notice that we have AA* = WTy(r)W so that

the bound in the theorem will follow from estimating WTy(r)W in & (q%) (L2(R™+1)). We will
use the following properties of the distribution m,(t) = (¢ + ¢0)*, which can be found in [13|
Chap. I, Sec. 3.6]:

o the family {m,},ec € “/(R) is analytic and for any z € C each m, admits a Fourier
transform with this expression

,n.eimr/?
F((t+i0)7))(w) = */i_z)w;z-l. (1L5)

o Let z = —1 4 io with o € R, then m, is bounded and

A 2 on
HmflJ’»igHLoo(R) < \/;e /2. (H.6)

¢ When the real part of z is strictly greater than —1, m, is in LllOC

(R) and
[ma ()] < [t

We will obtain bounds on W1Ty(r)Wy for all simple functions W and Wy using Theorem [I1.22
estimating the operator W1 T, (r)Ws in
e & for Rz =—1,

oGQfor%z:ﬁZ%.
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Step 1. Schatten G°°-bounds. Let us prove that there exists C' > 0 such that for any
simple functions Wy, Wy on R™*! and for any o € R

SUI; HWlT_1+iJ(r)WQHGOO(L2(R"+1)) < Cemr/2HW1 ||Loo(Rn+l) HW2||L00(RH+1)- (117)
re

Let o € R and F,G be functions C°(R" 1) ¢ L2(R"+1). We can write
(F, T14io ()G 2

= / (F(t), T-14ic(t, 5,7)G(s)) 2 dtds
RxR ‘

:/' (F(t), (t— 5+ i0) U (£, 1)Uy (5,7)*G(5)) . dids
RxR “”

= / (t — s +i0) (U (t, ) F(t), Uy(s,7)*G(s)) 12 dtds.
RxR i

Define the functions f, g by

[t zyr) == (Uy(t,r)"F(t,)(x) and  g(t,a;r) == (Uy(t,r)"G(L,-))(2).
Given that

sup sup ||UX(t’T)*||L2—>L2 <1,
teR reJ r x

the previous functions satisfy the bounds

sug) Hf(t,x;r)HL?z(RnH) S ”FHL,%Z(RnH) ,
re ’ ’

Sup lg(t, z;r)ll g2 (mnery S IGllL2 @mntry -
i : :

We now write everything with the Fourier transform in the time variable, with m(t) := (¢ +0)?
(F, T 11i0(r)G) 2

= Mm_14io(t — ) (f(t;7),9(s;7)) 2 dids
RxR

= \/%/Rm—l—l—ia(w) <f(w§ 7), §(w; T)>L2 dw.

T

Hence, by the Cauchy-Schwarz inequality

Vred Mﬂfﬁﬂgmah%
< V2 ||yl oo ) 1 Fe ()l 22, ntry IFe(9) 22, )

< V2m|[itio |l ooy 11l 22 retty 19l 22 )

< Cllmitioll ooy 1Fll 22 g1y |Gl 22 @1y -

Finally, m_144, € L*°(R) and we have the bound ({II.6). Hence, we deduce a bound on T_; 1, :
L2(R™1) — L2(R™Y), from which we deduce (1.7).
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. Let us prove that there exists C' > 0 such

Step 2. Schatten G2-bounds. Let 3 > o=
that for any z € C with Rz = 3, and any simple funtlons Wi, Wy on R*HL

SUI; leTz(T)WZ||62(L2(Rn+1))
re
e N
L, TRREYH L, T IARTH) (11.8)
log(1/h)/2h—"/2 if g = 22t
hn/2 if 21 < B < 0.
y) of T, (t,s,r) satisfies

By the L' — L*-bound of ([L.4), the integral kernel T, (t, s, r)(

Vt,s € R sup || Te(t, s 7’)(%?J)HLgf>y(Rann) = Slelg 7=, s T)HLl(R”)ﬁLOO(R")
SKh2 )t — s (|t — s|) 2

Thus, we obtain a bound on the &2-norm of W T, (r)W; for any 3 := Rz > 0

HW1TZ(T)W2||262(L2(Rn+1))
— / / Wi, 2T (t, . 5, y: ) Wa(s, y) 2 didedsdy
Rn+1 Rn+1

—n ‘t_5|2ﬂ
S [ 0= ol < 20) G WOy (W) s
H6>ﬂ

Vr € J,

2 2
WLz | nny [Wallzz | @)
L ) I [Wall? if 2571 < B <}
ShT Lt1+,87% L2(Rn+1) L1+B b L2 (Rn+1) 2
log(1/h) W1 > Wl if g = n=1
L7077 ey L, A F L2PHD (Ro+1)

In the first line, we used |t — s|** (h+ |t — s|)™™ < 1 for |t — s| < 26. In the second line, we used
3\26 " and the Hardy-Littlewood-Sobolev inequality. In the third

t— s (h 4t =) S |t -
line, we used the Young inequality and

26 |t|n71
/ ————dt < log(1/h).

—a5 (h+ [t])
That ends the proof of (IL.8).
Step 3. Conclusion. Interpolating z = 0 between Rz = —1 and Rz = 5 > ”T_l, by
Theorem [[1.22] we get
sup [|[W1To(r)Wall g2+ (2 @niry) S WLl 2y [Wall 21 X
reJ Lt1+(ﬂ 5)_ LQ(ﬁ+1)(R7L+1) L1+(/3 5)_ Li([3+1)(Rn+l)
R 1fﬁ>—3l
log(1/R) "R 7 if B = 1=

Defining ¢ > 2 such that 2(q/2)" = 2(8+1), we have the desired estimates for all 2 < ¢ < (ntl)
O

That ends t_he proof of Theorem
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I1.6 Relations between various estimates on quasimodes

Below, we will see several estimates of type depending on how the phase space localization
is made. Here, we explain how to relate these different estimates.

Let d > 1. Let m be an order function on R? x R%, p € S(m) and P := p%(z, hD) (or any
other quantization). In the following, we will consider parameters g € [2,00], s, t > 0 and a > 1
satisfying

1 1
szd<2—>—1 and a < . (11.9)

q

N[

Remark 7. The previous assumption states that an estimate with a bound

loxepcollzara < O3 log(1/m)* |[(1+ P*P/R3) (1 + P P/p%) 2|

So

with (q, s,t,«) satisfying (11.9), is worse than the elliptic one, i.e. for which there is equality
case of (I1.9). Such an elliptic estimate is proved in Theorem |II1.1. Moreover, notice that the
norm H(l + P*P/h*)Y2~(1 + P*P/h2)1/2||6 is equivalent to the norm ||v|/ga + % | P*YP|| ga -

The following is an assumption on S C R? x R?, ¢ € [2,00], 5,t > 0 and a > 1.

Assumption 1 (Microlocalization around points). The parameters S C R% x R?, ¢ € [2, 0],
s,t >0 and o > 1 satisfy Assumption (1] if for all (zo,&0) € S, there exist a neighborhood V of
(z0,&0) and hg > 0, such that for all x € C°(R? x RY) supported in V, there exists C > 0 such
that for any 0 < h < hg and any bounded non-negative operator v on L*(R?)

2th72s

(1+ P*P/h)2y(1 + P*P/h?)'/?|

”pX“WX“’HL‘I/Q(]Rd) < Clog(1/h) Sa
Theorem I1.24 (Microlocalization in a compact). Let S C RY x R, ¢ € [2,00], s, > 0 and
a > 1 be such that Assumption |1 hold. Then, for all x € CX(R? x R?) supported in S, there
exists C' > 0 and hg > 0 such that for any 0 < h < hg and any bounded non-negative operator ~y
on L*(R%)

(1+P*P/h2)1/27(1+P*P/h2)1/2‘

Hpr’YXw”Lq/2(Rd) S Clog(l/h)2th72s . |

Proof of Theorem[IT.2J. Since supp x is compact and is contained on S, there exist open sets
{V; }J]\il given by Assumption |1|such that

M

supp x C U V;.
j=1

Moreover, one can find a partition of unity 1 = Zj\i 1 @ on supp x with supp¢; C V;. Then,
we have for all j € {1,..., M} bounds on HW(XSOJ‘)W\NH@

W (xe) " vVlls2

—Ss * * 1/2
< Clog(1/h)'h=* ||(1 + P*P/R®)Y2y(1 + P P/h2)1/2H6a Wl Ltar2y (ray-

Hence, by the triangle inequality, we deduce the bound on HWXW\H H62 and then on || pyw~yy || 1.a /2(Rd)-
That ends the proof of Theorem [[T.24] O
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Theorem I1.25 (Microlocalization and localization in space). Let us impose the same assump-
tions of the previous Theorem|I1.24 and ([[T.9) on (q,s,t,a). Then, for all x € C(RY x RY) and
for all set Q C R such that

o
suppx N x RY C S,

there exist C > 0 and hg > 0 such that for any 0 < h < hg and any bounded non-negative
operator v on L?(R%)

||pr’YX/w||Lq/2(Q) S Clog(l/h)ch—Qs

(14 P*P/h2)Y2y(1 + P*P/hg)l/Q‘

G

Proof of Theorem[IT.25. Let Q C R% an open bounded set such that Q@  © c Q and such that

{(z,&) € supp x : :EGQ} cS.

Let xao € C*(R%,[0,1]) be a function supported in Q such that yo = 1 on Q. We have

||wavxw ”Lq/Q(Q) < HpXQXW'YXWXQ HLQ/Z(Rd)
_ sup fRd Pxaxyx¥xo (T)W (z )2d55
WeL2(a/2) (Rd) ||W||L2(q/2) (R%)
_ Trr2 (Wxax™ xoyx"W)
= sup
WeL2(a/2) (Rd) ”W”Lz(q/z) Rd)
w
L el
WeL2(a/2) (Rd) ||W||L2(q/2) (R)

There exists 7 € .7(R? x R?) such that

xox" = (xax)" + hr¥.

On the one hand, by the Holder and Kato-Seiler-Simon inequalities (Lemma [II1.21]) for m € N
such that m > W, for any N € N

RAIIWrY /7| g2
< h[Wxa(l = hA) ™| a2y

(1 - h2A)mTwH6w Hﬁ”@q

1/2

1—d(i-1
< R W o g L2

On the other hand, by Theorem [[1.24] applied to S and (q, s, t, ), there exist C' > 0 and hg such
that for any 0 < h < hg and any non-negative operator v on L?(R%)

W (o)™ valle:

su - ||p w W||L /2 Rd
werzw2' @) W7/ gay ()™ Ooxa) Lo/ (R
< Clog(1/ny*h> (1 + PP/ (14 P2
Finally, by the triangle inequality, we get the desired inequality. 0

Remark 8. The above proof shows that the result of Theorem also holds when || pywyw || as2(q)
is replaced by H/’x”xmxnx”||Lq/2(Rd) or ||pXQXw’YXwXQHL‘I/2(Rd)’
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III  ELLIPTIC ESTIMATES

In this section, we state and prove estimates in the elliptic region where p # 0. In the one-body
case (rank~y = 1), one recovers Lemma [II.15]

Theorem III.1 (Many-body elliptic estimates). Let d > 2 and 2 < q < oo. Let m be an
order function on R? x R? and p € S(m). Let P := p“(x,hD) (or any other quantization). Let
(z0,&0) € RY x R? be a point such that

p(xo,&0) # 0.

Then, there exist a neighborhood V of (xo,&) and ho > 0, such that for any x € CZ(R? x RY)
with support contained in V, there exists C' > 0 such that for any 0 < h < hg, for any bounded
non-negative operator vy on L?(R%)

[oxwrxell Loz (ray < Ch~2sad) H(l + PP/ Py (1 + P*P/h2)1/2‘

Gaolg.d)’

where the exponents s and a are given by

s(q,d) :d(

When d > 3

v
Q| =

Proof of Theorem [IIT.1. There exists a neighborhood V of (g, &p) where p is non-zero. We have

oy HLq/Q(Rd)

2
_ sup fRd Px™yx™ ( )’W( ’ dx
WeL(q/Q)/(Rd) HWHLz q/2)/(Rd)
Try2(W YW
< sup T2 2>< XW)
WeL(a/2) (Rd) H WHL2(q/2>’(Rd)

|Wx™ (1 + P*P/r2) 12|

< sup

WeL(a/2) (Rd) ||W||L2(q/2) (R)

G2’
It remains to prove for any 2 < g < oo

< pi(d

1
HWXW(l + P*P/h2)_1/2‘ &20a/2) ™ ) ”W|’L2(‘1/2),(Rd)’
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ie forany 2 < a < oo
HWXW(l + P*P/h2)—1/2H6a | T

Let us show the previous bound with @ = 2 and & = co. The proof of Lemma [[T.15] indeed shows

(I1.2), that we recall:

—dfi_1
V2<g<oo, xV(1+4P*P/h?)"V2=0 (hl (3 q)) . L2(RY) — LY(RY).
The case a = oo is given by the one function’s estimate ([I.2)) applied to ¢ = 2

|wer+ Prpm) 2| = W+ Pt

L2—L?
< [xra+ Prpm12
S PIW || oo (ray-

W Loo (mey

L2—L?

Suppose that o = 2. We write the &2 norm with respect to the integral kernel and use the
one function’s estimate ([1.2)) applied to ¢ = oo

2
&2 - /Rd /Rd
= [ [ @[ ( s 2 emd ) ) sy
Rd JRA

< [WI32gay sup || (Xw(1 + P*P/h2)71/2) (2, )22 g
zER?

HWXW(l + P*P/p2)Y? (wa(l + P*P/h2)—1/2) (z, y)‘Q dzdy

2
_ 9 w *pp2\—1/2 H
< AWz Ray (X (1+P*P/h7) )(a:,y) L3 L2(R4xRY)
2
2 w * 2\—1/2
< W l72 (ra) ‘X (1+ P P/h) ‘L2—>L°°

< W
We may thus write
HWXW(I + P*P/hz)_1/2H62 < W2 W g

Then, by interpolation between the two previous bounds we get the bounds for all the exponents
2 < a < o0. Finally, for any 2 < ¢ < o0

=253 | 1+ e (14 PR

HpXWWXWHLqM(Rd) < Ch i '

IV MORE GENERAL LP ESTIMATES

We now turn to the region p = 0. We give a general first estimate which holds under the sole
assumption that agp is not degenerate. This is particularly useful in the context of Schrodinger
operators, because this assumption holds without any hypothesis on the potential V. In the
one-body case (rank~y = 1), we recover [2I, Thm. 6] (up to logarithmic factors which appear in
few cases).
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IV.1 Statement of the result

Let d > 1. Let m be an order function on R? x R%, p € S(m) be real-valued and P := p%(z, hD)
(the following theorem are also true for any other quantization P of p).

Assumption 2. A point (zg,&) € R? x RY satisfies the general nondegeneracy condition for
the symbol p if
8§2p(x0,£0) s non-degenerate.

Remark 9. For Schrédinger operators p(z,€) = €2+ V(z) — E with V € C®(R%, R) satisfying
Deﬁm’tion the previous assumption is satisfied for all (xq,&) € R? x R?,

Recall first the one-body result.

Theorem IV.1 (General one-body estimates, [21, Thm. 6]). Let (zq,&) € R? x R? be a point
satisfying Assumption @ Then, there exist a neighborhood V of (x¢,&) and ho > 0, such that
for any x € Cgo(Rd x RY) with support contained in V, there exists C > 0 such that for any
0 < h < hg, for any 2 < q < oo and u € L*(R%),

w, —S 1
Il gy < Clo(t/mY @O0 (Julaguo + 1Pl

where s(q,d) and t(q,d) and are given by the formulas

e when d=1:
t(¢;1)=0 and s(¢g,1)=

N —
N
N | —
|
Q| =
~__

o when d = 2:

0 if2<q< oo, 1
t(q,2) = 2<q and  s(q,2) = =
L g = 2
5 ifq=o0.

o when d > 3: t(q,d) =0 and

) << A,

L 1
2 q
3<q7d):
11\ _ 1 .¢.2d
5—5)—5 if 355 < q < oo

(IV.1)

Equivalently, one has for all 2 < q < oo
X“(1+ P*P/R2)~V2 = 0 (log(l /h)t(qadm—swvd)) . L2(RY) — LYRY).

Remark 10. The exponent sgene defined on Theorem is larger or equal to the one in
Sobolev estimates ssobolen(q, d) = d(1/2 —1/q) (Sgene(q, d) > Ssoboien(q,d) for 2 < ¢ < oo and
they are equal for q = 2). It is also stricly smaller than the exponent of the elliptic estimates

Sellip(q,d) = d(1/2 —1/q) — 1 (see Figure @)

Theorem IV.2 (General many-body estimates). Let (zg,&) € R? x R? be a point satisfying
Assumption @ Then, there exist a neighborhood V of (xg,&) and hg > 0, such that for any
x € C°(R? x RY) with support contained in V, there exists C > 0 such that for any 2 < q < oo,
for any 0 < h < hg, for any bounded non-negative operator v on L*(R?)

x|l araay < Clog(1/R2 D=2 ||(1 4 P2 /)1 /2y(1 + P2/h?)!/2|

Galgd)
where s(q,d) is given by the formula (IV.1) and t(q,d), a(q,d) are given by
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e when d=1:

o when d = 2:
0 if2<q<6,
t(Q72)_{1 1 6<q<
27 g if 6 < q < oo,
and )
=L 2<g<6
ofg2) = {17 T2EOE0
1 if6<g< oo,
e when d > 3:
2(d+1
) L et
Hody= {1t 20D o
0 zfdQ—dzgq<oo
and 2g 9 < g < 2d+D)
a2z U2< =
_ 2 . 2(d+1)
a<q7d)_ d(qEQ) Zf d—1 S Sd

When d =1

W=

When d = 2
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Some comments on improvement

Remark 11. In dimension 2, in the case of Schrodinger operators for the symbols p(x,§&) =
€12 4+ V(z) satisfying Definition Smith and Zworski [25)] proved that Theorem is true
with t(co,2) = 0 (which means that we can get rid of the logarithm in dimension 2 for ¢ = 00).
This implies that we can set t(c0,2) =0 in Theorem as well, and by interpolation Theorem

holds for t(q,2) = % for all g € [6,00].

When d = 2

\

Q| =

& \
a1’ _ 1
2(d+r) — 6

N[

Remark 12. When d > 3, the Schatten exponent that we obtain in Theorem[IV.2 for the Keel-
Tao endpoint ¢ = 2d/(d — 2) is a = 1. Frank and Sabin [10, Lem. 2| proved that this Schatten
exponent is sharp in the related context of the Strichartz estimates associated to the propagator
e We expect that this result extends to our context, however it is not straightforward to adapt
their proof. Indeed, their strategy amounts to showing that the dual operator is not compact,
while here the dual operator is compact. Hence, we would rather need to quantify the "loss of
compactness” of our dual operator as h — 0, which is a very interesting problem.

IV.2 Notation for the proof of Theorem
e Let 6 €]0,1] and I = [—-§/2,5/2].
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o Let J=[-1,1].

e Let ¢ € C°(R) such that suppvy C T and ¢ # 0.

e Let ¢ € C°(R) such that ¢ = 1 on I and suppt C [—6, d].

e Let V=U x V a bounded open neighboorhood of (xg, &).

e Let x € C°(RY x R?%) be such that suppx C V.

e Let y € C°(RY x R?,[0,1]) be such that ¥ = 1 on supp x and such that supp ¥ C V.

e Let xog € C°(R? x R?) such that xo = 1 on a neighborhood of (x, &).
We will add constraints on é and V along the proof.

IV.3 Proof of Theorem IV.2

We start to give the extremal estimates for ¢ = 2 and g = cc.
e By the Calderon-Vaillancourt theorem (Theorem [II1.13]), we have
HPXW'VXWHLl(Rd) =Tr2(x"7x") S H’Yuel :

e Furthermore, by the one function L* estimate (c.f. Theorem |IV.1))

= (1+ P02 (e P2 P (0 P2 (0 (1 P2 TR

<o (L4 PR T [ P (e ) | (e (e P T

<[ Py (1 P | e (L PR T (e (L P )
Thus,

1/2 1/2
o lnooqaey < || 2+ P2/ 2y (L PR Y| oo pogmy o ooy

h—1/2 if d=1,
< H (1+ P22y (1+ P2/h2)1/2H600 log(1/h)/h ifd=2,
h—(d=1) if d > 2.

We thus have the bounds for ¢ = 2 and ¢ = co. For d = 1, we interpolate between them and get

1_1
||PXW7XWHLQ/2(R) Sha 2

(1 —|—P2/h2)1/2fy(1 +P2/h2)1/2’

&1/2(L2(R))

which is exactly Theorem in the case d = 1. For d > 3, by the triangle inequality at the
Keel-Tao endpoint ¢ = d%dQ, we have

—-1/2 2 /12\1/2 2 /12\1/2
o s ey S B0 [+ P21+ P112) ‘el(L%Rd))

Interpolating this bound with the bound for ¢ = co proves Theorem in the case 2d/(d—2) <
g < 00, d > 3. The next step is to get estimates for 2 < ¢ < 2(d+1)/(d — 1) with d > 2. The
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remaining estimates in the range 2(d+1)/(d — 1) < ¢ < 2d/(d — 2), d > 3 are then obtained by
interpolating the estimates for ¢ = 2(d+1)/(d — 1) and ¢ = 2d/(d — 2).

We thus now fix d > 2 and 2 < ¢ <2(d+1)/(d—1). The idea is to introduce a new variable
t € R. Then, we have

)20 I Hw”%%[) fRd P (@) [ (95)|2 du
PV W /2(Rdy — sup
L2(D) IPXYyx™ Il La/2(R4) HWH

WeL2(a/2) (Rd) L2(a/2) (R4)
2
2 W @)X VAl 22y
WeLa/?) (Rd) ”W”L2<q/2>’<Rd)
. - | (t) Wf”@? (L2(Rd),L2(Rd+1))
o WeL2a/2) (R4) H‘/VHLQ(‘J/Q) R%)

In the last inequality, we use that for any bounded operator A on L?(R%) and any ¢ € L?(R),
we have (as can be seen by computing (¢(t)A)*(t)A)

[[e(t )A||62(L2(Rd) L2(Rd+1)) W’”L2 ||AH@2(L2(Rd)) :
We define the operator By, by 3+ P. Let u € L*(R?). Then v(t,z) := u(z) satisfies

{(th +P)v = hByv,
v(0,x) = u(x).

Let Ry, € Op)/(.¥) be such that
X0 (x, hRD)P = (xop)" (x,hD) — hRy,.

Defining the unitary operators {F(t)}scr on L?(R?) such that

(hDt + (xop)")F(t) =0, VteR,
F(0) = 1d,

we have by the Duhamel formula
" (@, hD) = F(t)x" (2, hD) — i /0 CF(O)F () (! (2, hD) B + Ry)x™ (o, hD)dr
— F(O)F(0)'" —i /0 PO F () 7 (2, D) (% (2 hD) Bp + Ri)x™ (w, hD)dr
i /0 PP (1= )" (@ hD) (8 (. hD) Ba + Ra)x™ (. hD)dr,

as an identity between bounded operators on L?(R?) for all ¢ € R.

Definition IV.3. For all ¢ € C°(R? x RY), let Uy(t,r) = Uy 4 (t,7) — Uy —(t,7) where

Up i (t,r) :=1(r 2 0)1(t = 1) Y(t)(t — r)F(t)F(r)* " (2, hD)
and

Up—(t,r):==1(r<0)1(t<r) ¢(t)1;(t —r)F(t)F(r)*¢“(z, hD).
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Let us also define S by
S =—i /Ot W) F(&)F(r)" (1 = XV (z,hD))(x{ (z, hD)By + Rp)x" (z, hD)dr. (IV.6)
By multipling by % on the left of the previous Duhamel formula, we have
VO @ hD) = U(t.0) =i | U6 Bax® + Fax®) dr + 5.
By the triangle inequality and Holder inequality, we get for all a > 1
[P OW (@)X VT2 (L2(R4),L2(Rd+1))

< HW( ) (t O)He%c (LQ(]Rd) L2(Rd+1Y) H\f”@h (L2 (R%))
o 1150 [W (@)U (8 ) oo 1 2 | O Bax™ + Bax™ )y lse 12w

+ HW(33)5||62(q/2)’(LQ(Rd),y(RdH)) ||\f’7|’6q(L2(Rd)) :
There exists v € . (R? x R?) such that [By,, x"] = + [P, x"] = t¥. Thus
(X0 Brx™ + Bax™) v | g20 (12 (ra))
< ”X(V)VXWBh\FYHe;M(m(Rd)) + ”X(VJV [Bhv XW] \ﬁHGM(L?(Rd)) + HRhXW\ﬁHeza(Lz(Rd))
< X0 X" oo (r2ray) 1Bav Il 20 (12(RAY)
o (I8 1B X Taoe 22y + 1BnX" oz ) VAl gz

1/2 1/2

1
S N HP’YPH60¢(L2(R<1)) + HVH@a(Ip(Rd)) .

We only need to prove the Schatten estimates for the operators U, (¢,7), Ug(t,r) and S.

Proposition IV.4. Recall that S is the operator defined by (IV.6)). Let B > 2. Then, we have
the bound for all W € LP(RIH1)

W, 2)Slles (2 ®ey, L2®et1y) = OB)IW | L5 (1xRa)-

Before proving this proposition, let us conclude the proof of Theorem[[V:2] Given Assumption
we apply Theorem [[1.23| to n = d, (x9,&) € RY x RY, a = xop € CP(R, S(ze)(1)) and

J = [—1,1]. Thus, there exist 6 > 0 and V = U x V neighborhood of (z,&p), so that we have
(d+1)

for any 2 < ¢ <

W (x)U ( )nga@ 4) (L2(Rd), L2(Rd+1))+525)||w( )Ui(ty7")HGM(q,d)’(L2(Rd)7L2(Rd+1))

< IOg(l/h)t(q’d)hfs(q’d)\|W\|L2<q/2)/(Rd)HT/JHLOO(R),

for a(g,d) = 2%, s(q,d) = (5 — 1) and #(g,d) = 0 for 2 < ¢ < 2L and t(q,d) = 1; if

q+2’
= QEidjll). Hence, for any 2 < ¢ < Z(djl)

[V OW @)XVl e2(r2Ra), L2 Re+1))
< Crlog(1/h)!@d) p=s(ad) ||W||L2(q/2)’(]Rd) X

1/2 1/2 1/2
(1 sy + 5 VPTPI sy + Iy

1/2

/ t(q,d) 1,—s(q,d)
< Cy10g(1/n)" @D WD W] a0y g .

‘(1 +P2/h2)1/27(1 +P2/h2)1/2‘

which finishes the proof of Theorem [V.2] It thus remains to prove Proposition [[V.4]
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Proof of Proposition[IV.. We only need to show the estimates

VM €N, |[Sllz2ga)mp ratry = O(h™). Iv.7)

Note that S = 1(t € I)S. Then, by Kato-Seiler-Simon Lemma [II.20| applied to M € N such
that Mg >d+1

W, 2)Sll@s (L2 (re), L2 (me+1Y)

< ] W(t, )1 (t e I)(1— hQAtw)meH

o2,y

&F(L2(RIH1)) 620 (L2(R?),L2(RIH1))

= O(W™) W o(rxre)-

That gives us the desired estimates.
Let us prove now the bounds (TV.7). On the one hand, there exists r € . (R¢ x R?) such
that (1 — x%(z, hD))Bpx"(x,hD) =tV (x, hD). Since supp(l — x) and supp x are disjoint

¥ (z,hD) = O(h™®) : ¥ (RY) — .7 (RY).
On the other hand, by Lemma

VM e N,3C >0 Sug ||¢(t)F(t)F(T‘)*HH}IL\/[(Rd)_)H}ILM(RdJrI) <C.
re

Then, by composition we have for all M € N

sup [[1.(r = 0) 1 (t 2 r) () F (D) F(r) €| gty s gascr, = O,

red
and
sup 11(r <0)L(t <7) Y@ F @) F (r)" || L2 (mays gpt ratry = O(A™).
re
Finally, we get ([V.7)), that ends the proof of Proposition m O

Remark 13. Notice that (IL.8|) allows to treat the case 5 € [0, %) leading to better values

a(q,d) and t(q,d) but also a worse value of s(q,d) for d > 2 and % < q < oo

B 12 \ /(1 1 B 2
st = (a+5- 25) (5-1) e =0, ate. = 2L

We discard these estimates because we always want to keep the same exponent s(q,d) as in the
one-body case (so that our many-body estimates imply the one-body estimates).

Remark 14. Let us comment on why the many-body case has an additional transition point
q=2(d+1)/(d—1) compared to the one-body case. Let K}, g be defined by

VteR Kpp(t):=h~ Y2 |t)? (h+ |t]) =2

We have in the one body case (which can be proved with the complex interpolation).

1
1 EE=Y
T sy o gc( / Khﬁ(t)dt) |
red L2L, (RH)SL2L, P (IxRY) -1
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while as the above proof shows, we have in the many body case

Sug) ||WT0(’I")W”62(L2(Rd+1))
re
1

5 1 5 .\ 2D
< CIWIE o yon gy [ Kno®Pde)

Note that
. hﬁ—d—i—l Zfﬁ < dT
/ Kt = § -2 1og(1/h)if 8= 432
N h—d/2 if B> 42,
and
1 1/2 hlgid+1/2 Zfﬁ < 2 ’
([ mnatrar) = Sntmogamye i =,
- hd/? if B> %5t

so that the one-body and many-body constants coincide for f > (d — 1)/2 (which corresponds to
2<qg<2(d+1)/(d—1)) but differ for B < (d—1)/2 (which corresponds to ¢ > 2(d+1)/(d—1)).
We expect that it is not a technical artefact of the proof, but rather that this transition point does
appear in the many-body case. Indeed, a similar phenomenon exists for Strichartz estimates [9]
where the existence of a transition is shown at this point ¢ = 2(d+1)/(d—1). It is a challenging
problem to adapt their result to our setting. A related problem would be to get rid of the logarithm
in our many-body estimates at ¢ = 2(d+1)/(d —1).

V  SOGGE’S LP ESTIMATES

We now treat the case p = 0 and V¢p # 0. In the case of Schrodinger operators, it means that
we are away from the turning point region {V = E}. This setting corresponds to the one of
Sogge without potential on a compact manifold. In the one-body case (rank~y = 1), we recover
[21, Thm. 5].

V.1 Statement of the result

Let d > 2. For x € R?, we denote by 2’ the d — 1 last variables of =

@' = (xg,...,1q) € R

Let m an order function on R? x R? p € S(m) be real-valued and P := p%(z,hD) (but the
following theorems are true for any other quantization).

Assumption 3. A point (xq,&) € R? x R? satisfies the Sogge nondegeneracy conditions for the
symbol p if
p($07£0) = 07 Vﬁp('xO’gO) 7& 07

and if

the second fundamental form of {€ € R : p(zg, &) = 0}

is non-degenerate at &g.

(V.1)

Fisrt recall the one-body result.
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Theorem V.1 (Sogge one-body estimates, [2I, Thm. 5]). Let (x0,&) € R? x R? be a point
satisfying Assumption @ Then, there exist a neighborhood V of (xo,&y) and hg > 0, such that
for any x € C‘C’O(Rd x RY) with support contained in V, there exists C > 0 such that for any
0< h<hgyand for any 2 < g < o0

w _ 1
lIx UHL‘Z(]Rd) <Ch *(a.d) (||u||L2(]Rd) + hHPu”L2(Rd)> )

where
a1 (1 _ 1 o < g < 2d+D)
( d)_ 2 2 q Zf >q > d—1 (V2)
N4 = dfl_1)y_1 fM< < '
2 ¢ 2 Y g1 =4=0°0

Equivalently, one has for all 2 < g < o0
X“(1+ P*P/h?*) 7% = O(h—*@D) : L*(RY) — LI(R?).

Remark 15. The exponent sgogge, defined in (V.2)), is always larger than the elliptic one sy
for anyd > 2 and 2 € [2,00]. Moreover, it is strictly smaller than $gene for any q € (2,2d/(d—2))
and they coincide when q € {2} U [2d/(d — 2),00]. (c.f. Figure[3).

Theorem V.2 (Sogge many-body estimates). Let (zg,&) € RY x R? be a point satisfying As-
sumption @ Then, there exist a neighborhood V of (xg,&) and hg > 0, such that for any
X € C°(R? x R?) with support contained in V, there exists C > 0 such that for any 0 < h < hy,
for any 2 < q < 0o and for any bounded self-adjoint non-negative operator ~y on L?(R?)

oyl sy < Ch™25@D H(1 4 PP/R2)Y2(1 + P*P/h2)1/2‘

Gale,d)
where s(q,d) is given by the formula (V.2) and a(q,d) is given by
29 f2<q< 2(d+1)
alg,d) = 142 U V.3
. {q“é;” if 264D < g < o, (V:3)

Remark 16. For d > 3, the exponent agogge > Qgene for q € (2d/(d —2),00) and gogge = Agene
for ¢ = [2,2d/d — 2|. It is stricly larger than the one o.ip(q,d) = q/2 in the elliptic estimates
for any q € (2,00) and they coincide for ¢ =2 or ¢ = oo (c.f Figure [4]).
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V.2

Definitions and notation for the proof of Theorem

Let Iy, I C R be open intervals which contain (z¢), such that

Io C Io C IC[(zo)1— 1, (o)1 +1].

Let 11 € C°(R, [0, 1]) such that ¢; = 1 on Iy and such that suppt; C 1.
Let tg € I\ Io.

Let J C R a bounded open interval which contains (&p);.

Let R :=|I| > 0. Note that R < 2.

We choose 9 € C2°(R) such that ¢ =1 on [—R, R] and ¢ = 0 outside [-2R, 2R].
Note that supp ¢ C [—4,4].

Let us define I, := [(z0)1 — 5, (z0)1 + 5].

Let V) = U} x V§ and V' = U’ x V' € R%! x R be bounded open neighborhood of
(xp, &) such that o

Vo CVy V.
Let ¢ € C°(R*@=1) [0, 1]) such that ¢ = 1 on VT’) and suppp C V.

We define V := Iy x J X Vé and W := 1 x J x V. We will add contraints on the size of W
along the proof.

Let x € C®°(RY x RY) such that suppy C V.

By construction this implies that

Ty Supp X C lo, (e erysupp x C WV,

then supp(1 — 1) N7z, supp x = @ and supp(1 — ¢) N7y ¢y supp x = 0.

ﬁm P1
: x

-

<
o

E

T(z! &) m
il 4 (&)

140
Vl
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V.3 Proof of Theorem [V.2l

First and foremost, the bounds at the two points ¢ = 2 and ¢ = oo follow from Theorem [V.2]
Since we have the bounds for ¢ = 2 and ¢ = oo, we now show it for ¢ = 2(d + 1)/(d — 1), which
implies the theorem by interpolation.

Let us first explain why we will focus our proof on ||py, ywyywy, || Las2(ra)- Recall that

fdeX vy () [W (2 )|2dx

x|l a2 may = sup
o TR WeL2(a/2) (Rd) ”W”

L2(a/2)" (R4)

W @x VAl eqey

W6L2(q/2)'(Rd) HW”LQ(Q/Q)’(R"Z)

By the triangle inequality, up to a multiplicative factor, it is bounded by

HW )i (21 XWWHéQ(Rd)

sup
We[ﬁ(q/?)’(Rd) ||W||L2(q/2)/(Rd)
and
W (@) (1 = 1)) Al 20
sup
WeLQ(q/QV(Rd) ||W||L2(q/2) (R%)

By construction supp(1 — 1) and 7, supp x are disjoint. Then

(1 =1 (z1)x" = O(h®) : ' (RY) — Z(RY).
By the Holder and Kato-Seiler-Simon inequalities (Lemma [I1.20)), with M € N such that
2M(q/2)" > d

HW(l’)(l - wl(xl))xwﬁ||62(Rd)
= HW z)(1 - hZA _MHGQ(Q/Q)'(L2 R4)) H (1- hZA)M(l - w1($1))XwH6m(L2(Rd)) ||\ﬁ“6q(L2(Rd))

N—d/2
O(h / )HWHL2(Q/2)/(R(1 ||'7||6q/2 (L2(R%)) VN € N.
Hence, the crucial part of the proof relies on the estimation of

su HW 1!11(1’1 wafuéz(ﬂgd)
p

WeL2(4/2)’(Rd) ||W||L2<q/2)' (R%)

= [|pgrxvyxisn HLq/Q(Rd)'

The main idea now is to reduce the problem to an evolution equation in d — 1 variables. Up
to a permutation of coordinates, by the implicit functions theorem, there exist a neighborhood
U of (g, &), functions e € S(1) and a € C*(R x R¥™1 x R4™1) such that

Og/a(;vo,&(’)) non-degenerate, (V.4)
e infle| >0,
o for all (z,&) el
p(l',f) = €($,§)(§1 —a(x1, xlvél))'
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We thus assume that W C U. Then, since supp x C W, we have

V(z,€) € RT xR pla,&)x(,€) = ez, €)(&1 - a(w,€))x(x,€).
We can write PV as
PX™ = (px)"(z, hD) + hry'(z, hD)

Y(hDy, — a“(z1,2',hDy))x" (x, hD) + hry (z, hD) + hrY (x, hD)
(

e
eV (hDy, — a™(z1,2',hDy))x" (x, hD) + hr™ (z, hD).

By symbolic calculus r € .#(R? x R?). Let By, be the following pseudodifferential operator

1
By, = Eew(x, hD,) Y (Px"(z,hDy) — hr™(z, hD)).

By definition By, satisfies (hDy, — a™)x™ = hBy,. In other terms, we have for all u € L?(R?)
[hDy, — a%(z, hD,)|x"u = hBpu.
Furthermore, we have
Lemma V.3. The operator By satisfies
(i) the localization property
(1= (@', hD,)) By, = O(h%) : #'(RY) = 7 (R4), (v.5)
(i)
By(1+ P?/h?)~Y2 =0(1) : L*(RY) — L2(RY). (V.6)

Proof of Lemma[V.3,

(i) Since By, satisfies

By, = %(th1 —a"(z1,2',hDy))x" (x, hD)
and supp(1 — ) and 7, ¢)x are disjoint, then
(1 (', hDy)) By = O(h%) - 7' (RY) = 7(RY),
(ii) Besides recalling the definition of By, e € S(1) and r € .7 (R? x R9)

By(1+ P?/n*)"1? = (2

(ew)—lp _ (eW)—lrw> (1 + P2/h2)—1/2
— (&™) (;P> (1+ P2/h2)"1/2
— ()T (14 P2 /R,

We obtain (V.6) using that (e")~!, r¥, (P/h)(1 + P?/h?)~Y/2 and (1 4+ P%/h?)~Y/2 are O(1) :
L*(R%) — L*(RY). O
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Let r € R. The following evolution equation

[hDy — a¥(t, ', hD )| F(t,r) =0 teR,
F(r,r)=1d,

is solved by a unique family of unitary operators {F(t,r)}scr on L?(R4™1) (we refer the reader
to [32, Thm. 10.1]). Recall the Duhamel’s formula satisfied by all u € L?(R%) and ¢t € R

xVu(t) = F(t,to)(xVu)(to) + z/t F(t,s)(Bpu)(s)ds in L2 (RI71).

Defining by ev;, —¢, the operator of evaluation in ¢y € R of the first variable, which maps functions
on R? to fonctions on R¥~1
Vg =tg u(x) = u(th .CIZ/)

and U(t,r) the microlocalized operator on L2,(R4™1)
Ut,r) =t —r)F(t,r)e"V(z',hD,),

given the support property of ¥ and ¢, we get the decomposition

¢

v1(t)x™ (¢, 2", hDy o) = Y1 (t) <F(t, to) eVa,=to X" + 1 (/ F(t,s)(1 — ") evy —s Bhds>>
to

t

+i1(t) < Ul(t,s)evg, =s Bhds> .

to

We notice that each term of this operator maps functions on R? into functions on R%. Define S
by

t
S = 1(t)F(t,to) evay =i, X" + i1(t) (/ F(t,s)(1 — %) evy, —s Bhds>

to

We introduce the operator Ty which acts on functions on R?

Tu f(t) == 1(t) /t U(t,s)f(s)ds in L*(R%).

to
We then have the following results.

Proposition V.4. Let g > 2. We have the bound
WSl @6 (L2(may = OBZ)NW L5 Ra)-

Proposition V.5. If W is a small enough neighborhood of (xg, &), then the operator Ty satisfies
the dual estimates

HWTUHG2a<q7d>’(L2(Rd)) < Ch#(@d HW”L2(q/2>’(Rd)
for all W e L2U/2"(RY), where s(q,d) and a(q,d) are defined in the statement of Theorem .
Remark 17. Recall that the operator Ty depends on W through the functions ¥ and .

Before proving the previous propositions, we use them to complete the proof of Theorem [V.2]
By the decomposition of the operator 11 (t)x" and by the triangle inequality

WX Vllee < IWSVAlle2 + IWTuBay/Ale -
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Using the Holder inequality and Proposition [V.4] we have

WS Allsz < W Slaztarr vAlae
. 1/2
= O W | atarey M2

By the Hélder inequality, Lemma and Proposition

IWTy Bhv/7ll g2
< W Ty || gaer ‘Bh(l + P2/h2)*1/2H600 H(1 + P2/h2)1/2ﬁ‘ .
s 1/2
U (R S N (R SO N

Then, we have the same bound for the norm HW(:c)wl (t)xw\ﬁHGQ.

Finally, we obtain for ¢ =2(d+1)/d — 1

o | aragay S B2 |1 P2/R2)25(1+ P2 /0212

Golg,d)’

which is the desired bound.

V.3.1 Proof of Proposition
Let $>2and W e L? (]Rd). In order to prove the desired inequality, we prove
VEEN, S=0(h>): S RY - HERY. (V.7)

Assuming this result, we only need to choose k € N so that z — (z)™" be L#(R%). By the
Holder, the previous inequality (V.7]) and Kato-Seiler-Simon inequality (Lemma [I1.20))

W (¢, 2')S || 62 (ray

<|

W(t,2')(1 — hQAt,x/)*k/QH H(1 - hQAm/)’WSH

&8 (L?(R?))
< C’d,k:,NhN_d/2 HWHGB(LZ(Rd)) VN € N.

& (L2(R4))

Hence,
||WSH6B(L2(Rd)) = O(h*) HWHGﬁ(LQ(Rd)) :

Let us now prove ([V.7).
Since tog & 7y, supp x, we have

eVar—ty X" (z, hD) = O(h™) : ZLRY) — S (R,
which together with Lemma implies that
VE e N, 1(t)F(t,t0) eva,=t, X" = O(h™) : S (RY) — H}]f(]Rd).
Let us prove the same equality for the second term v (t) ftij F(t,s)(1—p™(x,hDy)) evy, —s Brds.

Recall T is the operator which acts on functions in R? defined by

Te:u=u(tz') — ¢1(t)/ (F(t,s)u(s))(2") ds. (V.8)

to
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By Lemma [[1.17| (to n = d — 1, t = 27 and 2 = 2’), the operator T which maps to H}]f(Rd) into
HF(RY) for all k € N.

Then, since 1 — ¢V commutes with ev,, —s (because ¢V only acts on the variables (2/,¢’))
and given Lemma

t

o (t) / F(t, 5)(1 — o) evar_s By ds = vn(t) / F(t, 5)evar—s(1— o") B, ds

=Tro ((1—¢")Bn)
= O(h™): 7' (RY) — HF(RY) VEeN.

Finally, for all k € N
S = O(h™): S (RY) — HF(RY),

what is exactly (V.7).

V.3.2 Proof of Proposition
The operator Ty can be split as Ty = Ty — T with
T, :=1(t>to) Ty

and
T_:=-1(t <ty Ty.

Their dual operators’ expressions are the following

Tj_:{ L*(RY) — L2(RY)

f = 1(r>to) [p1(s >t0) 1 (s >7)U(s,7)*¢1(s) f(s)ds

and

Ti:{ L*(RY) — L*R9)

f = 1(r <to) Jp1(s <to) 1(t <r)U(s,r)"r(s)f(s)ds
Then the operators 747} can be written as
Ty TV f(t) / /dsl (t>t)1(t>r)l(s>ty)1((s>1)) x
>to
X 1 (QU(E, 1)U (s, )" 1(s) f (5)
and
T_-T*f /<t0dr/dsl t<t)1(t<r)l(s<ty)l(s<r)x
X YL (U (L, 7)U (s, 7)1 (s) f(s).
Let » € R. Let us introduce the operators A, +

. { L?;’ (Rd_l) — L? x/ (Rd)
" g = 1t >t) ()1 > ) U(tr)g

. { LR o 12, (RY
g = 1t <to) 1)Lt <r)U(t,r)g.
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Their dual operators can be written as

m,{@ﬂw)%LWWW
| f = Jgl(s>to)1(s >7r)U(s,7) i(s)f(s)ds

and 2 d 2 d—1
A* {th’(R)—)L(R_)

= Jgl(s<to)1(s <r)U(s,r)*1(s)f(s)ds.
The operators A, + Ay | acts on L?*(R%). This gives

T+T* :/ Ar7+A:+d7" :/ Ar’+A: +d7",
r>to ' I, ’

Tuﬁ:/ AP@Jw:/Angn
r<to ’ I ’

TyTy =TT + T T*.

Moreover

Thus, for any a > 1

W Tyl gear 2y,
= HWTUTIjWHGQ’(B(Rd))

S‘b162£HWQ%#A W o (zamayy + 50 [[WAr-A7 ngaszm>
< \I | (Sélp |’WAT’+||620¢ "(L2(R4-1),L2(R%)) + SUP ||WAT—H62a (L2(Ra-1), L2(Rd))> ’

Now, notice that
||WAr,iH62a’ < C ||WU(t7 T)HGQQ' .

Given (V-4), we can apply Theorem|I1.23|to n = d—1, (2, &)) € RT7!'xR™1 a € C(R, S(arery(1))
and J = I,. This defines § > 0 and U; x V{ a neighborhood of (x(, &) (which corresponds to the
neighborhood U x V in Theorem [I1.18)) . Thus, imposing the following constraints on W:

° |I‘ < g,
oV CU xV/.
we obtain

Sup WU (¢, 7)llga1 (2 (ma-1y,Loreyy S B s Wl a1 (ay-

That ends the proof of Proposition [V.5

VI LP ESTIMATES AROUND TURNING POINTS

We now treat the turning point region {V = E'}, under the assumption V,V # 0 on this set. In
the one-body case (rank~y = 1), we recover [32, Thm. 7].
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VI.1 Statement of the result
Let d > 2.

Assumption 4. A point (x9,&) € R? x R? satisfies the following turning point conditions for
a symbol p if

p(xo, &) =0, Vep(wo, &) = 0, Vap(xo, &) # 0, p(wo,&0) is positive definite.

Remark 18. For Schrédinger operators p(x,€) = €2 + V(z) — E with V € C® (R4, R) satisfying
Definition [IL.3, the previous assumption is equivalent to:

50 = 0, V(J:‘()) = E, va(xo) 75 0.
First recall the individual function result.

Theorem VI.1 (Improved one- body estimates, [2I, Thm. 7|). Let V € C>®(R% R) satisfying
Definition l define p(x,€) = |€)* + V(z) and P := p“(x,hD) (or any other quantization).
Let (x0,&) € R? x R? be a point satisfying the Assumption I for the symbol p. Then, there
exist a neighborhood V of (x0,&) and hg > 0, such that for any x € CX(R? x R?) with support
contained in V, there exists C' > 0 such that for any 0 < h < hg, for any 2 < q < oo and for any
bounded self-adjoint non-negative operator v on L?(R?)

. 1
Il agusy < Clog( /@O0 (ful sy + 11 Pulsze

where t(q,d) and s(q,d) are given by the following formulas

((141) qu d+3)
t q,d 2(d+3 d+1 VI.1
(0,d) = 0 otherwise, ( )
and
hen d = 2:
e when L1 yacge
s(g.2)=<1 324 o % (V1.2)
27 3¢ U3 Sa<00,
o when d > 3:

1
q
)4 zfQSTf’ <q srd (V1.3)

Equivalently, one has for all 2 < q < oo
x“(1+ P*P/h?)~Y? = O(log(1/h)" 0D p=3@d)) . [2(RY) - LI(RY).
Remark 19. The exponent stp, defined in Theorem satisfies Ssogge < STP < Sgene for any

d>1 andq € [2,00]. They are all equal for ¢ = {2} U[2d/(d —2),00]. Furthermore Stp = Ssogge
when q € [2,2(d + 3)/(d +1)]. Otherwise, the inequalities are strict. (c.f. Figure[3).
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Remark 20. Note that the previous result has been proved in [21, Thm. 7] for slightly more

general symbols
d

p($,f) = Z aij(ﬁ)fifj + V(LE),

3,j=1

where {a;j}1<ij<a C CP®(RLR) is a positive definite Riemannian metric on R and V' €
C>®(R%,R) satisfy Definition . Our results can also be generalized to this case.

Theorem VI.2 (Improved many-body estimates). Let V € C®(R% R) satisfying Definition
define p(z,€) := |€|* + V() and P := p“(z,hD). Let (zo,&) € R x R be a point satisfying
the Assumption |4 for the symbol p. Then, there exist a neighborhood V of (xo,&) and hg > 0,
such that for any x € C°(R? x RY) with support contained in V, there exists C > 0 such that for

any 0 < h < hg, for any 2 < q¢ < oo and for any bounded self-adjoint non-negative operator v on
L*(RY)

x| araay < Clog(1/R2 D=2 ||(1 1 P2 /%) /2y(1 + P2/h?)/2)

Golg,d)

where t(q,d), s(q,d) are given by the formulas (VI.1)), (VI.2), (VI.3), and a(q,d) is given by the
formula of (V.3).
2d

Remark 21. The proof of [21] gives the exponent ¢ = =% as a threshold for the exponent s(q,d).

d—2
Actually, their proof shows that this threshold can be improved to q = f—i (because they only use

a control in H' while their proof also provides a control in H?). We choose to keep this weaker
statement because it only applies to functions which are microlocalized around a turning point
(x0,&0 = 0) (p(x0,&0) = 0). In our application to spectral clusters we will also need to deal with
points such that p(zo,&) = 0 and § # 0, where only the Sogge estimates are available.

s(q,d) For d =2 1
For d =
a(q, d)
A
1 ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
d |
d+1
1
J
09 i1 T
2(d+1) 2
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s(q,d)
1A 1
5 For d > 3 (g, d) For d > 3
A
s :
A
a+1 5
d=2 |
d—1 :
‘ : 1
0 d—2  _d+l_ 1 g o 1
2 2(d+3) 2 : : I
0 d—2 d—1 % q

2d2(d+1)

VI.2 Proof of Theorem [VI.2

As argued in [2I], we may reduce the problem to the case
d
P, =&+ Y aii(@)& +V(e), V(z) = —c@),
i,j=2
where (a;;());; C C*(RY) is positive definite uniformly, ¢ € C>(R?) with ¢(0) > 0, and

Va € N% 30, >0, Vi,j = {2,...,d}, Vo € RY,  |0%;;(z)| + |0°V ()| < Cq.

Notation
e Let 6 > 0 such that inf,ep; c(z) > 0, where Bs := {x € R? : |z| < §}.

e Let V C R? x R? a bounded open neighborhood of (xg,&) = (0,0) such that 7,V is
contained in Bs/, and such that V C Vg where V) is given by Corollary

e Let x € C°(R? x R?) such that supp xy C V.

e Let M > 1 be larger than My > 1 given by Corollary [VI.4l An other constraint will be
given in the proof.

e For all € > 0, let us define
Q. :={zeR?: 2 <e}.

e Let us define x. := xo(-/¢) where xo € C*(R,[0,1]) in a nonnegative function equal to 1
on | — 00, 1] and equal to 0 on [2, 0ol

o Let sgogee and aigogge be given by the formulas in the statement of Theorem
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As in the proof of Theorem we have by the one-body estimates (Theorem [VI.1])
. < pl-d 2 /72\1/2 2 /72\1/2

oo ey < 0|0 P20 Py Py R

We prove the estimates of Theorem [VI.2] for low regime 2 < ¢ < 2d/(d — 2). The remaining
estimates for 2d/(d — 2) < ¢ < oo are then obtained by interpolating between ¢ = 2d/(d — 2)

and ¢ = co. We now fix 2 < ¢ < 2d/(d — 2). The strategy to estimate |[pywqyw|fa/2(ray is to

estimate [|pyvyyw|[pa/2(q) on various regions €2 that cover R? (c.f. Figure , and then sum the
obtained estimates.
Before going into the proof, let us recall some key estimates of Koch-Tataru-Zworski [21].

Lemma VI.3 (|21, Lem. 7.3 and Sec. 7|). Let d > 1. Then, there exist M > 1, hg > 0 and a
bounded neighborhood V C R x RY of 0 such that, for any x € C°(R? x RY) supported in V), any
h € (0, hg], and any € > Mh?*/® we have for all o € N% such that |o| < 2

I.0)x 0y = O (%) (el + 11 Pulia ) (VLY)

Remark 22. In [2])], the estimate (V1.4)) is proved only for |a| <1 and for |a| = 2 when d = 2

and € = Mh?/3. Their method allows to treat the case |a| = 2 without the restrictions d = 2 and
— Mh2/3.

Remark 23. In the case e = Mh?/3, the estimate (VI.4) reduces to

[ D)) 1
S I D) x 120,10 < O (a3 1Pl )

|a|<2

Mh2/3

which, by Sobolev embeddings, imply that for all 2 < g < Gy 4 (excluding ¢ = oo for d =4)

1_2d(1_1
Il < O G (s + 1Pl )

In dimension d = 1, one can even get rid of the microlocalization x* in the argument of [21].
For a = 0, this estimate is sharp for V(x) = 2% — 1 and xo = 1, because Hermite functions
behave like h=1/0Ai(h=2/3(z — 1)) close to x = 1 (c.f. also Figure for E =1). The sharpness
i higher dimension seems open to us.

Corollary V1.4. Let d > 1. Then, there exist My > 1, hg > 0 and a bounded neighborhood
Vo C R% x R? of 0, such that for any x € C°(R? x RY) supported in Vo, for any h € (0, ho] and
any € € [Moh?/3,1]

(1= h2A)yx” (1 + P?/h2) "7

= OLQ(Rd)%LQ(Rd) (51/4> .

s(¢,2)
For d =2
% -~ sum up of the estimates
\"‘\\ — on Q,5,2/3
-=-on RY\ Q)25
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For d > 3
s(q,d) sum up of the estimates
—on Q523
o on RN Q07

d—1

20d+3) | """""""""""""" :

S

1 For d > 3

0 d—2 d—1
2d2(d+1)

VI.2.1 Estimates on 2,23

Lemma VI.5. Letd > 1. For 2 < q < (dfg)+ and any bounded self-adjoint operator v on
L2(RY)

1 21/2 1 21/2
Q+mp> 7@+mp)

Remark 24. The previous estimates are also true for all 2 < q < ﬁ, but we will not need
it (see Remark[21)).

1 4d(1_ 1
pr’”“/waLqM(QMhQ/g) < Ch?® 3 (2 q)

&9/2(L2(R%))
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Mh?/3 <2y <6/2 x> 6/2

2/3 5/2

Figure 5: Different regions of R%

Proof of Lemma[VI.5 By Corollary with e = Mh2/3

(1 = K3 D)X persX ™ (1 + P2 /%) 72 = O p2gay s p2(gay (R,

and by the Kato-Seiler-Simon bound applied to m = 2, which is true if and only if ¢ < % (see
Lemma [T.21]

cn#G5)
&2/ (L2(RY)) —

[t - )| 19 sy

we have for 2 < g < ﬁ and W € L24/2)' (Rd)

||WXMh2/3XWﬁ||62
< HW(l - h4/3A)_1‘

(1= W3 A xapanx™ (L+ PR32

&2(a/2)
3 (SR SRANG]
q
1_2d(1 1 1/2
< ps (2 q)||W||L2(q/2>’(Rd) ‘(1 +P2/h2)1/27(1 +P2/h2)1/2’ e
which by duality ends the proof. O

VI.2.2 Estimates on {x € R? : x1 > §/2}

Since 7, supp x and {z € R? : 21 > §/2} are disjoint, we deduce as in the beginning of the proof
of Theorem that for any 2 < ¢ < 0o and any bounded self-adjoint operator v on L?(R%)

||pxw7Xw||Lq/2({zeRd car>8/2)) = O(h™) H(l + P2/R)2y(1 + P2/h2)1/2‘

Sa/2 ’

VI.2.3 Estimates on {r € R? : Mh*? <y <§/2}

In the following, we assume hg < (§/(2M))%/? to ensure Mh*?® < §/2 for M > 0 be defined
later.

Lemma VI.6. Letd > 2 and 2 < g < dQTdQ. Then, there exists M > 0 such that for all bounded
self-adjoint non-negative operator v on L*(R?) we have

1/2 1/2
||Px“"yxw||Lq/2(96/2\QMh2/3) < C';ZL H (1 + Pz/hz) / y (1 + Pz/h) / ‘

GaSogge(q:d)(L2(Rd)) !
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where

p (50 if2< q< 288
Ci 1= { log2a7 (1/h)h 565 if g = 2+,
G T S
2d

Remark 25. The previous estimates are also true for all 2 < g < G

Proof of Lemma [VI.6l

We prove the result for P which is the right quantization of the symbol p (so that P = h2D? .t
>o<i j<d %ij(2)(hDg,)(hDy;) — c(z)z1 is a differential operator). While the final result does not
depend on the choice of quantization, the proof will rely on several space localizations so that it
will be useful that the operator P is local.

Let us now fix some notation. Let € > 0 and let us define the strips by

Ac:={zeR%: |z —¢| <e/2} and A, :={zeR? |z, —¢| < 3c/4}.
Each strip A. or A, can be decomposed into an union of boxes of size & (see for instance Figure
A= |J 4f A= ] Ak
kezd—1 kezd—1
defined by

AF =z eRY: |z — ] < /2, ‘xlfek"loo <e/2}
AF = {z e R?: |2y —¢] < 3e/4, ‘x'—skhm < 3e/4},
/:lf ={z e RY: |z — €| < 4e/5, |2 — k|, <4e/5}.
Finally, the set Q55 \ Qpp2/5 = {2 € RY : Mh?/3 < 21 < §/2} can be covered by an union
of ~ log(1/h) overlapping strips Uf:(}fl)OgQ(MH Agipzss where K (h) = [logy(6h~2/3/2)] (see for

instance Figure .
The main steps for the proof of LY estimates in 25/ \ y75,2/5 are the following:

0. obtain the estimates on a box A of size 1,
1. obtain the estimates on the boxes A’; of size € by scaling the previous one,
2. obtain the estimates on the strips A, by summing the estimates on the e-boxes,

3. conclude by summing the estimates on the strips.

Step 0. Estimates on a box of size 1. We prove estimates on the boxes
A={zeR!: |71 -1 <1/2, |&].<1/2},

={zeR: |7, 1] <3/4, |&|. <3/4},

={z eR? : |# — 1| <4/5, |¥|. <4/5}.

D>II :)>?
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Figure 6: Boxes AF and A”

A
Ak | Ak
ek
0 A0
& / 2 As As
A - g
3e/4
Ae A,

T

—mnae 2?2 | |logy(M)|h2/3
< > < - !
T )Jh2/3 2K(h)h /3 >

l7|:/f\l‘l #3 QUng(

T

Allogy (M) 0203 A2 (logy (M) n2/3

Figure 7: Strips A¢

-
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Lemma VL7, Letd>2 and 2 < g < 25 Let ey > 0. Let po(7,€) := <£, Ba(az)§> +V(7) with
{(Be, Ve) Yeelo,eo) C C°(RY, REXE x R) cmd (5 &) — (B(%), Ve(2)) € C([0, 0] x RY) such that

Sym

o for any a € N%, there exists Co > 0 such that for any e € [0, &)

Ve e RT  |0%B.(2)] + |0°Ve(Z)| < Cha, (VL5)

o there exists ¢ > 0 such that for any € € [0, &¢]

B.>c¢, |Ve|>c¢ on {#eR?: & —1]<9/10, < 9/10}. (V1.6)

e

Let P := $¥(,hD;z) (or any other quantization) and let x4 € C°(R? x R%,[0,1]) such that
xa =1 on A andsupp xa C A. Then, there exist C > 0 and ho > 0 such that for all0 < h < hy,
for all 0 < e < &g and all bounded self-adjoint non-negative operator 5 on L*(R?)

105(@)lzaraay < CH=2500se @D || (14 PP JR2) X axa (L4 PP /R2) 2|

GaSogge(‘Ld) :

Proof of Lemma[VI] Let x; € C>*(R%,10,1]) be a cut-off function equal to 1 on A and sup-
ported into A. Tt follows from the equality X2 (%)p5(Z, ) = py sy (F, %) that

Hp:YHLq/?(A) < ||X,24p'~Y||Lq/2(Rd) = HpXA:YXAHLLI/?(]Rd)'

Let

(1+ (€ B. (;z>g)>)}.

l\')\»—*

Fim U {@edxrs (£n@0)+ v <

Note that each K is a closed set of R? (here we use the continuity of (B.(Z), Vz(%)) in (¢, )). It
is also bounded, since it is contained into the bounded set

0<e<egg

/le{feRd : ‘f‘gc—1/2\/1+2 sup || Ve||ze0 Rd)}

Let ¢ € C°(R?% x R?) be a function 0 < ¥ < 1, such that ¢ = 1 in the compact K. The operator
is composed of three parts

XAYXA =71+ 52 + T3,
defined by

A1 = PV xaTX AP,
o 1= (1 — P™)xaFxa(l — V),
g = (1 = D) XxaTxXa®™ + 0" xaFxa(l — P%).

=:93,1 =:173,2

Let us prove that for any i € {1,2, 3}

93 ara gy S B 2550w @) (14 PP/ 2 a3 (1 + PP /B2

6O‘Sogge(qﬁd) :

These above bounds together with the triangle inequality prove the lemma.
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Estimate of the term 7;. Note that
supp@ﬁﬂ/:l xR'cS={zeR?: |7 —1|<9/10, ‘jc’|loo < 9/10} x RY,

Every point (Z, 5) of S satisfies p.(Z, 5) # 0 or Sogge curvature conditions (Assumption |3 '
Indeed, if (%, €) satisfies p.(&,£) = 0, then uniformly in e, by (VL)

)Vgpaa? ‘_2‘3 g)_zf\/ﬁ>2c

Furthermore, for all € and Z

R : pu(@,8) = 0} ={{ e ! : (£ B.(3)E) = |Vo(@)}

has a positive curvature which is bounded and bounded away from 0 uniformly in €. Hence,

by Theorem [[II.1| and Theorem -, Assumption I holds for ¢, s = S5ogge(q,d), t = 0 and a =
QSogee(q, d) on the set S. By Remarkapphed to S, to Q2 = A, to X = 1, 10 (¢, $30gge (¢ d), 0, A50gge (¢, d))
and to the operator v = xa47yx4

o3l or2 gty = 1P gy pixcai | o2 may = ”prxA XATXA X1V o/ (ray

S B 2semead || (14 PP IR A adxa(l + PR

GaSogge(Q7d> :

Estimate of the term 7. Recall that

|wa -

1052 | Lar2(ray = sup
o) = TP

By the Holder and Kato-Seiler- Simon inequalities (Lemma [[I.21)) then applied successively, we

have for any 2 < ¢ < d2_d2 (smce 2 < d 2?1) )
[wa—dmxavil| < [wa-iza)| (1= R*A)( f\ o
XAV &2 — &2(a/2) ")xa &a/2
_d(i-1 1/2
Sh (+-3) Wl L2/ (may ‘(1 —h*A)(1 Mgarz

Now let us give a estimate of the right side of the previous bound.

Fact VI.8. There exist C > 0 and l~10 > 0 such that for any 0 < h < izo and any 0 < e < gy,
one has for all @ > 1

@ = Faa = dmavil, < o (|Pravily, +5[xavil,.)-
Proof of Fact[VI.§ Let o > 1.

1) Let us first show that it is enough to do everything with right quantization by replacing

(1-— 1&‘”) by (1 — @ER) into Fact By Proposition applied to the symbol 1, there exists
7 € .7(R? x R?) such that

(1= ") = (1= %) = §f =™ = ™.
We can now write
(1= R2A) (1 — 9%)xa/7 = (1 — h2A ((1—@ZR )xa\/3 + Opy/ (C’)x ﬁ)xAﬁ)
= (1= 1*A) (1 = P®)xav/F + Orayr2(h)xav/7-
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2) It remains to show fact by replacing " by ¥R,
Let (&, &) = (£)2. Let us first notice that the operator Pe is elliptic on the support of (1 —1/3))(/1.
Indeed, the function (1 — )y 4 is supported into K¢N (A x R% and by definition of K, for all

£ € [0,g0] and for all (Z,€) € K¢N (A x RY) we have

min(1,¢) _

pe(%,€) > 5 mo(Z, €).

Thus, we get the ellipticity (uniform in €) of p. on Ken (/:1 x R%) and thus on supp((1 — Tz)XA)-
By Lemma [IL.10| applied to (1 —1)x ; € S(1) and to p € S(1ng), there exist b € S(nip~!) and
7 = Og(1)(h>) such that

(1=) x5 =P (1= ¢M)x 5+ 7%
Note that x4 = x 1xa. We compose by (1 — EQA) on the left and y 4/7 on the right to infer
(1= h*A)(1 =) xav/7
=(1- hQA)bRP(l — ™) xavF + (1= R2A)R1 - h2A) L (1 — B2A)xa/7.
—_———

:OL2—>L2(1) :OLQHLQ (floo)

Let us write P(1 — )y 44/7 in two parts

—9Mxav/i = (1—9%) Pxavd— [P,ﬁR] XaV/7-
v ———r
:OL2—>L2(1) -0 7
=0r2_,2(h)

In addition, the term (1 — h2A)ya+/7 is also divided into two parts

(1= 1*A)xav/d = (1 = B2A)Y xav/3 + (1 - R2A) (1 — 9™)xa/3.
————

:OL2—>L2(1)
Putting everything together and moving to the Schatten norm
H(l — h2A)(1 - %ZR)XA\@HGQ < HPXAﬂH@ +h HXA\[:YHGQ

+0(h=) (1= 28) 1 - M|,
Then, we conclude by taking h small enough

Ja=iema=dtavil, s [[Pavil, +Alavi,.

That ends the proof of Fact O

We apply it to a = ¢/2 and we apply Lemma

Lemma VI.9. Let m be an order function. Let p € S(m) and P := p*(x,hD). For any a > 1
and non-negative density matriz v on L?(R?)

* k 1 k
|a+prpmy 2+ P 2| < Inllen + 75 1P Pl

<2 H(l + P*P/R) Y2y (1 4 P*P/hQ)l/z‘

6(1
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d
Hence, we get for any 2 < g < ﬁ

z2-2d(i-1 < Lpey 20 B
105 || Larzgay S (3-3) <||XA7XA”GQ/2 t HP XAVXAPHGq/z)

5-3) H(l + P*P/*) P xadxa(l + p*ﬁ’/ﬁz)lﬂ’

&a/2

Estimate of the crossed terms 73; and 732. We deduce the estimates on the crossed
terms 931 and 932 from those of 41 and 72. For example for 731, noting C' := VAaxa(l = W)
and B i= v/Fx 40"

Trp2 (W31 W)
= [Trge (W(L = 3")xaTxad™W )| = [Trpa (WC* BW)

< |Trpe (WC*CW)|Y? | Trp2 (W B*BW)|Y/2
5 1/2 ) 1/2
< (W 122002y e lo=Clliarzgay) (IW 1 2acasor oy 195+ Bl ey
2 1/2 1/2
< HWHLQ(q/Q)’(Rd) Hp(l—djw)xAﬁxA(l—@Z)W) ”Lq/2(Rd) Hp"LWXA'?XA"LW ”Lq/2(Rd)

~17d 1_13_ o, 8( ’d)
Sh <2 q) SSoggeld ”W”%Q(qﬂ)’(Rd)

04 PRI Pxaial1 + PP/

GO‘SOgge(q’d) :

Forany2§q§d2—_d2

i l71730e7 D* 1 /T ~ % 1 /1
1935 | pore ey S B A(3-7) —ssonse (4 H(1 4 PP/ Py aixa(l + P P/h2)1/2‘

Go‘Sogge(q’d) :

O

Step 1. The scaling. Let us deduce from Lemma the same kind of result but on the
boxes A’; by a scaling argument. The following lemma controls the L%?2 norm of the density on
the boxes AF.

Lemma VI.10. Letd > 2 and 2 < q¢ < dZ—EQ. Then, there exists C' > 0 such that for any
0 < h < ho, for any e € [Mh*/3,5/2] and for any k € Z% such that |k|;ec < §/e—1, there exists
Xjir € C®(R? x R%[0,1]) supported into A’g, such that any bounded self-adjoint non-negative

operator v on L*(R%)

-2 ogge 7d -2 7d ~ ~ € ~ * -~
HPWHLQ/Q(A’E@) < Ch™*%50g9 (a )6 wa.d) (HXAlsc’YXAIg + ﬁ HXA’;P’YP XA’S Gasogge(q,d)> ’

Gasogge(q7d)

where p(q,d) is given by the formula

1 1 3550gge(q, d
p(g,d):=d < - ) - 992(). (VL.7)
Proof of Lemma[VI.10 Recall that hg and M were already fixed above. We will make additional
constraints on them along this proof. Let h € (0, hql, € € [Mh*/3,§/2] and k € 741 such that
|kl < 0/e — 1. Let x5 € C°(R%,[0,1]) be a cut-off function equal to 1 on A and supported

into A. Let X; € C*(R%,10,1]) be a cut-off function equal to 1 on supp X ;1 and supported into
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/:1. Define for any # € R?

B.(%) = | . . Ve(Z) = —T1c(exy, e’ + ek)x = (Z).
| (ag(edr, e’ + ek))a<ij<a 4
0
By our assumptions on (a;;)2<i j<a and ¢, {(B., Vz)}. satisfies the assumptions of Lemma
with g9 = 0/2 (notice that for our choice of ¢ and k, [(ex1, &3’ +¢k)| < ¢ for all T € A). Hence,
let C' > 0 and hg > 0 such that for all 0 < h < hg and all bounded self-adjoint non-negative
operator 4 on L?(R%)

193 [ pas2ay < O 2@ |[(14 P*PIR) a1+ P*P/R) |

GO‘SOgge ((Iad) )

where P = pR(z, BD;;) and p. (7, é) = <§~, Be(i:)§~> + VZ(Z). Moreover, we have the following fact

(which proof is given below).

Fact VI.11. Let o > 1. Then, there exists C > 0 such for all h € (0, ho), for all € € [0, 0] and
for all bounded self-adjoint non-negative operator ¥

D* D /T ~ D* D /T ~ 1 D~ D*
H(l + P P/W*) Pxayxa(l + P P/h2)1/2H6a <cC <H><mmH6a + = HXAP’YP XA”6a> :

We deduce that for all bounded self-adjoint non-negative operator 4 on L?(R?), we have

Go‘sogge ((Iad) ) :

Since x 5x T XA the same bound holds when there is no factor x H in V.. We still denote by P

- - - 1 ==
o3 @)y < Ch 209 (x4t + 35 AP

the resulting operator. Now, let v be a bounded self-adjoint non-negative operator on L?(R%).
We apply the above bound to 4 = (Uf)**yUEk , where UF is the unitary transformation defined by

Uk: L2RY) — L2(RY)
f — ($ — E_d/2f (%7 $/;€k>) :
Since we have
HP%HLW(A) = 52d(1/2_1/q>HPwHLq/Z’(A'g)y
and UFP(UF)" = P/e, we deduce that
71 a2y
- 1
—2550, c( 7d) _2d(1/2_1/ ) ~ ~

< Ch~4%Soggel®:®) o q (HX;“;’YXA? & Sogge(a:4) + (5];)2

*
“XAI§P7P XA’; GQSOgge(q,d))a

with x jx = UfXA(Uf)*, ie. xi(r) = x4 <1’€—1, 9”’;78]“> Now assume that M > ﬁa2/3 and let
h € (0, ho] (where we recall that hg > 0 was chosen such that th/g < 4/2). We apply the above
bound to h = h/<€3/27 which indeed satisfies h < hg since € > Mh2/3 implies h < M—3/2 < ho.
Finally, we obtain

1091l Lar2ar)
< O(h)e3/?)~2ss0nse(a.d) . ~2d(1/2-1/9) ( H XieVX e

€ *
+ ﬁ HXAIE@PVP X;UEC 6"‘Sogge<qu>)

Go‘Sogge (q,d)

9
+ =

_ *ZSSogge(‘Ld) 72/‘*(Q7d) - -
=Ch 3 XA’;VXA’&? & Sogge(0:d) 12

*
XA';P’YP X Ak Gasogge(q,d)>'
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We now give the missing proof of Fact
Proof of Fact[VI.11]

e [t is essentially enough to understand why this inequality is true for the one-body case.
The bound to prove is

IPx Al p2(ray S 11X APl L2 (ray + RIIX 48] 12 (ra)-
We already notice that
Pyxa = xaP — h*(9% x4) — 2h(0z, x4)(hdz,)

— h2 Z (07,03, x4)aij(e¥1, 2’ + k) — h <VXA, (aij(ez1,eT’ + €k))i7jﬁv> :
2<i,j<d

On the one hand, since a;; € L>(RY)

1B2 (0%, x4) @l 2 (ray + = Z (07,08, xA)aij(e%1, 62’ + k)i 2 (a)
2<ij<d
S PAIX 40 2 (ray-

On the other hand, since P is elliptic in the sense of [2I, Lem. 2.6], we have

S NEDY 2y S Nl gy + 1Pall 2,

la]=1
(by using again that a;; € L>®(R%)) so that
105, X) (R0l F2qgaty + 1 (Vs (s (€31,€3' + k)i (AVD)) 2
S P(hDz |72 4y + B[ (aij(eF1, €7 + k)i (WD) 12 4)
SR (Jal2, 2 + 1P )
S 12 (a2 + X3P ) -
Hence,
| Pxaitl ey S IxaPallaqes + b (IaPallaggs) + il )
S IxaPill r2gay + PlIx 400 2y
e Let us now extend the result to density matrices. We have shown the inequality of operators
(PXA> (PXA> S+ (XAP> XiP-

In other words o B - -
XaP*Pxa S B2x% + P54 P

Then for all & > 1 and all bounded self-adjoint non-negative operator 4 on L?(R?)

— S~ — pe — 1 — = 9~ /=
e I Ve B e

This concludes the proof of Fact [VI.T1] O

(G1e
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Step 2. The summation of the boxes. With the results on boxes of size ¢, we will now
have the following result.

Lemma VI.12. Let d > 2 and 2 < q < ﬁ. Then, there exists C' > 0 such that for any
€€ [Mh2/3, 0/2], for any h € (0, hg], and for any bounded self-adjoint non-negative operator -y

on L*(R?) we have
1 1/2 1 1/2
S Ch_255’0996(Q7d)51/2_21u‘(q7d) <1 —|— hQP*P> 'Y <1 + hQP*P>

loxwxell Larz (s

)
Go‘Sogge(q’d)

where pu(q,d) is given by (VI.7).

Proof of Lemma[VI.13 Since m, suppx C Bs /2, we have for all 2 < ¢ < oo

”IOXW’YXWHL‘I/Z(BE) = O0(h™) [Vl garz -

By Lemma we have for non-negative operators

2/q

[ [ = [ 12

Px¥yx™IlLa/2(A.nBs) = Px¥x Il pa/2 Ak

|K|jo00 <8/e—1
< h_QSSoggc(%d)g_Qu(%d) X
2/q 2/q
q/2 € q/2
~ w w - . - w w * -
X Z HXAIECX TX XA? GD‘Soggc(qu) + h2 Z HXAEPX X P XAI; GO‘SOggc(qu)
kGZd71 kedel

> The first step consists in showing that for ¢ > 2, for any bounded self-adjoint operator ~

g
~ W w - . - w w * -
HXA’SX XX || g/2g050gseta T 72 HXA’SP XXX A | 972 gsoggetad

13
S [Ix2eX "X xoe | gosoggetad + 72 [[X2e PX VX P* X2e || sos0gge @) -

In fact, we prove more precisely that for all non-negative I

o < O Ix2Dxee |2
Z HXAIS XA’S &%Sogge (1) — ||X2s X2s||6asogge(%d) :
kezd-1

Recall that supp x 1 C fl’g x RY, x9:(x1) = 1 when x1 < 2¢. Hence, we have
XAk = XAk X2e

and thus we only have to show that

a/2 a/2
Z HXAISCFXAIEC GaSogge(qﬂd) S C HFHGaSOggC(Q,d) .
kezd-1
1) Let us check first that
[T, S 1Tl -
£ € lkG

o1



Since Xir € C>*(R%,10,1]) and supp Xir C f:l]g’, there exists C' > 0 such that for all € > 0,
> X%g <C
kezd—1
We recall that:
e if we have two non-negative operators A and B such that A < B then VA< \/E,
o for all trace-class operators A and B, A < B = Tr(A) < Tr(B) .

So if I' is a non-negative operator

HXA’gFXA’g et kz Trpe (XAI;FXA§>

ezd-1

= Z Trye (\/fx?&,g\/f>

kezd—1

kezd-1 :
<CTrpeT =C|Tgr -

We can pass to a general trace-class I' by decomposing I' = T'y, —I'_ with 't ;' > 0 and we
obtain

HXA{;FXAIg 1ol < HXA’;FJrXAIg pet + HXAI;F—XA'g pet
ST+ ller + 1T lle
S Il -
2) Notice that we always have
‘ XAI;PXAIQ . S Tl ges -
k
3) The interpolation of
’X;UECFXAIQ net S Tl
k
‘XA:;FXA;; )100600 S T lgee
k

gives

i<a<oo [vauxa,.. S ITls-

&

Hence, for any 2 < ¢ < oo and any 1 < a < q/2

T < H DX

HXAIEQ XAIsC ZZ/QGD‘ - XAI; XA]EC JAICT
ST go -

Now for any 2 < ¢ < 0o, we have 1 < agogee(q,d) < q/2, hence for any 2 < g < d%dQ we have

HPXW'VXW ||Lq/2(AgmB(;)

_ _ £ .
< h?ssesse(@d)g=2pad) (IIX%XWVXWXQEHGasOggew + 13 [ PX" X" P X2eHGasOgge<q,d>) :
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> By the Holder inequality and Corollary [VI.4] we have for any o > 1,

Ixaex X" xeelga S €7 H (1+ PP/h?) %y (14 P*P/h2)1/2)

G
Besides for any a > 1,

HXQEPXW’YXWP*XZE”GQSogge(qu) S HP’Y‘P*HGO‘Sogge(de)
< H (1+ P P/r2)"% 4 (1 + P*P/hQ)l/Q‘

&
. . . . . 2d
Thus, with the triangle inequality for any 2 < ¢ < ;=5
HpXWWXW HL‘J/Q(AEOB(;)

_ _ € .
< b 2ssomse @) =2ulad) (Hmexw’yxwmsHgas()ggem,d) + 13 e P X" P X25H6asogge<q,d>)
< 25sonse(@:d) 1/2-20(0,d) H(l +P*P/h2)1/2fy (1+ P*P/h2)1/2‘

Go‘Sogge(q’d) :

That finishes the proof of Lemma O

Step 3. The final summation. Finally, by Lemma we are in position to obtain the
estimates

||pxw,yxw ||Lq/2(95/2\QMh2/3) < [ oy ”Lq/2(UkA2kh2/3)

K(h) 2/(]
q/2
= Z HpXW'yXW HL/q/2(A2kh2/3)
k=logy(M)]
K(h) 2/(1
s Y o« |1+ Prpm2) 2y (14 PP/
~ h,2kh2/3 ’7 GD‘Soggc<‘Ivd> )

k=|logy(M)]

where Cj, . = h~%sesse(@:d)1/4=1(a.d)  Hence

" 1/2 " 1/2
1oy ey, ) S CF | (L PP/ (14 PP/ |

GO‘SOgge (q,d)
where

K(h) 1/a
Ch = Z CZQJC h2/3
k=|log,(M)]

K(h) 1/‘1
— Z 1, (5S0gge (4,d)+2/3(1u(q,d)—1/4) 9ak(1/4—p(q,d))

k=/log(M)]

_@=1(1_1
p () if2<q< 2058
d+1 __d—1
<\ logZded (1/h)h~ 2dw9  if g = 248),
\hG 3(2 q) if p] <q§ﬁ-

That ends the proof of Lemma,
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VII  APPLICATIONS TO SPECTRAL CLUSTERS

In this section, we apply the results of the preceding sections on microlocalized quasimodes to
spectral clusters. As we will see, this allows to get rid the microlocalization and leads to global
estimates.

VII.1 Notation
e Let € € (0,1) and hg € (0,¢/2).
o Let E € R and h € (0, ho).
o Let Iy = [E—h,E+hl.

o Let Zgenes Sgene = 0 and agene > 1 be given by the formulas in the statement of Theorem
V2

o Let s30ggc > 0 and agegge > 1 be given by the formulas in the statement of Theorem [V.2]

e Let trp, stp > 0 and arp > 1 be given by the formulas in the statement of Theorem [VI.2]

VII.2 Statement of the results

Let us add an addition assumption on the potential V', that will implies that the operator
—h?A 4+ V has a compact resolvent.

Definition VII.1 (Polynomial growth). A potential V€ C>°(R% R) has a polynomial growth
if it satisfies Definition (L1.3|) and if there exist k € N* and R > 0 such that

Ve e R Vx| > R, V(z) > c(z)F (VIL1)

Theorem VIL2. (i) Let d > 1. Let p(z,&) = |¢> + V(x) with V € C®(R%R) with a
polynomial growth (Definition|VII.1)). For h >0 and E € R, let us define P := p*(x,hD)
and the spectral projector Il by

I, =1 (P S Ih,E) .

Let E € R. Then, there exist C > 0 and hg > 0 such that, for any 0 < h < hg, any
2 < g < oo and any bounded self-adjoint non-negative operator v on LQ(Rd)

||th’YHh ||L‘1/2(]Rd) < Clog(l/h)thene(%d)h—25_qene(q,d) H’YHGagene(q,d)([Q(Rd)) , (VIIQ)

(i) Let d > 2. There exist C > 0 and hg > 0 such that, for any 0 < h < hg, any 2 < g < ©
and any bounded self-adjoint non-negative operator v on L*(R?)

ettt parz (qaers vy piseyy < CR 0D 9| gagoppetan - (VIL3)
(11i) Let d > 2. Under the additional assumption that
VeeRY V(z)=E = V,V(z)#0, (VIL4)

there exist C > 0 and hg > 0 such that, for any 0 < h < hg, any 2 < ¢ < oo and any
bounded self-adjoint non-negative operator v on L?(R?)

Hth'YHh ||L‘1/2({Q:G]Rd . |V($)*E|SE}) S ClOg(l/h)QtTP((Ld)h*ZSTP(qad) HVHGO‘TP(‘?!d) . (VII5>
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Remark 26. The constant C' appearing in the above theorem can be chosen to be uniform in the
energy level E when it varies in a compact set.

Remark 27. One can split the LY?-norm of pri,~m, on {x € R? : |V(z) — E| > €} into two
parts: on the the classically allowed region {x € RY : V(x) < E — &} and on the classically
forbidden region {x € R : V(z) > E+¢c}. When d > 2, there exist C > 0 and ho > 0 such
that for any 0 < h < hg, any 2 < g < 0o and bounded self-adjoint non-negative operator v on
(R,

ot o (zers viw-pa-ay) < Ch> 0D Il gosoptoat g agaay - (VILG)

We will see below that, as one can expect, we have (for any d > 1)
HPHmHh||Lq/2({xeRd V(x)-E>e}) T O 7 llge - (VIL7)
We do not know if one can improve the O(h>) to O(e~/") for some ¢ > 0 in the spirit of Agmon

estimates (c.f. for instance [8, Chap. 6]), since we are dealing with quasimodes and not exact
etgenfunctions.

- tSogee (¢, d) (classically allowed region in (VIL.G))

t(q,d
(A ) trp(q,d) (near turning points (VIL.5))
teene(q, d) (in general (VII.2))
T .
a4t ) .
2(d+3) | FER 3
I, ‘
1
1
1
)
1
!
1
/l ‘
d—2  do1 dt1 1 q
2d  2(d+1) 2(d+3) 2

Figure 8: Concentration logarithm exponent t(q,d) when d > 3

VII.3 Proof of Theorem [VIL.2|

Microlocalization of . We first explain why we only need to consider the microlocalized
density matrix x“II,yII,x" for some y € C°(R? x R?) instead of the full one II;~ITy,.

Let f € C°(R,[0,1]) such that f = 1 on Iy, g and supp f C I.j5 . If we assume that
h € (0, ho], we thus have

I, = f(P).

By fonctional calculus Theorem , f(P) can be written as the Weyl quantization of a symbol
X € S(R? x RY). Furthermore, for all N € N, there exists Yy € C®(R? x R?) and ry €
S (R? x R?%), such that supp Yy C supp f o p (note that supp f o p is compact since p(x, &) — oo

when |(z, )| — 00) and
92(135) = )ZN(fL',g) + h‘NTN(xvg)'

95



Let us write the decomposition
M), = XNIT, + AN e NI, (VILS8)

One the one hand, by the fact that 7\, = O.y/_, »(1) and Kato-Seiler-Simon Lemma [I1.21|applied
to k € N such that k(q/2) > d, for any W € LQ(q/Q)’(Rd)

HhNW"%Hh\ﬁHG%B(Rd))
< BN HW(l - hQA)_’W‘

H(l — hm)k/zr%HhHG ; 1A llso 22z

62(‘1/2)'(L2(Rd)) oo(LZ(Rd

_ 1/2
SJ hN d/ZHWHLQ(q/2)’(Rd) ||7||6/q/2(L2(Rd)) .
By duality, we deduce that for all N € N

lpa—s)mummm, -zl Larzmay < ChN—d M ear2(r2may) -

hence, it remains to estimate pgw 1,411, vy, on various regions with perhaps additional assumptions

onV.

(o) Microlocalized estimates in the classically forbidden region. Notice that since
supp(fop)N({z €R? : V(z) — E > e} x RY) =,

we have
s3I HLq/2(aceRd V(z)—E>e) — O(h%) 17l garz -

By Weyl’s law (Proposition [I1.16)), we have

T Tl oz < Y lgoo [Mallgarz < CA72 |yl go

and thus, we deduce (VIL.7)).

(i) General microlocalized estimates. Note that all (x9,&) € R? x R? satisfy the non-
degeneracy Assumption [2| for the symbol pg := p — E. By Theorem Assumption [I] is thus
satisfied for S = R?xRY, ¢ € [2,0], $ = Sgene(q, d), t = 0 and o = Qgene(q,d)- We apply Theorem
to these parameters (¢, Sgene(q, d), 0, Agene(q, d)) and to x = X, that gives us

||p>~(%Hh7Hh>~(% ||Lq/2(Rd) S C log(]_/h)Ztgene (q7d) h—QSgene(q»d) %

1
X (HHh’thHGagene(q,d) + 2 H(P - E)Hh’YHh(P - E)H@Qgeneﬁlﬂ”)
< Cl 1Og(1/h)2tge11e(Q:d)h_25gene(%d) ||'y||6agcnc(qu) ,

which is exactly (VII.2]).

(ii) Microlocalized estimates in the classically allowed region. Let d > 2. Let § =
{(z,6) e R x R? : |V(z) — E| > e}. Any (z0,&) € S satisfies either the ellipticity condition
pe(0,&) # 0 or Assumption |3| for the symbol pg. By Theorem and Theorem the set
S thus satisfies Assumption [I| for all ¢ € [2,00], 5 = Sg0gge(q; d), t = 0 and o = agogee(q, d). We
apply Theorem to these parameters, Q = {z € R? : |V (z) — E| > ¢}) and x = ¥n. Then,
there exist C > 0 and hg > 0 such that for any 0 < h < hg and 2 < ¢ <

S Ch_zssogge (qu

oty | Lo (v—E>en 171l gasogse @) »

where we got rid of the operator P — E in the Schatten norm by the same method as in the
previous step. We thus get (VIL.3)).
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(iii) Microlocalized estimates near the turning points. Let d > 2. Let S = {(z,¢) €
RIxR? : |V(z) — E| <e}. Any (20,&) € S satisfies either the ellipticity condition pg(zo, &) #
0, Assumption [3] or Assumption [18| for the symbol pg. By Theorem Theorem and
Theorem the set S thus satisfies Assumptionfor all g € [2,00], s = sTp(q,d), t = trp(q,d)
and a = atp(g,d). We apply Theorem to these parameters, Q = {z € R? : |V (2) — E| <
e}) and x = xn. As above, there exist C' > 0 and hy > 0 such that for any 0 < h < hy and
2<g< o0

(1/h)2tTP(qyd) h_2sTP(Q7d

oty | Loz (gv—pi<e) < Clog IVl gorp @

showing (VIL.3).

VIII  OPTIMALITY

In this section, we discuss about the optimality of the concentration exponents s(q, d) and «a(q, d),
appearing in the estimates of Theorem We first explain why the exponents s(q, d) are sharp
for all values of ¢ and d. To do so, we will see that it is enough to consider the one-body case
ranky = 1 for which only the exponent s(q,d) appears. In many cases, this optimality was
known in the literature, but we provide some details here. On the contrary, the optimality of
the exponent a(q,d) is only proved in a restricted range of cases.

VIII.1 One-body optimality

Let V satisfying Definition h >0, P=—-h?A+V and E € R. In this section, we explain
several concentration scenarii of functions wy, which saturate the various one-body LY bounds.
All the saturating scenarii happen in the bulk {V — E' < —&}, meaning that they satisfy lower
bounds of the type

., 1
Junlloq-se-an) = Ch*09 ([l ey + 1P = Bl ) - (VIIL1)

The different saturation scenarii according to the values of s(q,d) are summarized in Figure
and Figures 9] and The optimality of the estimates in the turning point region
{|V — E| < ¢} is much more delicate. In [20], the optimality in the case V() = |#|? is proved
for the estimates in the dyadic regions of size 27h2%/3 (see the proof of Theorem for fixed
j. The optimality in the full region {|V — E| < e} (that is, when we sum over j), as well as the
optimality in the small neighborhood €2,,,2/3 of a turning point seem open to us.

~ h—d/4
g =

4>
|z — o] S hl/2

Figure 9: Concentration of a gaussian groundstate
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Figure 10: Concentration of a zonal-type quasimode

Figure 11: Gaussian beams: concentration around a curve

A Concentration around a point
& — — Gaussian groundstate
—— Zonal-type quasimode
Concentration a curve
----- Gaussian beams

\

| =

d—2 d-1 _d+1

Figure 12: Saturation of s(q,d) for d > 3

VIII.1.1 Gaussian groundstate

We begin with explaining why the exponent sgenc(q,d) is sharp (that is, it cannot be lowered).
We do so, by exhibiting a family of functions that saturates the inequalities in which Sgene(q, d)
appears. We will see that in this case, the saturation scenario happens for functions concentrating
around a non-degenerate local minimum of the potential, exactly like the ground state of a
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harmonic oscillator. Such a construction is well-known (see for instance [16, Chap. 2|, [8, Thm
4.23| and [21, Exemple 2]), but we recall here for completeness.

Proposition VIIL1. Letd > 1 and 2 < q < co. Let p(x,£) := [€°+V (z) where V € C(R%, R)
is as in Definition|VII. 1l For any h > 0, define P = p"(x,hD). Let E € R such that there exists
zo € R such that

V(zg) = F, V.V(xg) =0, 02V (xo) definite positive .

Then, there exist C > 0 and hg > 0, such that the normalized groundstate of the operator

12+ (z = 20, TV To0) (o — 20)

w=x0,4/ 03V (20)(x~x0)
up(z) := (2nVh) "2 det(@iV(xo))_1/4e_< 3h >

associated to the eigenfunction Ay := h Trga \/O2V (z0) satisfies the bound for any h € (0, ho]

a1

_df1_1
lunllgzey = 1. 1P — Eyunlliea < Ch, llunllpogey > (/O 278 (viL2)

The function uy, concentrates around zg at a scale v/h with a height ~ h~=%/4 (c.f. Figure E[)
Remark 28. The previous proposition gives the optimality of the exponent sgene(q, d)

e whend=1: for 2 <q < o0,

e when d=2: for 2 <q < o0,

o when d > 3: for2<q<2d/(d-2).

q )
mg in . More precisely, this proves that one cannot take a smaller s(q,d) in Theorem
[[V Notice that this theorem applies to microlocalized functions, which is not the case for our
quasimode up above. However, since up is an eigenfunction of a Schrodinger operator with a
quadratic potential, there exists x € C°(R? x RY) such that up, = x“up + O(h™) as in the proof
of Theorem . Any point (xo,&) in the support of x satisfies either p(xo,&) # 0 or As-
sumption @ Hence, it shows that {Uh}he(o,ho] actually saturates the bound of Theorem but

in its version of Theorem [IT.2])

Remark 29. In the special case where V is quadratic (meaning that 92V is constant), uy (more

precisely vy, = |up) (up|) saturates also the bound (VIL.2) in Theorem because in this case
it satisfies Ipup, = up. Notice that in this one-body setting, no logarithm appears in this estimate

as we recall in Section [[T

Indeed, recall that in these cases we have sgene(q,d) = % <% — l) which is the exponent appear-

Proof of Proposition [VIIL1. Let 2 < q < oo and h > 0. Let ¢; the normalized gaussian on
L*(R%)

v1(x) = (27T>7d/267|z|2/2.
When we replace the potential |z|* by Vp,(z) := 3 (x — 39,02V (20)(z — 20)) in the harmonic
oscillator, the normalized ground state associated to the eigenvalue A\, = hTrga 1/02V (z9) of
Py := —h%2A + V,,(z) is given by the formula

up(w) = h=¥(det(92V (o))~ o1 (h™2(D2V (20)) /(& — o))
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Moreover, for any compact K neighborhood of g, there exists C(d, K, hg) > 0 such that for
0<h<hpand any 2 < g < 0

[unllpagrey = (det(92V (20))) ™/ *h= 4|1 (h2)(92V (20))* (2 — 20) || La(ie)

(hg /2 22V (w0))~ /A (K +0))

>0

We have for any hy > 0, C' > 0 such that for any h € (0, ho] and any 2 < ¢ < o0

1

lonllzoqusy = €13 (unllaguey + 410 = Mdunlagus )
It remains to show that uy is a quasimode of the operator P — E
(P — E)up, = Or2(h).
By Taylor formula of V at & = g, we have for any = € R?
V(@) = B+ Vi (2) + O(Jz — 20f*).

Thus, one can estimate (V — E — V, Jup

IV = B = Vgl = [0V = B = Ve (w)un(a) d

:/Rd

On the one hand, since {y € R? : y = 29 + Vhr and z € R%, 2| < 1/Vh} c {y e R? : |y| <
xo| 4+ 2} is a compact set of R?, we have by Taylor formula and by ¢; € .(R¢
P

J

sish

§Ch3/
|

sk

<O’ /Rd |z[° ’%((33‘/(330))1/43?)

gdﬁ/‘m%wwW¢u
Rd

TV
<oo

(V — E — Vi) (w0 + Vha)ui (zo + Vha) ’ dzx.

(V = E — Vi) (0 + Vha)ui (z0 + \/Ex)f dz

2
z|° (ul(xo + \/Hx)‘ dx

" (det((@2V (20))) 2
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On the other hand, by the growth assumption (II.1) on the potential V'

/

L
z\>\/ﬁ

(V = E — Vi) (20 + Vha)uy (xo + \/EZU)‘Q dx

= / V(zg+ Vhz) —E+h (z, GgV(xo)x>‘2 ‘Ul(fbg + \/Ex)f dx
|z\>%
k 2
<C ) 1+ ‘1‘0 + \/ESL" + h{z, 92V (z0)z))? ‘ul(mo + \/ﬁa:)‘ dx
|$|>ﬁ

901((5,3‘/(960))1/435)’2 (det((82V (20)))~/2dx

< c’/
|z|>

< c”/ (@) P dz = 0(e") = O(h™).

R
‘$|>\/E

L
vh

Thus,
|V —FE— on)uhHm(Rd) = O(h3/2)'

We finally get

(P — E)up = (Po — Ap)up + Apup + (V — E — Vi )uy,
- OLQ (h)

This concludes the proof. O

VIII1.1.2 Zonal-type quasimode

We now prove the sharpness of the exponent sgogge(q, d) for large values of g. We will see that
the saturation phenomenon is obtained for a sequence of functions concentrating around a point
(with a rate different from the one of the gaussian groundstate of the preceding section). For the
harmonic potential V (2) = |z|?, such functions have already been constructed in [20, Sec. 5.2].
Our example which relies on the Weyl law is valid for a more general class of potentials. It is
inspired by the construction in [29, Eq. (5.1.12)].

Proposition VIIL.2. Let d > 2. Let Ey > 0 such that Eg > minV. Let ¢g := Ey — minV.
Assume that
lim [{z e RY: |V(z) — A <e}| =0 (VIIL3)

e—0

uniformly for X in a neighborhood of Ey. Then, there exist ho > 0, energies {Ep}pe(o.h, C
[Eo — €0/2, Eo + €0/2], € € (0,e0/4) and points {Ton}heony C 1V < En — €} such that the
family of functions defined by

up, = Iy (xo,n, )

where 11, denotes the spectral projector
II;, .= 1(P S Ih,Eh) = 1(P € [Eh —h,Eh+h]),

satisfies along a sequence h, — 0 that for any 2 < g < oo

_(a-1)
lunllp2@ey < Ch™ 2

—(d— d
unl Lo ((wer s va)—By<ey) = (1/C)R™ @ DTG,
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Remark 30. As a consequence, we get that

lim sup hd(1/2—1/q)—1/2 ”uh ||L‘1(:13€]Rd :V(z)—Ep<e)
h—0 HuhHL2(Rd)

> 0,

which proves the optimality of the exponent Sgogee(q,d) (which is equal to d(1/2—1/q) — 1/2
when 2(d+1)/(d — 1) < g < o0) in the estimate (VIL.3).

Remark 31. Assumption (VILL.3|) is satisfied for instance when:
o V. V(xo) does not vanish for the points o € {V = A},
e or when the Hessian 02V (x¢) is non-degenerate for the points xg € {V = A},

for X\ in a neighborhood of Ey. In the first case, we have |{|V — \| < e}| = O(e). We even expect
that the condition holds if for any xy such that V(o) belongs to a neighborhood of Ey, the Taylor
expansion of V' at xg is not identically zero. On the contrary, if V is constant in a neighborhood

of xg, then Assumption (VIIL.3)) is not satisfied.

Remark 32. The lower bound on the LY norm of up comes the pointwise estimate

Ve € RY |z —xop| <ch = |up(x)| > ORI (VIIL4)

In other words, the function uy concentrates around xop at a scale h with a height ~ p—(d=1)

(such that in Figure @) This motivates the name zonal-type quasimode because they concentrate
stmilarly to the zonal harmonics, which are known to saturate the Sogge LY estimates in the same
regime of q. This originally appeared in [20)].

Before proving Proposition we first provide a lemma which is an easy consequence of
the integrated Weyl law, which is well known in the high energy regime and that we state here
in the semiclassical setting. This result gives an interval of size h with the maximal number of
eigenvalues inside. It will also be useful for the many-body optimality.

For any I C R, recall that N}, (I) denotes the number of eigenvalues of P in I.

Lemma VIIL3. Let a < b such that |p~*([a,b])| > 0. Then

lim sup sup RN () > 0.
h—0 JhC[a,b] s ‘Jh|:2h

Proof of Lemma[VIIT.3. Assume by contradiction that

lim sup sup REINL(J,) = 0
h—=0  J,Clab], |Jn|=2h

i.e. for all £ > 0, there exists & > 0 such that for all h € (0,h] and for all interval Jj, C [a,b]
such that |Jy| = 2h
hEING (Jy) < e.

One can cover [a,b] by a finite set of intervals of length 2h :

My,

{7} C [a,0], [a,b] C | ).

For example, for 2h < |b — al, one can take M, = Ub;}fw — 1, define the M), — 1 first intervals

by Jj :=[a+2(j — 1)h,a + 2jh] and define the Mj-th one Jys, := [b— 2h,b].
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Finally,

My,
Ni(la, b)) <> Na(Lj) S Mpeh™ @D ~e|b—a| b7
j=1

When € goes to 0, we get
lim hNy,([a, b)) = 0.
h—0

However, by the Weyl law (Proposition [I1.16) hNj([a,b]) is equivalent to (27)~4|p~'([a,b])|,

which is positive. That is in contradiction with the original assumption. O

Proof of Proposition[VIIT.3. Let R > 0 such that for any A € [Ey — R, Ey+ R], we have (VIIL.3]).
Let cp := min (i, %) Define the intervals Iy := [Ey — coeo, Eo + cogo]. Given the definition of
g0 and co, we have Iy C (minV,00). Thus, [p~!(Iy)| > 0. We begin to take hg € (0, cogo/2) (of
course, we will lower it afterwards). By Lemma |[VIIL.3| (up to a sequence {hy}nen C RY with

hn — 0 when n — oo) there exists hg > 0, {Ep}ne(o,n,) C lo and C' > 0 such that for any
h e (0, ho]

o, | o1 ey = C'h =),

Let € > 0 such that ¢ < dist(Ey — coeo, minV')/2 = (1 — ¢)ep/2. By the L> estimates (see for
instance Theorem [VII.2)), there exists C' > 0 such that for any h € (0, h)

HPHhHLl({W—Eh\ge}) <H{IV - Ep| <€} HPHhHLoo(Rd)

<DV - Byl < e},
By (VIIL3), let us fix € € (0,(1 — ¢p)eo/2) such that C [{|V — Ey| < e}| < C'/2. Besides, by
(VIL.7), there exists C: > 0 such that for any h € (0, ho]
2 ((vs Ey ey < Ch™ @72,

Finally, by the triangle inequality and the previous estimates there exists hg > 0 such that for

any h € (0, ho

o, 121 (v <in—ey) = llom, o way = llom, o v —en<ep) — lom 2 (qvsEu4ey)
] (VIIL5)
> —C'p @D,
— 4

For any h € (0, hol, let us define g} as a maximizer of the function pr, on the compact set
{V < Ej — e}. We thus have for any h € (0, ho]

1
Hh(l'[)’h,xojh) = th(xU,h) > {V < E,—¢}| HIOH};,HLl({VSEh—a})

C'/4
> h—(d—l) — C//h_(d_l)-
- ’{V < E() + 6080}‘

By the definition of u;, and the L* estimate (see for instance Theorem [[V.2)) there exists C' > 0
such that for any h € (0, hg]

1/2 (d_
[unl|2@ay = P, (Ton) < HthHL/OO(Rd) < Op~@-1/2,
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Let us now prove that there exists C7 > 0 and hg > 0 such that for any h € (0, ho]

sup |V I, (2, y)| < Cyh (VIIL.6)
x,y€B (g, pn,h)

This implies that for any h € (0, hg] and for any x € B(fﬁo,h, min(1, %)h)

lup(z)| = [Hp(zop, )|
> Iy (xo,n, xo,n) — [Tk (@0, ) — i 2ok, To,n)|
> 1n(@o,ns won) = VyIln(@on: )| Lo (Bwg ) 12 = Ton

C//
> —_p@d=D),
- 2
That gives us (VIII.4). Let us prove now the estimate (VIIL.6|). Denote
HELO) =1 (—hZA + V(zon) € Ih,Eh) .
For all z,y € R?, we have

%

1
) (@, y) = /
h ( ) (27Th)d Eh—V(xoﬁ)_hg|€|2§Eh_v(x0,h)+h

Hence,
(0) < C —d—1 B, — dj2 E -V _hd/2
vth (x7y) = ‘y’ h ( h V(xO,h)"i_h‘) ( h (xO,h) )+
< |yl Ch™

We next prove that

sup ’Vth(a:, y) — Vyﬂgo) (x, y)‘ <Cch ¢
x,y€B(zq p,h)

by showing that

swp [Ty T <man(ey) = VoIl Ly, 4 (@,9)| < CR7Y,
x,y€B(xo,n,h) -

where for any E € R, T < := 1 (P < E) and TI\'L , := 1 (=h?A + V(z,) < E). Introducing

Kn<p(t,y) =y <p(@on +ha,zon +hy), K\ Lp(e,y) =T (2o + h, 2o + hy),

it is enough to show that

Sup |V K< n(2,9) = Vy Kok g (2,9)] < O,
z,y€B(0,1) =

This is given by [7, Rem. 1.2|. Notice that in this work, the parameter xo; and Ej are in-
dependent of h. However, the result still holds when zg; and £} depend on h in such a way
that they belong to a h-independent compact set and are such that V(zg ) < Ep — d for some
h-independent § > 0. O
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VIII.1.3 Gaussian beams

We now explain the optimality of the exponent sgogee(q,d) for low values of ¢, in the case
V(z) = |z[>. The saturating functions already appeared in [20, Sec. 5.1], and we just provide
the computational details here. This example only works for the harmonic oscillator since the
argument relies on separation of variables. However, we expect that this exponent is also sharp
for more general V', using for instance the argument of [28]. Here, the saturation phenomenon
happens for a family of functions concentrating around a curve, similarly to gaussian beams on
spheres [20].

Proposition VIIL.4. Let d > 2 and 2 < q < oo. Let p(z,&) = |€)* + |z|*. Let Eege > 0. For
any h > 0, define P := p*(x,hD) and Ey := Feye + (d — 1)h. For any n € N, let us denote

hy = Eee/(2n 4+ 1) and o, the normalized eigenfunction associated to the eigenvalue Egye of
the scalar harmonic oscillator —h%ci‘l—; +y? on L2(R). For anyn € N, define
_P

un(z) = (27) D2 d=D/A " m p (21), = (21,2)) € R x R

Then, for all n € N, we have ||up||2(gay = 1, Pup = Ep, uy, and there exists ¢ > 0 and C > 0
such that for n large enough

Hun”Lq({zeRd; |z~ Ep,, <e}) > Chy,

Remark 33. These eigenfunctions concentrate along the curve {x' = 0} at scale Vh in the
orthogonal direction (c.f. Figure . Indeed, due to the well-known asymptotics of the Hermite
functions, pn(x1) is essentially constant (up to oscillations which average out when taking the
L7 norm) for x1 in a neighborhood of 0.

~ h1/2I 8 > T

R B —
~1

Remark 34. This proves the optimality of the exponent ssogge(q,d) for low regime 2 < g
2(d+1)/(d—1) in the classically allowed region and also the optimality of the exponent sp(q, d)

SSogge(q, d) for lower regime 2 < q < 2(d + 3)/(d + 1) around the turning points {V = Ep,} on
Theorem when V() = |z|?, by taking vh, = |un) (tn].

A

Proof of Proposition[VIITI.]] Let ¢ = Eox./2. First, defining for any h > 0

o/ |2

@h,ground(-f/) = (27T)_(d_1)/2h—(d—1)/46_ o

there exists Cy > 0 such that for any h > 0

d—1,d-1

HSOh,groundHLq({x/eRd—l ot |<hY/2}) = Cyqh 4 2q .

On the other hand, by Liouville-Green asymptotics (see for instance Chapter 6 in [23]), we have

for any 21 € [—v/Fexc/2, V/Fexc/2]

(1) Ch, cos (hy! [ VEexe — t2dt) (1 + ep,, (x1))  if nis even,
n\TL) = e i x e
pritl (Bexe — 23)Y/* | sin (hy' i7" VEexe — £2dt) (1 + ep, (z1))  if nis odd,
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where C},, € R be a normalization constant such that lim,,_,o, Cp, > 0 and

HehnHLoo([fx/Eexc/Z,\/Eexc/Q]) = O(hy).
Let us now show that liminf,, o [|n|l£a(j0,6)) > 0 for § = v/ Eexc/2, which then proves the result
since for n large enough
1l Lo (vera - v @) Ery <c) 2 1l La(o,61% Boa s 0.vm))

2 H‘PnHLQ([O,zS])”Sohn,groundHLq(BRd_l(07%))

Suppose for instance that n is even (the cas n odd is similar). For any n € N and any z7 € [0, J],

define o
o (71) 7= (Boge — 22) Y4 cos | b1 V Eexe — t2dt | .
fna (1) 2= ( 1) n
0

Given the estimate on the error term ey, , we have

ln = frnllLago.e) = Ohn).

Let us denote

Z1
S(.’Bl) = / AV4 Eexc — t2dt.
0

Since its derivative S’ is positive on [0, 6], we have
0
ol = [ o) cos (1) " do
0
Z/ |cos (h;lS(xl))}qS'(xl)dxl
0
S(8) S(4)
- / ‘cos (h;ly) ’q dy = / (1 + cos(2h;1y))q/2 dy.
0 0

Since ¢/2 > 1, the function g = (1 + cos(2:))%? is m-periodic and C'. Hence, its Fourier coeffi-

cients
1 hnm )
c(g) = = / e ¥ (t)dt
0

™

are summable over k € Z. As a consequence,

5(5) 1 50) 2iky/h
/0 g(h )y = 3 exlo) /O kvl gy = S(8)co(g) + Olhn),
kEZ

which finishes the proof. O

VIII.2 Many-body optimality

We now turn to the optimality of the Schatten exponent a. We show that the exponent o =
QSogge 18 sharp in the estimates where it appears together with the exponent s = sgogge. The
saturation scenario here is a family of operators v such that p, is delocalized in the bulk region
of the potential. We will see that it happens for the maximal family v = IIj, in the same spirit
as in [I2, Rem. 11]. The optimality of the other Schatten exponents cigene Or arrp (when they are
not equal to aigogge) is a very challenging problem since v = IIj;, does not saturate the inequalities
where they appear.
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Proposition VIIL.5 (Many-body optimality of the Sogge exponent). Let d > 2. Let p(x,§) =
€]> + V(z) with V € C°(R%,R) satisfying Definition . Let Ey > minV such that we have
(VIIL3). Then, there exist ho > 0, {En}he(o,no)) i @ compact neighborhood of Eo on (inf V, 00),
e > 0 and C > 0 such that for any h € (0,ho] and any 2 < q < oo (along a sequence hy, — 0
when n — o0)

”thHL‘I/2({x€R’i :V(x)<Ep—¢}) > Ch_(d_l)v (VIILT7)
where I, denotes the spectral projector Il :== 1 (P € I, g, ).

Remark 35. Due to the L* estimates (VIL2)) in the case ¢ = 0o, we always have ||pp || foo(ray <

Ch=4=1) " Together with (VIILT), this shows that all the LY? norms of pr1, are of the order
h=4=1) i the bulk region {V < Ej — €}, indicating that pm, behaves like a (large) constant in
this region.

Remark 36. This result also proves that the Schatten exponent asogge(q,d) is optimal for in-

stance in the estimate (VIL.3)). Indeed, for v = I, (VIIL.7) shows that the left side of (VII.3)

is of order h= 4=V while the right side is order

h_QSSOQQE(q,d) ”H}ZHG (a.d) 5 h_2sSogge(Q:d)h_(d_l)/aSOQQE(q)d) — h_(d_l)‘

“Sogge

Here, we used that rank(I1,) < Ch=(@=1Y which follows from the fact that

rank (1) = [|pm, | 21 rey = lom, o v <entey) + om0 qvs By 4e))

and the estimates (VIL.2) in the case ¢ = oo and (VIL.T7)).

Proof of Proposition (VIIL5). Let g9 := Ep — minV. Here, we take {Ep}neco,n) C [Eo —
£0/2,Ep + €0/2] and € € (0,e9/4) as in Proposition |[VIIL.2l They are chosen to satisfy the
lower bound (VIIL5). Thus, there exists C’ > 0 such that for any h € (0, hg] and any 2 < ¢ < oo

HPHhHLW({VgEh—g}) > {V <E— 5}’_1/([1/2) HPHhHLl({ngh—e})
> |{V < By + 3e0/4} YYD |l om, | v <, —ep)
> O'p~ -1,
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