
HAL Id: hal-03650758
https://inria.hal.science/hal-03650758v1

Submitted on 25 Apr 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Iterative static ∆B0 field map estimation for
off-resonance correction in non-Cartesian susceptibility

weighted imaging
Guillaume Daval-Frérot, Aurélien Massire, Boris Mailhé, Mariappan S. Nadar,

Alexandre Vignaud, Philippe Ciuciu

To cite this version:
Guillaume Daval-Frérot, Aurélien Massire, Boris Mailhé, Mariappan S. Nadar, Alexandre Vignaud, et
al.. Iterative static ∆B0 field map estimation for off-resonance correction in non-Cartesian suscepti-
bility weighted imaging. Magnetic Resonance in Medicine, In press. �hal-03650758�

https://inria.hal.science/hal-03650758v1
https://hal.archives-ouvertes.fr


F U L L PA P E R

Iterative static ∆B0 field map estimation for
off-resonance correction in non-Cartesian
susceptibility weighted imaging

Guillaume Daval-Frérot1,2,3 | Aurélien Massire1 | Boris Mailhe4 | Mariappan
Nadar4 | Alexandre Vignaud2 | Philippe Ciuciu2,3

1Siemens Healthcare SAS, Saint-Denis,
93210, France
2CEA, NeuroSpin, CNRS, Université
Paris-Saclay, Gif-sur-Yvette, 91191, France
3Inria, Parietal, Palaiseau, 91120, France
4Siemens Healthineers, Digital Technology
& Innovation, Princeton, 08540, NJ, USA

Correspondence
Philippe Ciuciu PhD, NeuroSpin, CEA,
Gif-sur-Yvette, 91191, France
Email: philippe.ciuciu@cea.fr

Purpose: Patient-induced inhomogeneities in the magnetic field cause
distortions and blurring during acquisitions with long readouts such as in
susceptibility-weighted imaging (SWI). Most correction methods require
collecting an additional ∆B0 field map to remove these artifacts.
Theory: The static ∆B0 field map can be approximated with an accepta-
ble error directly from a single echo acquisition in SWI. The main compo-
nent of the observed phase is linearly related to ∆B0 and the echo time
T E , and the relative impact of non-∆B0 terms becomes insignificant with
T E>20ms at 3T for a well-tuned system.
Methods: The main step is to combine and unfold the multi-channel
phase maps wrapped many times, and several competing algorithms are
compared for this purpose. Four in vivo brain data sets collected using
the recently proposed 3D SPARKLING readouts are used to assess the
proposed method.
Results: The estimated 3D field maps generated with a 0.6 mm isotropic
spatial resolution provide overall similar off-resonance corrections com-
pared to reference corrections based on an external∆B0 acquisitions, and
even improved for two out of four individuals. Although a small estima-
tion error is expected, no aftermath was observed in the proposed cor-
rections, while degradations were observed in the references.
Conclusion: A static ∆B0 field map estimation method was proposed to
take advantage of acquisitions with long echo times, and outperformed
the reference technique based on an external field map. The difference
can be attributed to an inherent robustness to mismatches between vol-
umes and external ∆B0 maps, and diverse other sources investigated.

K E YWORD S
SWI, ∆B0 field map estimation, non-Cartesian imaging, compressed
sensing, SPARKLING
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1 | INTRODUCTION

Susceptibility-weighted imaging (SWI) [1] is commonly
used in high resolution brain venography or traumatic
brain injuries for its sensitivity to blood products and
calcium [2]. The magnetic susceptibility of those com-
pounds contributes to local field distortions visible on fil-
tered phase maps. Long echo times (e.g. TE ' 20−40ms
at 3T) are typically used to enhance the susceptibility
contribution, resulting in compromises on slice thick-
ness to reach clinically acceptable scan times. Many
parallel imaging and compressed-sensing (CS) meth-
ods [3, 4, 5, 6, 7, 8, 9] have been proposed over the
last two decades to accelerate MRI acquisitions and
non-Cartesian sampling patterns [10, 11] have recently
gained popularity. In particular, the trajectories based
on the Spreading Projection Algorithm for Rapid K-
space sampLING (SPARKLING) in 2D [11] and 3D imag-
ing [12, 13] can reach acceleration factor (AF) superior
to 15 in scan times compared to fully sampled Carte-
sian imaging in high resolution (0.6 mm) isotropic brain
imaging by taking advantage of all degrees of freedom
offered by modern MR scanners and long observation
windows (i.e. readouts) [13]. However this experimen-
tal setting also results in off-resonance artifacts amplifi-
cation that causes geometric distortions and image blur-
ring [14]. These artifacts are mainly caused by patient-
induced static B0 field inhomogeneities which are es-
pecially pronounced near air-tissue interfaces, for in-
stance close to the oral cavity and the ear canals. Non-
Cartesian sampling patterns tend to be more sensitive
toB0 inhomogeneities causing local k-space inconsisten-
cies over the different gradient directions [15]. There-
fore, specific attentionmust be paid to reduce signal and
detail dropouts in these regions.

Different approaches exist to compensate for off-
resonance artifacts during the acquisitions or later on
in image reconstruction or post-processing. The default
technique integrated in all scanners is the spherical har-
monic shimming [14, 16] that allows the partial miti-
gation of patient-induced static inhomogeneities using
a set of shim coils. A ∆B0 field map is acquired and
minimized with respect to the gradients which are ex-

panded over a spherical harmonic basis (generally up
to the second or third order). This calibration step is
performed quickly using a low resolution map since the
technique does not allow precise correction [17]. Al-
though this approach provides a significant improve-
ment on image quality, a complementary technique is
required in the most demanding setups such as in EPI
[18, 19] or in non-Cartesian imaging that makes use of
long readouts [20, 21, 22, 12, 13]. Recent works have
been proposed to improve this method using more ef-
ficient coil designs [23] that accurately fit the expected
inhomogeneity profiles [24] using complementary data.
Those experimental results permit to achieve improved
correction performances but remain however limited by
the number of shimming coils to be deployed in order
to reach the theoretical limits [25]. For that reason, al-
ternative retrospective approaches are instrumental in
correcting off-resonance effects once the k-space data
has been collected.

In the particular case of Cartesian EPI, a well-
known technique [26, 27] consists in inverting the
gradient direction at every time frame to emphasize
the geometric distortions and thus obtain a deforma-
tion map which can then be directly corrected. This
technique is however difficult to transpose to non-
Cartesian readouts (e.g. spirals [20, 21, 22], rosette [28],
SPARKLING [11, 12, 13]) as the gradient directions
are strongly varying along multiple dimensions simul-
taneously. In such context, a more generic and well-
established method [29, 30, 31, 32, 33] consists in com-
pensating the undesired ∆B0 gradient by modifying the
Fourier operator to integrate the prior knowledge of a
∆B0 field map. This technique can be applied to both
Cartesian and non-Cartesian data at the cost of much
longer (e.g. 15-fold) image reconstruction times.

For multi-echo sequences, the ∆B0 field map can
be directly derived from the acquisitions [14]. For sin-
gle echo sequences, the constraint of knowing the ∆B0
field map has been considered from different perspec-
tives in the literature [34, 35, 36, 37, 38, 39] to avoid
additional medium-to-high resolution multi-echo acqui-
sitions that would counterbalance the goal of acceler-
ating the original scan. A first solution is to integrate
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the multiple echoes into the desired sequences [40, 41],
however they represent an additional constraint on the
pulse sequence design that is not compatible with some
protocols due to their long readouts. This holds in par-
ticular for multishot spiral [22], segmented EPI [18] or
SPARKLING [13] imaging. Post-processing approaches
have thus been developed, notably by the teams that
contributed to the correction method [34, 35]. One of
the most popular approaches over the years initiated
by Sutton et al. [35] is to solve a non-convex optimiza-
tion problem involving the ∆B0 extended signal equa-
tion model during image reconstruction. Recent devel-
opments [36, 37] rely on tight regularizing constraints to
make the solution locally smooth by projecting the gra-
dients onto a set of functions (e.g. 2D Gaussians). Com-
pared to the original implementation [35], this approach
guarantees a successful convergence to a local mini-
mizer. However, the field maps shown in [37] are low
resolution due to the involved smoothing constraints.
Another possibility lies in the simulation of the ∆B0 field
map [38, 39] with mask-sensitive binary anatomy mod-
els, however proposing an accurate mask is challeng-
ing without even considering the model limitations. As
the stated non-Cartesian SWI problem arises from long
readouts centered over long echo times, in this paper
we propose to take advantage of the phase properties
in such context. Indeed the ∆B0 contribution to the
phase maps grows linearly with T E [42] and becomes
significantly dominating while most other contributions
remain constant or decay [14, 43, 44]. The dispropor-
tion reaches a point where it can be assumed that the
phase is equivalent to the ∆B0 field map with minimal
error.

In this work, a pipeline is proposed to convert the
phase map extracted either from a spherical stack
of 2D SPARKLING trajectories [12] or from full 3D
SPARKLING ones [13] into a high resolution 3D ∆B0

field map that is subsequently used to correct the SWI
acquisition for B0 inhomogeneities. These SPARKLING
trajectories were specifically designed for SWI acquisi-
tions with different acceleration factors (as defined later
in Eq. (10)). The iterative procedure requires notably to
address the problems of coil combination [45, 46, 47, 48,

49] and phase unwrapping [50, 51, 52, 53] for which
two and four algorithms respectively were jointly con-
fronted. On four healthy volunteers at 3 Tesla, the ∆B0
field map estimates in the brain are directly compared
to the individually-matched acquired references and the
benefit of this internal estimation is subsequently as-
sessed on SWI brain images after offline image recon-
struction.

2 | THEORY

The simplest model [54] to recover a complex-valued
MR image f from an acquired complex-valued signal s
over time window Tobs at the grid position r from k-
space trajectory k is:

f (r ) =

∫
Tobs

s(t )e i2πk (t )·r d t (1)

The above equation corresponds to an adjoint
Fourier transform of the raw data. However, this model
does not account for the different perturbations of the
signal s that occur during acquisition. A common ex-
tension that allows the recovery of a partially corrected
image f̂ for the undesired effects of B0 field inhomo-
geneities reads as follows:

f̂ (r ) =

∫
Tobs

s(t )e i2π(k (t )·r+∆B0(r )t )d t (2)

The additional gradient term within the exponential
assumes the knowledge of the ∆B0 field map. The most
common method [14] to find it relies on the measure-
ments of phase maps. Indeed, the observed phase φobs
of an MR image f at position r can be linked to the ∆B0
field map as follows:

φobs (r ) ≡ φ(r ) (mod 2π) (3)

φ(r ) = φ∆B0 (r ) + φ∆B±1
(r ) + φBe (r ) + φother s (r ) (4)

where φ∆B0 , φ∆B±1 , and φBe are the phase contributions
emanating from major sources: inhomogeneities in the
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B0 and B1 fields for the first two terms, and Be field in-
duced by eddy currents for the third one. The φother s
term includes the effect of minor sources such as heat-
ing and physiological motion. A common approximation
is to consider ∆B0 related to the echo timeT E through
a linear relationship [14, 42]:

φ∆B0 (r ,T E ) = 2πT E ∆B0(r ) (5)

The common approach to estimate a ∆B0 map is to per-
form acquisitionswithmultiple echo times [14], and con-
sider other phase contributions as constant with respect
to T E . For example, considering two echo times such
thatT E1 <T E2, we obtain:

∆B0(r ) =
φ(r ,T E2) − φ(r ,T E1)

2π(T E2 −T E1)
(6)

This formulation implies that φ must be recovered
fromφobs by solving Eq. (3). Althoughmany unwrapping
algorithms have been proposed in the literature [55, 50,
51, 52, 53], convenient analytical choices are preferred
to reduce the observed wrapping, and thus simplify or
even avoid this step, such as applying a division over
the complex-valued volumes acquired with close echo
times [14]. In contrast, our approach consists in taking
advantage of acquisitions with long echo times to pro-
pose a high resolution ∆B0 map based on the phase im-
age from a single echo SWI acquisition through the fol-
lowing approximation:

∆B0(r ) =
φ(r )

2πT E
(7)

considering that other contributions are almost negligi-
ble for long echo times at high magnetic field for well-
tuned MR scanners [45, 56, 57, 58, 59]. Indeed the ab-
solute error ε in the previous approximation can be de-
composed into individually measurable contributions:

ε(r ) = |
φ∆B±

1
(r ) + φBe (r ) + φother s (r )

2πT E
| (8)

The main component in Eq. (8) is φ∆B±
1
as it includes

both the radiofrequency pulse inhomogeneities and the
coil sensitivities. An optimal coil combination with re-
spect to the signal-to-noise ratio (SNR) can be com-
puted when the coil sensitivity maps are known [45].
Similarly to the ∆B0 map, these sensitivity maps require
an additional acquisition and are therefore usually un-
known. Various methods exist to estimate them from
the acquiredmulti-channel volume [45, 46, 47]. After re-
combination, a constant phase shift φ0 remains undeter-
mined depending on the reference coil [60]. This term
can be simply removed if we assume that a zero-order
B0 shimming is applied and matches the acquisition box
as no constant term is expected any longer. Both coil
combination algorithms and zero-order B0 shimming hy-
pothesis are considered in later experiments.

The additional fields created by the radiofrequency
pulse inhomogeneities and the eddy currents [14, 43,
44] through the MR scanner and the coil are generally
limited for well-designed and calibrated hardware [56,
57]. An experiment on oil phantom proposed in the
supplementary materials (Section S1) suggests an error
inferior to 2 Hz from the eddy currents contribution in
the proposed experimental setup. However, the relative
contribution of both sources increases with the B0 field
strength and may have a significant impact on the ∆B0
estimation at very high magnetic fields [61, 62]. Overall,
the related error at 3 Tesla is expected to be inferior to
10 Hz [45, 56, 57] on average while off-resonance fre-
quencies can reach up to 300 Hz.

Based on the literature, other sources such as heat-
ing [58] and physiological motion [59] can be neglected
for static contributions. Note that the contribution from
heating follows a similar relationship with respect to
T E [58] but is still considered negligible:

φ∆T (r ,T E ) = 2πT E ν α ∆T (r ) (9)

where ν is the Larmor frequency and α the frequency
shift per degree Celsius while ∆T refers to the tempera-
ture variation at voxel r .

Stronger motion such as bulk motion during the se-
quence acquisition could greatly impede the estima-
tion. This issue is considered to be addressed sepa-
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rately, as it would also hinder the overall quality of the
images. Different methods exist to correct motion arti-
facts [63, 64], however the current clinical practice is to
simply repeat the exam. Note that avoiding the∆B0map
acquisition already allows us to ignore potential inter-
acquisitions mismatches caused by such motions. Over-
all, the main contributions to the estimation error ε are
the radiofrequency pulse inhomogeneities, coils sensi-
tivity and eddy currents [56, 57], along with an undeter-
mined constant phase term supposedly close to zero.

Finally, the contribution from magnetic susceptibil-
ity of tissues has to be specifically preserved in the
case of SWI. Indeed the susceptibility information, used
to enhance diverse contrast sensitivities [2], originates
from minor B0 inhomogeneities [1, 14] and thus the es-
timated ∆B0 field map should exclude those contribu-
tions to avoid cancelling them during the off-resonance
correction. Since that information is usually extracted
from high frequencies using filters [1], similar filters can
be used over the ∆B0 field map to remove this informa-
tion from the correction step.

3 | METHODS

Our contribution is threefold: first, different algorithms
for coil combination and phase unwrapping are jointly
studied. Second, the best combination is integrated into
an iterative pipeline aiming to estimate the ∆B0 field
map. Third, this map is used to perform off-resonance
correction on the acquired k-space data. The perfor-
mance of the later is evaluated by comparisons with cor-
rections obtained from external ∆B0 field maps.

3.1 | Coil combination and phase
unwrapping

A particular attention has been paid to the above men-
tioned critical steps, namely the coil combination and
phase unwrapping. Multiple algorithms have been
jointly evaluated in order to reach an accurate and re-
liable estimation.

In regards to the coil combination, the technique de-

veloped by Parker et al. [46] referred here to as vir-
tual coil combination (VCC) appears as the state of the
art among the phase-preserving techniques [60]. An-
other method introduced by Walsh et al. [47], referred
here to as adaptive coil combination (ACC), has been
improved contemporarily by Inati et al. [48] to specif-
ically preserve phase during combination. Both algo-
rithms were internally implemented on graphical pro-
cessing units (GPU) in Python [65] using the CuPy1 mod-
ule [66], with specific modifications to the ACC method
detailed in the supplementary materials (Section S2).

For phase unwrapping, a total of four algorithms [50,
51, 53, 52] were considered to compare different ap-
proaches [67]. Only the method from Ghiglia et al. [50]
was implemented internally on GPU, with noticeable
changes described in the supplementary materials (Sec-
tion S3) to extend it to 3D imaging. The other ap-
proaches were tested on CPU thanks to different open-
source implementations: scikit-image2 [68] in Python
for Herráez et al. [51], the original implementation of
ROMEO3 in Julia [69] by Dymerska et al. [53] and
PyMRT4 [70] in Python for Schofield et al. [52]. The
method from Ghiglia et al. [50] was the only one ob-
served to benefit from masking the phase before appli-
cation, so the others were not masked by default. Addi-
tionally, the method developed by Dymerska et al. [53]
was used along with the magnitude information, as rec-
ommended by the authors.

A qualitative evaluation of the estimated maps by vi-
sual inspection after one iteration was performed over
four volumes. Themain criterionwas to avoid anomalies
in the∆B0 regions and outside the skull where the phase
is locally inconsistent due to a void signal. The second
criterion was to obtain off-resonance values as close as
possible to the acquired ∆B0 map used as reference.

1https://github.com/cupy/cupy
2https://github.com/scikit-image/scikit-image
3https://github.com/korbinian90/ROMEO
4https://github.com/norok2/pymrt

https://github.com/cupy/cupy
https://github.com/scikit-image/scikit-image
https://github.com/korbinian90/ROMEO
https://github.com/norok2/pymrt
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3.2 | ∆B0 field map estimation

The ∆B0 map estimation pipeline is represented in
Fig. 1. First, the non-Cartesian multi-coil k-space data
was compressed using the principal component analysis-
based method proposed by Buehrer et al. [71]. The
channel dimension is reduced to 30 components for im-
age reconstruction, and to 5 components for the ∆B0
map estimation. Then, an adjoint non-uniform fast
Fourier transform (NUFFT) [72] with a pre-computed
density compensation [73] was applied to the 5 com-
pressed channels to produce multi-channel complex-
valued volumes. The different channels were combined
using the ACCmethod [47] and the resulting magnitude
imagewas used to produce a brainmask, then combined
with magnitude and phase images.

At this stage, the observed phase φobs remains
wrapped over the (-π , π] domain. Phase unwrapping
was performed using the algorithm proposed in [50]
which consists in solving a Poisson equation weighted
by the previously computed magnitude image. Finally,
the phasemapswere scaled by 1/2πT E following Eq. (7)
and a low-pass filter was applied using a Hanning win-
dow over the central third of the Fourier domain. This
filtering step is specific to SWI and is carried out to
preserve the susceptibility contributions in the high
frequencies during the ∆B0 correction. This point is
detailed in the supplementary materials (Section S6).
Other contrasts relying on phase information might also
require specific ∆B0 map processing.

A first estimation of the ∆B0 map is thus computed.
For highly accelerated acquisitions (e.g. AF > 15 as de-
fined below in Eq. (10)), the SNR in the ∆B0 regions can
be too low to provide an accurate field map. There-
fore, the process should be iterated to improve the first
estimation as shown in Fig. 1. In the next iterations,
the regular NUFFT operator is replaced by a correcting
pseudo-NUFFT operator [32], combined with the pre-
vious ∆B0 estimation. This step actually consists of in-
terpolating the usually intractable gradient compensa-
tion through a weighted sum of regular NUFFT oper-
ators. The histogram-based coefficients were used as
weights with a number of interpolators L = d(∆B0max −

∆B0min )/25e to maintain an approximation root mean
square error (RMSE) below 10−5. This way, some sig-
nal is recovered in regions where some of the inhomo-
geneities are being removed. The updated ∆B0 map es-
timate provides information about previously missed in-
homogeneities, and is thus added to the previous one(s)
until convergence. Hence, the resulting map is also cor-
rected for geometric distortions caused by B0 inhomo-
geneities. In the following experiments, three additional
iterations were run to reach convergence, based on ex-
periments available in the supplementary materials (Sec-
tion S5).

3.3 | Data acquisition and
reconstruction

A total of four SWI volumes were acquired with non-
Cartesian 3D GRE sequences, each on a different
healthy volunteer at 3T (Magnetom PrismaFIT, Siemens
Healthcare, Erlangen, Germany) with a 64-channel
head/neck coil array. The protocol has been approved
by local and national ethical committees, and written
consent was obtained from the volunteers. Two differ-
ent sampling patterns were used with distinct accelera-
tion factors defined as:

AF =
N × Nz
Nc

(10)

with N the in-plane resolution, Nz the number of slices
and Nc the number of spokes. The recently proposed
3D spherical stack of SPARKLING [12] was used for two
volumes (referred to as #1 and #2) with AF=10, and its
recent extension, namely full 3D SPARKLING [13], was
considered for the other two (referred to as #3 and #4)
with AF=20. All acquisitions were performed with the
following parameters: a 0.6 mm isotropic resolution, a
field-of-view of 24 cm in-plane (N=384) over 12.5 cm
(Nz=208), an observation time of Tobs = 20.48 ms cen-
tered around an echo timeT E = 20ms, a repetition time
T R = 37 ms. For the spherical stack of SPARKLING ac-
quisitions (#1, #2), we used a dwell time δt = 5 µs, and
a number of spokes Nc=8192 that resulted in an acqui-
sition time of 5 min. For the full 3D SPARKLING (#3,
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#4), a smaller dwell time δt = 2 µs was used to balance
the smaller number of spokes Nc=4096 that resulted in
a shorter acquisition of 2 min 30 s. For comparison pur-
poses, an additional reference ∆B0 map was acquired
with a 2DGRE sequence using the following parameters:
an acquisition time of 2 min 43 s (no acceleration), same
field-of-view, a 2 mm isotropic resolution, two echo
times T E1 = 4.92 ms and T E2 = 7.38 ms. Those echo
times allow for an excursion of±203Hz, resulting in one
phase wrap present in all references and unwrapped us-
ing the method proposed by Herráez et al. [51].

MR image reconstruction was performed offline us-
ing the pysap-mri5 software [74, 75] (cf. Fig. 1,
C) which implements 3D self-calibrated compressed
sensing reconstruction (`1-norm regularization in the
wavelet domain using symlet 8 and 3 scales of decom-
position) [76]. The ∆B0 correction was performed using
the approximation described in [32], with the number of
interpolators L chosen as mentioned previously. Over-
all, the volumes were reconstructed considering three
competing strategies: without correction, with correc-
tion based on the acquired ∆B0 field map used as a ref-
erence, and with correction based on the estimated ∆B0
field map. Further details about the offline reconstruc-
tion and correction are given in the supplementary ma-
terials (Section S4).

Finally, SWI specific processing as described in [1]
was applied. The low frequencies were extracted by ap-
plying a Hanning window over the central third of the
k-space, before being removed from the phase image to
obtain a high frequency map, subsequently normalized
to produce a continuous mask. The magnitude image
was multiplied five times by the mask, and a minimum-
intensity projection (mIP) was computed using a thick-
ness of 8 mm. All post-processing was run on a 2560
cores Quadro P5000 GPU and 16GB of GDDR5 VRAM.

5https://github.com/CEA-COSMIC/pysap-mri

4 | RESULTS

4.1 | Coil combination and phase
unwrapping

Different algorithms were considered in the estimation
pipeline for the coil combination and unwrapping tasks,
and results are shown in Fig. 2 and Fig. 3 respectively.
The two coil combination algorithms compared in Fig. 2,
namely VCC (B) and ACC (C), obtain similar perfor-
mances for AF=10 (row 1), while an overall degradation
can be observed at AF=20 (row 2). The front region
close to the sinuses in (B2) with VCC is dominated by
noise, making difficult to estimate even visually the un-
wrapped phase values. On the other hand, the ACC
method produces locally consistent results (C2) with
only some blurring in the regions associated with the
highest off-resonance frequencies, thus obtaining more
reliable phase maps.

The phase maps from Fig. 2 are then unwrapped us-
ing different algorithms and processed to yield the es-
timates shown in Fig. 3, respectively using VCC (rows
1,3) and ACC (rows 2,4) methods on both volunteers
#1 (rows 1,2) and #3 (rows 3,4). Most unwrapping algo-
rithms are consistent with the reference at AF=10 (rows
1,2) except for Schofield et al.’s [52] method (E). How-
ever at AF=20 (rows 3,4), no unwrapping algorithmman-
aged to obtain results close to the reference maps in
one step. Particularly, frequency values seem to drop
significantly in key regions pointed on (C3) and (D3-
4), using respectively Herráez et al.’s [51] and Dymer-
ska et al.’s [53] methods. Such behavior can be detri-
mental to the additional iteration steps. For the other al-
gorithms the field map remains locally smooth, however
its values are underestimated as illustrated in Fig. 3 (B4)
and (C4). An improved estimation is achieved in the in-
ner region in (C4) with the method proposed by Her-
ráez et al. [51], balanced by extreme frequencies outside
the skull on the left side, also observed in (C1) and (D1).
Overall, the approach proposed by Ghiglia et al [50],
shown in Fig. 3 (B), is preferred due to the absence of
detrimental patterns, particularly when combined with
the ACC method [47, 48] shown in rows (2,4).

https://github.com/CEA-COSMIC/pysap-mri
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4.2 | ∆B0 field map estimation

The first estimation step described previously took ap-
proximately 40s to compute on average, with the fol-
lowing details: adjoint NUFFT computation in 16s, coil
combination in 5s, phase unwrapping in 8s, andmasking,
filtering and scaling in 11s. Additional steps may last be-
tween 3 and 5 min depending on the number of interpo-
lators L used for correction, which tends to increase at
each step. Note that the ∆B0 correcting pseudo-NUFFT
operator [32] can be parallelized with more resources to
achieve a duration for additional steps close to 40s as
well. Overall, the estimation time contributes marginally
to the 6 to 8 hours required to perform the state-of-the-
art correction [32].

The intermediate estimation steps are represented in
Fig. 4. For both volumes the low-frequency phase is
progressively canceled over the iterations while the∆B0
map converges. The resulting ∆B0 maps are shown for
all volumes in Fig. 5 along with the acquired reference
maps. The phase images obtained after one correction
step with the acquired maps are shown on row (4). For
each volume, an important phase component remains,
particularly in the bucco-nasal regions. This observed
phase is wrapped from negative to positive values, al-
most reaching an entire 2π cycle that corresponds to an
inappropriate over-correction of 50 Hz (Eq. (5)). A re-
maining phase component from other sources is indeed
expected in Eq. (4) but those regions are specifically as-
sociatedwith B0 inhomogeneities and the values are too
large to correspond to ∆B1 or Be contributions. On the
other hand, the estimatedmaps produce spatially homo-
geneous phase images (see row (6) in Fig. 5). More de-
tails are available in the supplementary materials (Sec-
tion S7).

A comparison between the estimated and acquired
∆B0 maps is proposed for all volumes in Fig. 6. As shown
in the superimposed histograms, the estimated frequen-
cies tend to be lower than the acquired ones, thus con-
firming that references might be over-estimated as ob-
served in Fig. 5. Additionally, this is quantitatively as-
sessed through the linear regression slopes around 0.9.
The distributions are however similar as shown by the

Pearson correlation coefficients R ≥ 0.93. The RMSE
varies from 6.69 Hz for the first volume to 10.80 Hz
for the third volume. A noticeable shift of 7.27 Hz is
observed for the third volume (originating from the ac-
quired map) although it has the highest R value.

A global specific absorption rate (SAR) of 3% was
measured during examinations. Considering a homo-
geneous temperature rise, the heating contribution to
the phase can be roughly estimated around 5 mHz us-
ing Eq. (9) (with ν=127.74 MHz, α=-0.01 ppm/◦C). This
confirms that the temperature contribution to the phase
variation can be neglected for the proposed sequence.

4.3 | ∆B0 artifacts correction

The volumes with SWI processing are displayed in Fig. 7
for AF=10 and Fig. 8 for AF=20 with emphasis on the
bucco-nasal region. Overall, the less affected volume
by the correction is #2 while the more impacted is #1.
This striking difference cannot be explained by acquisi-
tion parameters which were similar for both. Besides
the main artifact, the shape of the anterior region for
volume #1 has indeed become sharper. Stronger arti-
facts are observed in volumes #3 and #4 along with a
larger correction. Quantitative comparisons are avail-
able in the supplementary materials (Section S7). Over-
all, the corrections are improving the image quality for
all volumes although some regions cannot be recovered.

While the corrections obtained with the reference
and proposed ∆B0 maps are similar, some noticeable dif-
ferences persist. On volume #1 (Fig. 7, A), the right part
of the brain visible on the axial and coronal views (A2)
suffers from degradation only present in the reference
correction using the external map. The anterior region
previously mentioned recovers a wider area shown with
dotted lines when using the estimated map. Almost no
difference is visible between the two corrections on vol-
umes #2 and #4 except when comparing the axial slices
(Fig. 7, B-C). Finally, both volumes #1 and #3 demon-
strate a definite advantage of using the proposed ∆B0
field map estimation technique compared to using the
external ∆B0 field map.
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5 | DISCUSSION

An iterative pipeline was established by comparing two
coil combination and four phase unwrapping algorithms
in order to produce a robust∆B0 fieldmap estimate. The
coil combination method fromWalsh et al. [47], further
improved by Inati et al. [48], along with the phase un-
wrapping method developed by Ghiglia et al. [50] and
embedded in an iterative pipeline permit to obtain a sta-
ble ∆B0 estimation that empirically converged in few it-
erations. The resulting maps were observed to be highly
correlated with the acquired maps used as reference.
Improved corrections were generally observed with the
proposed method over the references while none of the
expected sources of error seemed to impact the correc-
tion.

5.1 | ∆B0 field map estimation

The differences observed between the acquired and es-
timated ∆B0 maps have a few distinct causes. The first
one to consider is the quality of the acquired ∆B0 map.
The number of echo times and their proximity in time
can influence the measurements [14] and thus the com-
putation of the ∆B0 map using Eq. (6). While two close
echoes facilitate the phase unwrapping task, as men-
tioned in the Theory (Section 2), a third and more dis-
tant echo can be used to strengthen the linear regres-
sion for peak values, which might otherwise be less ac-
curate [14, 24]. The residual phase shown in Fig. 5 (D)
suggests an over-correction and hence that the acquired
∆B0 field maps are all over-evaluated. Therefore, the dif-
ference observed between acquired and estimated ∆B0
field maps should be considered carefully. Additionally,
a mismatch between the external and estimated field
maps could also be caused by inter-scan motion, but
would not explain the overall lower values in the pro-
posed estimation. The resolution was also suspected to
impact the correction [77], but experiments proposed
in the supplementary materials (Section S6) showed al-
most no difference when downsampling the ∆B0 map
estimates. Overall, the external ∆B0 field maps could be
improved in order to provide a better quality assessment

of the ∆B0 map estimation algorithm.

The second element to take into account is the mod-
eling error ε involved in Eq. (8). Besides the contribu-
tions from the ∆B1 and Be fields, the hypothesis of zero-
order B0 shimming was not systematically respected as
observed in Fig. 6 through the different constant shifts
in the linear regressions. For three volumes, a variation
of less than 2 Hz is observed while almost 8 Hz are
reached with volume #3. However this difference does
not seem to imbalance the correction, as this volume still
presents clear improvements using the proposed estima-
tion over the reference.

Finally, the last possible explanation for the observed
difference are the methods used in the estimation
pipeline. The strongly accelerated acquisitions (AF=20)
showed phase degradation near the bucco-nasal region,
but still converged to a similar quality of ∆B0 map esti-
mates as those obtained at AF=10. However, as pointed
out in [60], the selected method by Ghiglia et al. [50] is a
non-exact method which removes some spatial compo-
nents of the phase. It could cause the lower estimated
frequencies observed in Fig. 6, but would not explain
that phase residuals are present in the references rather
than in the proposed correction in Fig. 5. An iterative
solution allowed us to favor the robustness of the un-
wrapping algorithm over its accuracy, but more recent
methods could be explored to obtain a better compro-
mise in fewer iterations [60, 78].

5.2 | ∆B0 artifacts correction

In terms of image quality, two volumes (#1, #3) under
study showed a clear advantage in using the proposed
method. In contrast, for the other two (#2, #4) almost no
difference was observed with the references (Fig. 7 and
Fig. 8). Volume #4 represents the worst estimation case,
as it also has the lowest correlation coefficient between
the acquired and estimated ∆B0 maps (Fig. 6). On vol-
ume #1, the degradation brought by the reference cor-
rection on the right side of the brain (Fig. 7, A2) could be
explained by unexpected inter-scanmovements causing
a mismatch between the map and the SWI volume. The
proposedmethod overcomes such issue as the∆B0 map
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is internally extracted from the same data set. Besides
the partial correction with both the acquired and esti-
mated ∆B0 maps, no spatial degradation that could be
attributed to the pipeline or the ∆B1 and Be fields has
been observed. The above mentioned sources of error
seem less impactful than the gain issuing from high res-
olution, robustness to motion and reduced acquisition
time.

6 | CONCLUSIONS

MR imaging contrasts based on long readouts tend to
suffer from B0 inhomogeneities and thus from signal
dropout, especially in non-Cartesian acquisitions used
to reach shorter scan times. On the other hand, long
echo times such as in SWI facilitate the estimation of
a ∆B0 field map that can be further used for artifact
correction as proposed in this paper. The proposed ap-
proach actually relies on the internal phase measure-
ments during SWI acquisition and on some tenable as-
sumptions in regard to its main contributions to produce
a high resolution and robust-to-motion ∆B0 field map
in a few minutes only. This approach can be used a
posteriori during the image reconstruction step and can
deliver equivalent to improved corrections compared
to the reference, which requires itself additional scan
time. The estimation duration could be reduced in the
future by improving the different pipeline steps with
more advanced coil combination or phase unwrapping
algorithms. Lastly, future work could focus on inte-
grating optimization-based estimation methods to ac-
count for bulk motion, or on extending this work from
static imaging to EPI, similarly to recentworks byDymer-
ska et al. [19].
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F IGURE 1 Pipeline for ∆B0 iterative estimation followed by SWI reconstruction.
The pipeline represents the overall process of ∆B0 estimation (A, B) and the reconstruction with B0 inhomogeneity
correction (C). A simplified version is displayed in the upper left corner for clarification purpose. In block (A), the
under-sampled acquired k-space is transformed into a complex-valued volume, then converted in block (B) into the
required ∆B0 field map. Blocks (A)-(B) can be looped over for a few iterations to ensure a robust estimation (blue
arrows) by adding residual estimations from each step (orange-circled blue plus sign). The produced field map is then
used along with the under-sampled k-space in block (C) to obtain the corrected SWI volume.
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F IGURE 2 Comparison between coil combination algorithms from one-step reconstruction.
Two algorithms are compared one another to combine the 5 channels used during the ∆B0 map estimation process
over volunteer #1 (1) with AF=10 and volunteer #3 (2) with AF=20. The magnitude (A), displayed to help identify
the ∆B0 artifacts, was considered identical in both cases. The phases obtained using the VCC algorithm (B) and the
ACC algorithm (C) are shown to compare the degradation of the information caused by B0 field inhomogeneities in
both cases.
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F IGURE 3 One-step estimations using different coil combination and phase unwrapping methods.
Different algorithms are compared one another to estimate the ∆B0 maps over two volumes from the phase maps
shown in Fig. 2: top rows (1,2) are obtained from volunteer #1 with AF=10, and bottom rows (3, 4) are obtained
from volunteer #3 with AF=20. The virtual coil combination (1,3) and the adaptive coil combination (2,4) techniques
are used to obtain the wrapped phase maps. Different unwrapping algorithms are then used in all four situations to
produce maps (B)-(E) close to those acquired one (A): Ghiglia et al. [50] (B), Herràez et al. [51] (C),
Dymerska et al. [53] (D) and Schofield et al. [52] (E). Note that all ∆B0 field maps were masked post-estimation.
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F IGURE 4 Iterative estimation using the selected pipeline.
The four-iteration estimation process is illustrated from columns (A) to (D) over two volumes to show the evolution
of their ∆B0 map estimates: top rows (1-3) are obtained from volunteer #1 with AF=10, and bottom rows (4-6) are
obtained from volunteer #3 with AF=20. Rows (1) and (4) correspond to the magnitude images, rows (2) and (5) to
the wrapped phase images, and rows (3) and (6) to the iterative estimated ∆B0 field maps obtained from (1,2) and
(4,5), respectively.
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F IGURE 5 Comparison of the ∆B0 field maps and the resulting phase images.
All four volumes are displayed from left to right in columns (A) to (D), respectively. Rows (1) and (2) correspond to
the uncorrected magnitude and phase images, (3) to the acquired ∆B0 field maps used to produce the corrected
phase images (4) after one iteration, and (5) to the estimated ∆B0 field maps used to produce the corrected phase
images (6) after one iteration.
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F IGURE 6 Comparison between acquired and estimated ∆B0 maps.
The acquired and estimated ∆B0 field maps are confronted one another through superimposed histograms (A) and
linear regressions (B) over the spherical stacks of SPARKLING acquisitions (1,2) with AF=10 and the full 3D
SPARKLING acquisitions (3,4) with AF=20.
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F IGURE 7 Comparison of ∆B0 correction with acquired and estimated maps for AF=10.
The different volumes obtained from the spherical stack of SPARKLING acquisitions on volunteers #1 and #2 with
AF=10, SWI processing and a 8 mm minimum intensity projection (mIP) are displayed on the left column (A) and
right column (B) respectively, according to the following conventions: without ∆B0 correction in row (1), corrected
using acquired ∆B0 field maps in row (2), corrected using the estimated ∆B0 field maps in row (3). Different artifact
and correction details are pointed out using the following color-coded arrows: artifacted (red), mitigated (orange)
and corrected (green). The dotted lines overlaid to the frontal lobe in the axial views of column (1) are used to
project the edges from (A1) onto (A2) and (B3) for comparison purpose.
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F IGURE 8 Comparison of ∆B0 correction with acquired and estimated maps for AF=20.
The different volumes obtained from the full 3D SPARKLING acquisitions on volunteers #3 and #4 with AF=20, SWI
processing and a 8 mm minimum intensity projection (mIP) are displayed on the left column (A) and right column (B)
respectively, according to the following conventions: without ∆B0 correction in row (1), corrected using acquired
∆B0 field maps in row (2), corrected using the estimated ∆B0 field maps in row (3). Different artifact and correction
details are pointed out using the following color-coded arrows: artifacted (red), mitigated (orange) and
corrected (green).
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