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Centralized Traffic Control via Small Fleets
of Connected and Automated Vehicles

Chiara Daini1, Paola Goatin2, Maria Laura Delle Monache3 and Antonella Ferrara4

Abstract— In this paper we propose a model for mixed
traffic composed of few Connected and Automated Vehicles
(CAVs) in the bulk flow. We rely on a multi-scale approach,
coupling a Partial Differential Equation describing the overall
traffic flow and Ordinary Differential Equations accounting
for CAV trajectories, which act as moving bottlenecks on
the surrounding flux. In our framework, CAVs are allowed
to overtake (if on different lanes) or merge (if on the same
lane). Controlling CAV desired speeds allows to act on the
system to minimize any traffic density dependent cost function.
More precisely, we apply Model Predictive Control to reduce
fuel consumption in congested situations. In particular, we
observe how the CAV number impacts the result, showing
that low penetration rates are sufficient to significantly improve
the selected performance indexes. The outcome of this paper
supports the attractive perspective of exploiting a small number
of controlled vehicles as endogenous actuators to regulate traffic
flow on road networks.

I. INTRODUCTION

New technologies are impacting how we operate, control
and manage traffic. More specifically, the adoption of more
technologically sophisticated vehicles might revolutionize
the way in which we look at traffic. Connected and automated
vehicles (CAVs) are expected to dominate the market of
vehicles in the next future, so it is fundamental that we
understand how they interact with the overall traffic and
how they can be leveraged to improve traffic conditions and
safety.
In the past few years, several researchers started looking at
how CAVs would impact traffic flow and how it is possible
to use them to control the human-driven counter-part to
mitigate congestion and improve throughput. In particular,
studies focused on understanding the impact of CAVs on
traffic emissions both from a theoretical point of view [1]–
[6], and from an experimental side [7].
The field experiment described in [7] showed that even a
small percentage of automated vehicles among the traffic can
bring benefits to the whole system, by dissipating stop-and-
go waves, improving the throughput and reducing traffic flow
emissions and consumption.
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From the modeling and control points of view, the idea of
using vehicles as moving actuators in the form of moving
bottlenecks was introduced in [6], [8] and [1]. In [6], the
authors use a single vehicle as a control actuator for the over-
all traffic, implementing a Model Predictive Control (MPC)
strategy to reduce the global fuel consumption of vehicles.
The authors show a reduction in traffic flow emissions related
to a reduction in congestion caused by a fixed bottleneck
located downstream. In [1] and [2], a CTM approach is
applied to use CAVs as traffic control actuators. The CAV
changes its speed according to a specific control that allows
to reduce the overall traffic congestion and the average travel
time. This idea was then expanded by the same authors to
include truck platoon merging in [3] and several vehicles in
[4], [5]. All of these works focus on improving the energy
footprint of traffic by either dissipating stop-and-go waves
or reducing traffic congestion. In [4], the authors create
specific moving bottlenecks to reduce the congestion and to
allow traffic at free flow in the fixed bottleneck, while in [5]
the same concept is exploited by using truck platooning. A
similar goal is tackled by [9] using a different approach based
on a data-driven cruise control in a microscopic framework.
We remark than none of these works include overtaking
situations among the controlled moving bottlenecks.
In this paper, the CAVs are distributed on several lanes and
they are allowed both to merge and to overtake. This is
a step forward with respect to the current state of the art
about traffic flow optimization strategies based on controlled
CAVs. To our knowledge, moving bottleneck overtaking was
introduced only in [10], through a different modeling frame-
work and for different optimization purposes. The proposed
model, apart from being useful to design the optimization-
based control exploiting the small fleet of CAVs, is also
useful to develop a simulation environment to model general
interactions among CAVs and the overall traffic, and which
enable to use CAVs as control actuators with the goal or
reducing the overall traffic emissions.
The paper is organized as follows: Section II details the
model framework, providing a mathematical description of
the fully coupled PDE-ODE model and the interactions
among CAVs. Section III illustrates the control framework
and the MPC algorithm, while Section IV describes the
numerical scheme and shows the results of the numerical
experiments.
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Fig. 1: Quadratic fundamental diagram.

II. DESCRIPTION OF THE MATHEMATICAL
MODEL

The mathematical model used in the present investigation
is the classical Lighthill-Whitham-Richards (LWR) equation
[11], [12], a macroscopic first-order model based on the
principle of conservation of the number of cars and on a
phenomenological closure relation between traffic density
and mean velocity. Macroscopic models, also called hydrody-
namic models, describe the traffic flow as a fluid, reproducing
the spatio-temporal evolution of aggregated quantities. The
macroscopic quantities involved in the model are the follow-
ing:
• the traffic density ρ = ρ(t, x), defined as the number of

vehicles per unit length of the road (veh/km);
• the flow f = f(t, x), defined as the number of vehicles

passing the cross-section at location x per unit time
(veh/h);

• the mean speed v = v(t, x), which is the arithmetic
mean speed of the vehicles passing the cross-section
per unit time (km/h).

The above quantities are linked by the hydrodynamic flow
relation f = ρv. Assuming v = v(ρ), the scalar conservation
law expressing the mass conservation reads

∂ρ

∂t
+
∂f(ρ)

∂x
= 0, (1)

where the fundamental diagram f = f(ρ) = ρv(ρ) expresses
the flux as a function of the density. In the last decades,
several studies have been carried out and different fundamen-
tal diagrams have been proposed to describe the real world
traffic in the most accurate way, see e.g. [13], [14]. In this
paper, we consider the model proposed by Greenshields [15]
that assumes a linear decreasing dependence of the speed on
the traffic density

v(ρ) = V
(

1− ρ

R

)
, (2)

where V denotes the maximal speed and R the maximal
(bump-to-bump) density on the road. As a result, the funda-
mental diagram is a quadratic function (see Fig. 1)

f(ρ) = V ρ
(

1− ρ

R

)
, (3)

attaining its maximum at ρcr = R/2. We note that our
approach could be extended to any fundamental diagram
f : [0, R] → R+ with f(0) = f(R) = 0, which is concave
in the free-flow interval [0, R/2].
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Fig. 2: Left: CAV speed depending on downstream traffic
density. Right: reduced flow at CAV position.

The presence of slow moving vehicles and their interactions
with bulk traffic, has been studied by several authors, see
e.g. [1], [16]–[20]. Here we extend the model proposed
in [21] and then developed in [22], [23], which consists in the
LWR equation describing the general evolution of the traffic
density and an Ordinary Differential Equation (ODE) which
takes into account the CAV trajectory. The fully coupled
PDE-ODE model including several CAVs writes:

∂

∂t
ρ (t, x) +

∂

∂x
f (ρ (t, x)) = 0, (4a)

ρ(0, x) = ρ0(x), (4b)

f(ρ(t, 0)) = fin(t), (4c)

f(ρ(t, L)) = fout(t), (4d)

f (ρ (t, y`(t)))− ẏ`(t)ρ (t, y`(t)) ≤
αR

4V
(V − ẏ`(t))2, (4e)

ẏ`(t) = min{u`(t), v(ρ(t, y`(t)+))}, (4f)

y`(0) = y0
` . (4g)

In (4), x ∈ [0, L], L > 0 being the length of the road
stretch considered, t ∈ [0, Tf ] the time interval and ρ0 the
initial traffic density. The time-dependent variables y` =
y`(t), ` = 1, . . . , N , represent the N CAV positions, whose
desired speeds are the controlled time dependent variables
u` : [0, Tf ]→ [0, V ], ` = 1, . . . , N . Each moving bottleneck
therefore moves at its maximal speed until the downstream
traffic density ρ(t, y`(t)+) allows it, and it adapts to the sur-
rounding traffic velocity when the average speed decreases
(Fig. 2, left). In particular, CAVs cannot change lane to
overtake the cars, but can overtake each other if they belong
to different lanes. Moreover, each automated vehicle acts as
a moving capacity constraint and this is expressed by the
relation (4e), where α ∈ ]0, 1[ is the reduction rate of the
road capacity due to the presence of the vehicle itself, here
set to α = (M−1)/M , where M ∈ N denotes the number of
lanes. When active, the constraint induces the formation of
a non-classical discontinuity in the traffic density, moving
with speed u`(t) with upstream density value ρ̂u`(t) and
downstream density ρ̌u`(t) (see Fig. 2, right).
Our modeling framework allows to take into account inter-
actions between the automated vehicles, that happen when



yi(t̄) = yj(t̄), for some i, j = 1, . . . , N , i 6= j and
t̄ ∈ [0, Tf ]. For simplicity, we assume that each vehicle can
occupy only one lane and we do not allow lane changing.
We can therefore have two types of interactions, depending
if the vehicles share the same lane or are on different lanes:
• If the vehicles are on the same lane, the upstream

vehicle travelling with higher speed will adapt to the
preceding vehicle and follow it: we get yi(t) = yj(t)
and ui(t) = uj(t) for t ≥ t̄.

• If the vehicles are on different lanes, the faster simply
overtakes the slower.

Besides, the constraints (4e) continue to act after the inter-
action, see Fig. 3.
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Fig. 3: Examples of interacting CAV trajectories (bold lines).
Left: same lane. Right: different lanes.

III. CENTRALIZED CONTROL OF FLEETS
In order to optimize the entire traffic, considering a se-

lected functional, we design a centralized control of a fleet
of N CAVs. The aim is to compute an “optimal control”
u∗ = (u∗1, . . . , u

∗
N ) : [0, Tf ] → RN minimizing a chosen

performance index (the cost function). Aiming at reducing
fuel consumption and the associated pollutant emissions in
case of traffic congestion, we concentrate here on the Total
Fuel Consumption (TFC) introduced in [8] and later consid-
ered in [6], [24], which is defined as TFC(ρ) = ρFC(ρ),
where, due to the first order modeling setting not accounting
for accelerations, it is assumed that the fuel consumption
rate FC(ρ) = K(v(ρ)) is described as a function of the
traffic density through its relation to the average traffic speed.
This dependence relation is approximated by a sixth order
polynomial K(v), that expresses the fuel consumption as a
function of the speed:

K(v) = 5.7 · 10−12 · v6 − 3.6 · 10−9 · v5

+ 7.6 · 10−7 · v4 − 6.1 · 10−5 · v3

+ 1.9 · 10−3 · v2 + 1.6 · 10−2 · v + 0.99.

(5)

Above, K(v) is expressed in [Liters/hr] and v in [km/hr].
A Model Predictive Control (MPC) approach has been

selected, since it can deal with nonlinear systems, multi-
criteria optimization and constraints [25]. The MPC is a
method of process control that computes the optimal value of
the defined control variable based on the selected functional
cost over a predicted evolution of the system. The mentioned
predicted evolution is obtained through an optimisation al-
gorithm requiring, at each iteration step, a simulation of the

system (4). The control acts on the values of the fleet vehicle
speeds, modifying it according to the prediction. At the k-
th iteration step, we compute the optimal (constant) speed
value u∗` (k) for each CAV, taking the current density value
ρ(tk, ·) as the initial datum in (4) over a fixed time horizon
[tk, tk + ∆T ], with ∆T = 15 min:

u∗(k) = arg min

{∫ tk+∆T

tk

∫ L

0

TFC(ρ(t, x))dxdt

}
, (6)

subject to (4) and to the constraints

umin ≤ u` ≤ umax, ` = 1, . . . , N. (7)

The problem is solved via a receding horizon approach. The
optimization horizon is set to 15 minutes and the computation
step, in which the optimal control is applied, is set to 5
minutes. This means that at any iteration the optimal speed
vector u∗(k) is computed on the time interval [tk, tk + ∆T ],
with ∆T = 15 min, and then applied to the controlled
vehicles for the time interval [tk, tk + ∆τ ], with ∆τ = 5
min and the traffic density and CAV’s positions at time
tk+1 = tk + ∆τ are used to initialize the next iteration step.
We refer to Algorithm 1 for an overview of the procedure.
The optimization problems have been solved using the MAT-
LAB function fmincon, a gradient-based method that is
designed for non-linear constrained problems, initialized with
the optimal velocities computed by bayesOpt, a Bayesian
optimizer which uses a Gaussian process model to minimize
the objective function, thus better exploring the admissible
control domain, to avoid local minima.

Algorithm 1 MPC algorithm
Data: Input initial traffic density ρ0, CAV positions y0

` and
velocities u`(0), time horizon Tf , optimization time
interval ∆T , simulation time interval ∆τ

Result: CAV optimal velocities u∗` (k)
while tk ≤ Tf do

for t ∈ [tk, tk + ∆T [ do
Solve (6) - (4) for optimal solutions u∗` (k)

end
for t ∈ [tk + tk + ∆τ [ do

Apply (4) with the optimal solution u` ← u∗` (k)
end
tk ← tk + ∆τ and update the traffic variables ρ(tk),
y`(tk) and u`(tk)

end

The practical implementation requires the knowledge of
the traffic density distribution and the CAV positions and
velocities on the considered road stretch at each iteration
time tk, as well as (a prediction of) the inflow fin(t) and
outflow fout(t) for t ∈ [tk, tk + ∆T ].

IV. NUMERICAL SIMULATIONS

A. Numerical scheme

We briefly describe the approximation method used to
solve the coupled PDE-ODE model (4). The scheme is



composed of two parts: first, we discretize the PDE (4a)
with the constraint (4e) and then we solve numerically the
ODEs (4f).

1) Numerical scheme for PDE (4a) with constraint: To
approximate the LWR model, we use the reconstruction
scheme introduced in [26]. It uses a conservative finite
volume scheme for the constrained hyperbolic PDE using
a flux reconstruction technique at the constraint locations.
Let ∆x and ∆t be the fixed space and time steps satisfying
the Courant-Friedrichs-Lewy (CFL) condition [27]:

V∆t = 0.9 ∆x,

and set xj−1/2 = j∆x, xj = (j+ 1/2)∆x for j = 0, . . . , J ,
with x−1/2 = 0, xJ+1/2 = L, and tn = n∆t for n ∈ N.
The numerical scheme consists in the following steps:
• Step 1. Approximate the initial data ρ0 with piece-wise

constant functions ρn0 = {ρn0,j}Jj=0.
• Step 2. Locate the cell position Cm`

of the `-th CAV
at time tn, ` = 1, . . . , N .

• Step 3. Compute the Godunov numerical fluxes [28] at
the cell interfaces Fn

j+ 1
2

= F (ρnj , ρ
n
j+1), which in this

case can be derived using the supply-demand formula

F (ρnj , ρ
n
j+1) = min{D(ρnj ), S(ρnj+1)}, (8)

where

D(ρ) = f(min{ρ, ρcr}), S(ρ) = f(max{ρ, ρcr})

(as in the Cell Transmission Model [29]).
• Step 4. For ` = 1, . . . , N , if the constraint (4e) is

not satisfied for the Riemann solution corresponding to
ρnm`−1, ρnm`+1, then we assume a moving bottleneck
at x̄m`

= xm`−1/2 + dnm`
∆x ∈ Cm`

with dnm`
=

ρ̌un
`
− ρnm`

ρ̌un
`
− ρ̂un

`

and go to Step 5. Otherwise, if the con-

straint (4e) is satisfied, move directly to Step 6.
• Step 5. If 0 ≤ dnm`

≤ 1, then

– Compute ∆tnm`
=

1− dnm`

un`
∆x.

– Replace Fn
m`− 1

2

and Fn
m`+ 1

2

by

Fn
m`− 1

2

= F (ρnm`−1, ρ̂un
`
) and

∆tFn
m`+ 1

2

= min (∆tnm`
,∆t)f(ρ̌un

`
) +

max (∆t−∆tnm`
, 0)f(ρ̂un

`
).

• Step 6. For j = 0, . . . , J , update the density with the
conservative formula

ρn+1
j = ρnj −

∆t

∆x

(
Fnj+ 1

2
− Fnj− 1

2

)
, (9)

where the boundary numerical fluxes Fn− 1
2

and
Fn
J+ 1

2

are computed setting D(ρn−1) = fin(tn) and
S(ρnJ+1) = fout(t

n) in (8).
Above, we set un` = u`(t

n). Remark that, when in the same
cell, the moving bottlenecks are treated sequentially one after
the other, first those which are not active (i.e. satisfy (4e)),
then those which are active (violating (4e)).

Connected and automated vehicle (CAV)

Fixed
bottleneck

Human driven vehicle (HDV)

Fig. 4: Simulation framework

2) Numerical method for the ODE: To track the CAV
trajectories, at each time step, we update the positions yn`
of the `-th CAV using an explicit Euler scheme yn+1

` =
v(ρn)∆tn + yn` for ` = 1, . . . , N .

B. Numerical results

We consider a section of highway of length L = 50 km
with M = 3 lanes (we set α = 0.6), uniform road conditions
with no on- or off-ramps or other inhomogeneities (see Fig.
4). The maximum speed and maximum density have been
chosen equal to, respectively, V = 140 km/h and R = 400
veh/km (considering 5 m of average vehicle length and its
50% of safety distance). As initial datum, we consider a
constant density ρ0 = 0.3R. The simulation time horizon Tf
has been set equal to 1 hour.
The boundary conditions are given by the following inflow
fin(t) and an outflow fout(t):

fin(t) =

{
fmax if t ≤ 0.5Tf ,

0 if t > 0.5Tf ,
(10)

fout(t) = 0.5 fmax ∀t ∈ [0, Tf ], (11)

where we have set fmax = maxρ∈[0,R] f(ρ) = f(R/2)
the maximal flow on the road. Condition (11) mimics the
presence of a fixed bottleneck at the end of the road, inducing
a backward moving congestion whose effects we aim at
reducing.

The tests have been performed on fleets of up to 10 vehi-
cles, initially placed at fixed locations for each simulation.
We initially assigned a velocity of 50 km/h to each CAV and
we distributed them homogeneously on the road, such that
y0

1 = 4, 5 km and y0
` = y0

`−1 + 4, 5 km. Moreover, CAVs
were assigned sequentially to different lanes 1 to 3.
The cost functional TFC underwent two optimization pro-
cedures, one optimizing the CAV speeds on the whole time
horizon of 1 hour and the other using the MPC strategy
described in Section III, taking umin = 30 km/h, umax =
100 km/h as control bounds in (7). Fig. 5 shows the two
trends: one can observe that the 1 hour optimization is
regularly decreasing as the number of CAVs increases, and
it seems to stabilize approaching to the maximum number
of vehicle we considered. On the other hand, the MPC
optimization is less effective and its trend is less stable,
but it still shows a decreasing tendency with the increasing
number of vehicles. This difference can be attributed to
the different prediction horizons of the two optimizers.



Fig. 5: TFC optimizations varying the CAV fleet sizes

Nevertheless, MPC uses a more realistic approach, updating
traffic evolution every 5 min, and making predictions on a
shorter time horizon.

TFC 1 hour opt. TFC reduction
[liters/h] %

Uncontrolled 2.7647 ·104 0
1 CAV 2.6573 ·104 3.88
5 CAVs 2.6071 ·104 5.70
10 CAVs 2.5856 ·104 6.48

TABLE I: Comparison between total fuel consumption 1
hour optimization results for different CAV fleet sizes.

TFC with MPC TFC reduction
[liters/h] %

Uncontrolled 2.7647 ·104 0
1 CAV 2.6941 ·104 2.56
5 CAVs 2.6856 ·104 2.87
10 CAVs 2.6680 ·104 3.49

TABLE II: Comparison between total fuel consumption MPC
results for different CAV fleet sizes.

Fig. 6: Traffic density with MPC on a fleet of 5 CAVs

In Tables I and II, we show the percentage of fuel
consumption reduction as the number of CAVs in the fleet

Fig. 7: Traffic density with MPC on a fleet of 9 CAVs

Fig. 8: Traffic density with MPC on a fleet of 10 CAVs

1 CAV 5 CAVs 10 CAVs
Velocity [km/h] 53.55 52.89 51.97

54.72 55.16
54.63 56.77
56.00 56.57
56.85 55.82

58.00
51.82
56.74
52.81
56.17

TABLE III: Optimal velocities for 1 hour optimisation with
different CAV fleet sizes.

increases. Simulations evidence that a larger fleet leads to
increased reduction of the functional cost analyzed, but the
rate of improvement decreases as the number of CAVs
increases. Table III and Fig. 9 show the optimal velocities
applied to the CAVs for specific fleet sizes.
Figures 6, 7 and 8 show the optimal traffic density space-
time evolution and the optimal CAV trajectories. We see that
the red region, corresponding to the traffic jam caused by
the bottleneck at the end of the road, is reduced by the
CAV action. At the same time, moderate congestion can
be observed upstream CAVs, due to the corresponding road
capacity reduction. Once in congestion, CAVs are forced to
slow down and adapt their velocity to the average one. In
Figures 7 and 8, it is possible to see interactions of vehicles
travelling on different lanes, where the faster overtakes the
slower. In both cases, they are the 4th and the 5th CAVs,



Fig. 9: Optimal control velocities computed by MPC on a
fleet of 10 CAVs

respectively in lane 1 and lane 2.

V. CONCLUSIONS

In this paper, we investigated the advantages of mixed
traffic solutions, where CAV fleets act in a consistent way
on the fuel consumption of the entire flow and hence decrease
the overall pollution produced by the overall traffic. The
MPC is here acting as a centralized control on all the CAVs
regarded as actuators. As future work, we plan to extend
this approach to decentralized controls, which act on each
controlled variable separately, and more realistic partially
centralized methods, in which the controlled vehicles are
able to detect other CAVs near them and to adapt their own
velocities accordingly.
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