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Abstract 
 

While the concept of trust continues to grow in importance among information 
systems (IS) researchers and practitioners, an investigation of mistrust/trust for- 
mation in algorithmic grading across multiple levels of analysis has so far been 
under researched. This paper proposes a multi-level model for analyzing the for- 
mation of mistrust/trust in algorithmic grading. More specifically, the model ex- 
amines multiple levels at play by considering how top-down forces may stimulate 
mistrust/trust at lower levels, but also how lower-level activity can influence mis- 
trust/trust formation at higher levels. We briefly illustrate how the model can be 
applied by drawing on the case of the Advanced Level student fiasco in the United 
Kingdom (UK) that came to head during August 2020, whereby an algorithm was 
used to determine student grades. Although the paper positions trust as a 
multifaceted concept, it also acknowledges the importance of researchers to           be 
mindful of issues pertaining to emergence, duality, context, and time. 

 
Keywords: Trust, Mistrust, Algorithmic Grading, Multi-Level Analysis, Multi- 
Level Theory. 

 

1 Introduction 
 

There has been growing interest in the development and use of computerized algorithmic grading 
within the educational sector (Kapudi et al., 2021). Put simply, algorithmic grading can be 
defined as a set of rules or  procedures undertaken by computerized systems that can be used to 
perform calculations or problem solving to assist with student grade prediction. Proponents have 
acknowledged the potential         benefits of artificial intelligence (AI) and algorithms in education for 
speeding up marking, standardizing the grading process, driving through improvements in 
efficiencies and forecasting, as well as freeing up instructors marking time to concentrate on other 
value-added activities (Goel & Joyner, 2017; Khare et al., 2018). 

 
On the other hand, concerns have also been raised. By placing increased control in a set of 

computerized rules and norms may lead to tutors doubting their own professional expertise, judg- 
ments and opinions, as well as feeling somehow negatively constrained, if not alienated (Guskey 
& Jung, 2016; Kolchenko, 2018). As algorithmic grading develops through time, particularly 
with advances in AI, this may shape and, in cases, raise the expectations of tutors into believing 
that these new breeds of applications can provide a more reliable, accurate and fairer tool for 
marking over traditional methods. Additionally, the increased reliance on computerized grading 
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tools may ignore or downplay other important contextual factors that can influence student per- 
formance at particular points in time. Concerns have also been raised in relation to the overall 
effectiveness of AI-based grading algorithms in the electronic age. Parsons (2020), for instance, 
reported how US students were able to outwit the AI algorithm used to assign assessment grades. 
Realizing that the algorithm was merely scanning a series of keywords based on the topic of the 
assessment, students were able to “game the system” by inserting keywords, rather than provide 
a detailed and comprehensive answer. 

 
While the use of algorithms has the potential to bring educational benefits, the extent to which 

the educational sector can truly harness AI and algorithms for marking and other educational 
purposes is still not clear and evolving (Popenici & Kerr, 2017; Schiff, 2021). One important 
issue that lies at the very heart of computerized applications, affecting how they are successfully 
used and deployed, is trust. Li et al. (2008, p.41), based on the work of Mayer et al.’s (1995), 
define trust as the “willingness of a party to be vulnerable to the actions of another party             based on 
the expectation that the other will perform a particular action important to the trustor, irrespective 
of the ability to monitor or control that other party”. Siau and Wang (2018) acknowl edged that 
trust is an essential element in building relations and for nurturing user acceptance. The authors 
stress that in the case of AI “both initial trust formation and continuous trust development deserve 
special attention” (Siau & Wang, 2018, p.47). In a similar vein, Gille et al. (2020p.1) note “trust 
is a critical determinant of the successful adoption of AI”. 

 
Although the physical aspects of AI-based technologies, including how it performs and func- 

tions, can affect trust formation (Sethumadhavan, 2019), what must also be considered is how 
those responsible for developing and deploying AI can influence the trust creation process (Siau 
& Wang, 2018). A high degree of trust, as a confident and optimistic anticipation in the actions 
and behavior of another stakeholder, can facilitate integrity and transparency. In conditions of 
vagueness or when operating under a situation of incomplete information and knowledge, the 
establishment of trust between stakeholders becomes an ever-important element for reducing 
complexity and nurturing openness (Adler, 2001; Currall & Judge, 1995; Fukuyama, 1996; Ink- 
pen, 1996). The importance of trust is further accentuated by its absence and its replacement with 
mistrust which weakens and jeopardizes relationships (Luhmann, 1979). Mistrust can have an 
unconstructive impact on building a culture conducive to AI use, promoting values of suspicion 
and protectiveness (Jackson & Panteli, 2020). Furthermore, it has been acknowledged that if trust 
is not evident, this can make the use and adoption of technology more difficult to attain (Jackson, 
2011; Mohr & Walter, 2019; Sharma & Sharma, 2019; Wagner & Newell, 2006). 

 
Regardless of the importance of trust in the adoption and use of AI and technology in general, 

our understanding of mistrust/trust in relation to the study of algorithmic grading from a multi- 
level analysis has been limited. It is our position that with the increasing popularity of AI for 
educational purposes, this issue requires further attention. This paper acknowledges that in order 
for researchers to understand how mistrust/trust influences algorithmic grading uptake and use, 
among other forms of AI, the focus of attention needs to shift from solely concentrating on just 
one level to also understanding the multi-faceted and dynamic nature of trust across multiple 
levels. 

 
In what follows, we present the case of the Advanced (A) Level AI application to determine 

student grades in August 2020 in the United Kingdom. Drawing on this case, we introduce a 
model based on multi-level theory. 
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2 The Case of the A-Level Exam Algorithm 
 

In the year 2020, the COVID-19 pandemic caused an unprecedented disruption to the educational 
sector worldwide, contributing to the redesign of learning and assessment systems (Pappas & 
Giannakos, 2021). Faced with a tough decision, The Office of Qualifications and Examinations 
Regulation (Ofqual) in the UK had to decide how best to predict student A-Level grades due to 
the problems caused by the COVID-19 pandemic that prevented students from physically sitting 
their exams (Katwala, 2020). 

 
A-Level grades play a major part in determining university admissions, as well as direct routes 

into employment and apprenticeships. As the reliance on student grade predictions by teachers 
may have run the risk of grade inflation, it was decided to use an algorithm to calculate grades. 
According to the BBC (2020) “Teachers were asked to supply for each pupil for every subject: 
an estimated grade and a ranking compared with every other pupil at the school within that same 
estimated grade. These were put through an algorithm, which also factored in the school's per- 
formances in each subject over the previous three years. The idea was that the grades this year - 
even without exams - would be consistent with how schools had done in the past”. 

 
However, the algorithm wreaked havoc in that it downgraded tens of thousands of students. 

When the results were announced in August 2020, almost 40% of grades in Wales, Northern 
Ireland and England were lower than the predictions provided by teachers. What became apparent 
was that the algorithm affected students from state schools more than those from private schools. 
In other words, students from poorer backgrounds were more likely to receive lower grades than 
those from areas that are more affluent. A major reason for this was that the algorithm took into 
consideration the historical performance of the school. However, as put by Elbanna and Engesmo 
(2020) “…data about the past doesn’t necessarily help you make adequate decisions about the 
present or the future. It blocks any chances of change and development – like when a school 
improves its teaching or one year group of students performs better than their peers in previous 
years”. Therefore, a good student who was from a school that underachieved may likely have 
his/her grades downgraded. Even though the UK government initially presented the AI system 
as “robust”, within a few days and following public uproar, it made a u-turn and abolished the 
system reversing to teacher assessment instead (BBC, 2020). 

 

3 Conceptual Multi-Level Model and Application 
 

The proposed model is based on multi-level theory (e.g., Erez & Gati, 2004; Klein & Kozlowski, 
2000; Lumineau & Schilke, 2018). The model was formulated out of the concern that researchers 
tend to study one level, rather than accounting for multiple levels. A key assumption is that con- 
sidering the phenomena of interest from just one level, can potentially, although not always, lead 
to a restrictive view. As trust is fundamentally about interrelated social relations, it is difficult 
not to consider trust as consisting of social relations influenced by other social relations (levels). 

 
For this reason, a multi-level model which considers government, organizational, group and 

individual factors across different stages of AI development and use, is useful as it can be applied 
to understand the multi-faceted nature of mistrust/trust, particularly the dynamic interplay be- 
tween macro and micro levels. The government level of analysis considers the structure and na- 
ture of the political/government system and how this can influence the AI trust enactment pro- 
cess. At the organizational level, the focus is on the way company size, culture, values and prac- 
tices foster trust or mistrust in AI. At the group level, individuals may group together to share 
common values, beliefs and assumptions regarding trust and AI. Trust at the individual layer 
reflects the values of oneself. This may include the personal values, beliefs, attitudes and preju- 
dices which users have towards AI. An overview of the proposed model is shown in figure 1. 
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Fig. 1. Conceptual model 
 

Higher-level activity can shape and influence trust formation at lower levels, but lower levels 
may in turn influence trust development at higher levels. The influence at various levels is best 
considered as dynamic and changing. Not only does the proposed model bridge macro and micro 
levels, but also the situational context that gives rise to trust/mistrust should not be neglected. 
Our position is that these influences should take place as part of a co-creative effort rather than 
at separate stages as it was the case with the A-level AI example. 

 
Drawing on figure 1, top-down forces at play e.g., government policies, procedures and prac- 

tices can influence the formation of mistrust/trust among lower-level activity, enabling or con- 
straining the actions of groups and individuals. In the case of the A-Level grading controversy, 
the use of the Ofqual algorithm to predict grades, the inclusion of the schools past performance 
over 3 years, as well as not basing grades solely on teacher predicted grades, reinforced a con- 
straining environment at lower levels (Coughlan, 2020; Kolkman, 2020). Many students, be- 
cause of their grades being downgraded, lost their university place and blamed the government 
for playing with their future. Students, teachers, parents and politicians united in opposition, as 
exemplified through protests and gatherings, raising fundamental concerns about the fairness, 
bias and accuracy surrounding the algorithm. The situation that emerged within a very short pe- 
riod of time, at both the group and individual levels, was one of uncertainty and mistrust (Cough- 
lan, 2020). 

 
The model also captures how emergent forms of action and behavior from lower levels can 

shape and influence changes at the higher level, including trust development processes. While 
the government initially defended its use of an algorithm to determine grades as being dependable 
and accurate, in the face of increased scrutiny, it was announced that the algorithm had short- 
comings and was not as reliable as first envisioned. Indeed, the Prime Minister Boris Johnston 
later referred to it as a “mutant algorithm” (Poole, 2020). As opposition to the flawed algorithm 
grew, the government decided to make a u-turn and it was revealed that grades would be awarded 
based on teachers’ recommendations (Reynolds, 2020). Although awarding student grades based 
solely on teacher grade predictions was initially disregarded by Ofqual on the basis of being 
unfair, lower-level activity reinforced a reversal of norms and policies, as well as readjustment 
of trust development processes and procedures at the upper-level. More explicitly, rather than 

 
Government/Organizational level 
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placing unbridled trust in the use of algorithms for grade predictions, trust was now placed in the 
hands of humans (teachers) – a practice which the government would continue to enact the fol- 
lowing year. As Education Secretary Gavin Williamson noted in January 2021 “this year we’re 
going to put our trust in teachers rather than algorithms” (Sleigh, 2021). 

 
 

4 Concluding Thoughts 

This short paper set out to investigate mistrust/trust formation in the context of algorithmic grad- 
ing by drawing briefly on the UK A-Level grades debacle in summer 2020. While the study of 
trust and computerized applications represents a growing and important area of inquiry, research 
on algorithmic grading and issues pertaining to mistrust/trust are still at a nascent stage and much 
remains to explore these issues in greater depth. Comprehending how these two areas fuse to- 
gether is an important endeavor and may reveal unique insights not previously known or ex- 
plored. As a way of advancing our understanding of trust in relation to the adoption of algorithms, 
as well as other forms of AI, Robotics and Machine Learning, there is increased need for studies 
to investigate further its dynamic and multi-faceted nature, how trust emerges across multiple 
levels, as well as remaining sensitive to emergence, context, dynamism, and change. 
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