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Abstract. Despite being the fastest-growing field because of its ability to en-

hance competitive advantage, there are concerns about the inherent fairness in 

Artificial Intelligence (AI) algorithms. In this study, a systematic review was per-

formed on AI and the fairness of AI algorithms. 47 articles were reviewed for 

their focus, method of research, sectors, practices, and location. The key findings, 

summarized in a table, suggest that there is a lack of formalised AI terminology 

and definitions which subsequently results in contrasting views of AI algorithmic 

fairness. Most of the research is conceptual and focused on the technical aspects 

of narrow AI, compared to general AI or super AI. The public services sector is 

the target of most research, particularly criminal justice and immigration, fol-

lowed by the health sector. AI algorithmic fairness is currently more focused on 

the technical and social/human aspects compared to the economic aspects. There 

was very little research from Asia, Middle East, Oceania, and Africa. The study 

makes suggestions for further research. 

Keywords: AI ∙ Machine Learning ∙ Algorithms ∙ Fairness ∙ Bias ∙  Ethics 

1 Introduction 

Artificial Intelligence (AI) has rapidly been gaining momentum in different industries 

and is now a part of daily life [1]. AI enables systems to perform tasks that would nor-

mally be performed by humans [2] in three different categories; narrow AI, general AI 

and super AI [3]. Narrow AI performs operational tasks through the use of machine 

learning tools such as recognising individual faces, driving a car or speech recognition 

[3, 4]. General AI is designed to be as intelligent as humans with the ability to perform 

any intelligent tasks [3], but remains computationally complex [5]. General AI solves 

complex problems and independently controls itself. General AI has the ability to get 

knowledge, apply it, reason, and think. Super AI is the type that is more intelligent than 

humans and would do better than humans in almost everything including intelligence 

and social skills [3]. Super AI has not been developed yet and its implementation alt-

hough being utopic is feared it could have negative consequences such as human ex-

tinction [4]. 

AI applications collect and process data, and provide results that mimic human in-

telligence using rules learnt over time. Most AI applications have three common com-

ponents; input data, a machine learning algorithm that processes the input data, and the 

output decision which is based on the machine learning process [6]. Machine learning 
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makes use of trained data and test data for algorithmic models [7]. Algorithms are the 

coded procedures trained on existing data that transforms input data into expected re-

sults [8]. Another type of AI is expert systems which are rule-based and do not use 

machine learning algorithms to process data [9]. 

Some of the popular AIs are computer vision, natural language processing, and arti-

ficial neural networks. Some well-known AI solutions include Apple's SIRI, Google 

Maps, Google predictions, Smart replies by Gmail [10]. 

As the use of AI grows in different industries, organisations also need to consider 

the ethics and morals relating to the decisions from AI [11]. AI is prone to algorithmic 

unfairness, that is, making judgmental errors and incorrect assessments based on biased 

code or data, resulting in operational and reputational damage [12]. AI systems have 

the potential to be unfair to certain groups of people, especially with regards to racial 

discrimination [11], yet it is often difficult to prove if the algorithms are being unfair 

without access to the data and algorithms [12]. 

The ethics of AI is a rapidly emerging field of ethics concerned with the design, 

development, and implementation of AI systems [13]. The ethics of AI is important in 

maintaining trust in AI and ensuring that bias is removed. One of the main principles 

of AI ethics is fairness, which requires AI systems to be fair in terms of respecting the 

law, human rights and democratic values and principles. Fairness requires that AI is 

built in a manner that promotes democratic values and principles such as freedom and 

equality [14]. Fairness as a behavioral quality also means impartiality in decision-mak-

ing [15 – 16], that is treatment without any self-interest or prejudice in either the out-

comes or the process leading to the outcomes. Fairness further extends beyond equality 

and perceptions and digs into the underlying reasons.  

The objective of this study was therefore to conduct a systematic review of AI algo-

rithmic fairness. The paper sought to identify the existing gaps, challenges, and oppor-

tunities for future research on AI algorithmic fairness. 

2 Methodology: search procedures, coding, and classification 

The study adopted Okoli and Schabram’s guide [17] to conducting a systematic litera-

ture review (SLR). Systematic literature reviews are important for identifying and eval-

uating the existing body of work and knowledge produced by scholars, researchers and 

practitioners [17]. This kind of literature review is used to identify gaps and challenges 

for future research [18]. The SLR includes details on the literature search, screening for 

inclusion and exclusion, data extraction and analysis of the results. The data for this 

research was collected between April and September 2020. Refer to Figure 1 for all 

search results. The results were analyzed against the inclusion, exclusion and quality 

assessment criteria as detailed in table 1 below [19]. 

Table 1. Inclusion, Exclusion & Quality assessment Criteria 

Inclusion criteria Exclusion criteria Quality assessment criteria 
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Full research Articles in-

cluding AI and fairness  
Reputable news  

All industries  

All locations  
Articles written in English 

 

Research performed be-

fore 2015 (to ensure that 
the research is current). 

Research that included AI 

but not Fairness  
Research that included 

Fairness but not AI 

Verifying that the paper was based on research 

Verify that an adequate description of the re-
search context was described 

Verify that the methodology was described 

Verify that there is a clear statement of findings 
Verify that the paper described AI 

2.1 Screening for inclusion and exclusion 

The Boolean operators “AND” and “OR” were used in the search to combine all search 

elements for articles relating to both Artificial Intelligence and Fairness. The search 

string that was used on all the search engines was: ((AI OR Artificial Intelligence OR 

Algorithm OR Algorithmic) AND (Fairness OR Bias OR Discrimination OR Ethics)).  

The initial search resulted in 295 311 possible articles as shown in figure 1 below. The 

research results were reviewed based on the inclusion, exclusion and quality criteria 

assessment defined in table 1. Only 47 articles met all required conditions. The 47 arti-

cles were read in detail to identify the current gaps, challenges, and opportunities in 

algorithmic fairness. The process is presented through the PRISMA flowchart [20] in 

figure 1. The classification and coding of the articles selected were defined as per sec-

tion 2.2. Section 2.2 also details the classification framework used for the analysis. 

The analysis of the results was based on the classification framework in section 2.2. 

A correlation analysis using Pearson’s coefficient was additionally used to check for 

any linear relationships between the different classifications and their relationship 

strength [21].  

2.2 Classification Framework 

A classification system was developed based on Amui et al [18] that includes focus, 

method of the research, sector, practices or dimensions and origin. The framework fol-

lows the following procedures: 

 Conduct a survey of available articles published on the fairness of AI algorithms; 

 Develop and use a structured classification coding system to provide a structure on 

the existing knowledge on the fairness of AI algorithms; 

 Identify main results of the articles based on the developed coding system; and 

 Analyse the identified gaps, opportunities, and challenges for future studies. 

The classification codes are based on the following: 

 Focus (1), coded on a scale of A to D (i.e. whether the articles focused on General 

AI, Super AI, Narrow AI or no categorisation), based on the work of [22] and [23]. 

 Research method (2), coded as A to H  (i.e. Quantitative, Qualitative, Conceptual 

research methodologies etc.,) based on the work of [24]. 

 Sector analysis (3), coded as A to T (i.e. Agriculture, Basic Metal production, Chem-

ical industries, commerce etc.,) based on the work of [22]. The sectors were taken 

from [25].  
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 Practices or dimensions used in the research (4) coded as A to D (i.e. technical as-

pects, social/human aspects, or economic aspects) based on the work of [26]. 

 Origin of the research done, coded as A to G, which includes the different continents, 

based on the work of [27]. 

 

Fig. 1. Screening for Inclusion & Exclusion    

Due to space limitations, all classifications and codes used are given in Annexure 1. A 

brief description of the objectives and results of each of the articles is given in Annexure 

2. Annexure 3 presents the correlation table and Annexure 4 has a summary of the 47 

articles reviewed. This is presented in 

https://dx.doi.org/10.13140/RG.2.2.26883.43048. 

3 Analysis and Discussion of Findings 

3.1 Focus  

Algorithmic fairness was discussed using AI, machine learning and algorithms inter-

changeably in almost all the research papers reviewed. In as much as machine learning 

has been around since the 1950s, the terminology used by different entities still differs. 

For example, Beil et al., [28] use both AI and machine learning together, throughout 

their research paper, whilst Mujtaba and Mahapatra [29] use AI and machine learning 
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interchangeably, and Dias and Torkamani [30] use AI, machine learning and algorithms 

separately with a clear differentiation between all three terms. This can be expected as 

there is a lack of formalised AI terminology and definitions. The lack of formalised AI 

definitions also creates differences in algorithmic fairness terminology, resulting in the 

lack of mutual understanding around algorithmic fairness terminology. Many research-

ers have come up with different technical definitions of machine learning fairness, how-

ever, there is no standardised definition of crucial AI terminology [31]. Standards 

clearly defining AI terminology should be developed to ensure that algorithmic fairness 

is universally understood and adopted.  

57% of the articles focused on fairness in Narrow AI (1C), 38% were non categorised 

and did not address any specific type of AI (1D), whilst 2% focused on the fairness of 

both General AI and Narrow AI (1A, 1C). The other 2% considered the fairness of all 

three types of AI (1A, 1B, 1C) together. The above results are presented in Annexure 5 

– Figure 1 found on https://dx.doi.org/ 10.13140/RG.2.2.26883.43048. A correlation 

analysis revealed that fairness of Narrow AI (1C) was mainly focused on the technical 

areas (4A) (0.52517), while non-categorised AI (1D) did not focus on the technical 

areas (4A) (-0.55293).  

The findings indicate that a great deal of research on the fairness of AI algorithms is 

focused on the technical areas of Narrow AI. This might be expected as it is in narrow 

AI that one will find the algorithmic implementation. Ethical challenges may arise due 

to the technical characteristics of AI and machine learning and the limited skills in nar-

row AI [28].  There are technical approaches, fixes, efforts, tools, and solutions that can 

be used to mitigate bias in AI [32] [33]. Additionally, there are gaps in the current 

available AI ethical guidelines, including technical detail and explanations [33].  

The lower count of research on the fairness of General AI and Super AI indicates 

both the complexity of the latter two areas and the limited number of implementations. 

Although Super and General AI are only expected in the future, the lack of research in 

the two areas could lead to implications more extreme than current implications noted 

from lack of fairness in Narrow AI. 

There is therefore a research opportunity to address the fairness of General AI and 

Super AI. In as much as General AI currently does not exist, it is important to first 

understand the difference between Narrow AI and General AI before defining AI, ma-

chine learning and their implications [34]. Some risks can be expected from General AI 

and Super AI automated decision making [35].  

 

3.2 Method of the research 

Most of the articles used the conceptual research methodology (2G – 45 %), and the 

qualitative and theoretical research methodologies together (2A, 2C – 17%) with a cor-

relation of 0.359. There is little research using qualitative (2B – 6%), survey (2F – 4%), 

theoretical (2%), quantitative (2A – 2%), empirical (2D – 2%), and case study/interview 

(2E – 2%) research methodologies in the study of algorithmic fairness. The above re-

sults are presented in Annexure 5 – Figure 2 found on https://dx.doi.org/ 

http://dx.doi.org/10.13140/RG.2.2.26883.43048
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10.13140/RG.2.2.26883.43048.  Research originating from America (5A) used the the-

oretical research methodology (0.326) more, compared to Europe which used less of 

the theoretical research methodology (-0.359), the empirical research methodology (-

0.293). 

The dominance of the theoretical research methodology could be because the fair-

ness of AI is an emerging phenomenon, and more research is required for example, 

around policies, legal and consumer protection [36].  

There is an opportunity for more research to be conducted using a mixture of differ-

ent research methodologies across the different regions/continents and sectors. There is 

a need for theoretical and empirical research around justifications of AI decision mak-

ing [37]. Performing empirical and philosophical research around this area will aid in 

getting a more thorough public and individual perspective on AI decision making [37]. 

There is a need for empirical research that is more focused and rigorous on important 

questions regarding AI, its adoption, and the consequences thereafter [34]. 

3.3 Sectors 

Most of the research was not specific to any sector (3U – 62%). 21% of the articles 

were focused on the public services sector (3Q), mainly in the criminal justice, immi-

gration, and government. 11% of the articles were from the health sector (3J), 2% from 

the financial sector (3G) and 2% from the Postal and telecommunications sector (3P). 

The other 2% considered the fairness of AI in both the health and financial sectors (3G, 

3J).  The above results are presented in Annexure 5 – Figure 3 found on 

https://dx.doi.org/ 10.13140/RG.2.2.26883.43048. 

The findings indicate that most of the research done was generalised and not specific 

to any sector. This could be because sector-specific information relating to the fairness 

of AI is not available or easily attainable. There are currently not enough public data 

sets and information around AI to allow for a detailed microanalysis of differences in 

the different sectors and regions [34]. 

A smaller percentage of the research focused on the criminal justice sector, the fi-

nancial sector, and the health sector. This could be because more AI benefits have been 

realised in these sectors compared to the other sectors. The banking and financial sec-

tors are currently at the forefront of AI [38]. AI has brought in a lot of benefits in in-

dustries such as health care, transportation, criminal justice, and economic inclusion 

[39]. This could also be because biases in these sectors could have a larger impact com-

pared to the other sectors. An example relating to the health sector is an algorithm that 

is used widely in the US health care, affecting millions of people, which was found to 

be highly biased in that it gave white people greater health care over black people who 

needed the treatment more as their health conditions were worse [40]. This type of bias 

could result in consequences such as loss of lives as well as fines from the health regu-

latory boards. The use of AI in healthcare raises critical ethical issues that are important 

in avoiding harming patients, liability for healthcare providers and undermining public 

trust in AI. Another example relating to the finance sector is the use of biases such as 

gender and race to provide a credit score or determine an individual’s credit eligibility, 

which is illegal in the US [41]. Bias in the financial sector could result in punishment 

http://dx.doi.org/10.13140/RG.2.2.26883.43048
http://dx.doi.org/10.13140/RG.2.2.26883.43048
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by courts and fines where there are laws against it. Lastly, an example relating to the 

criminal justice sector is the recent outrage from the Black Lives Matters movement in 

the US which argues that the criminal justice sector is biased against black people [42]. 

The criminal justice sector uses criminal risk assessments algorithms to determine a 

criminal/defendant’s future risk for misconduct [42]. Bias in such algorithms could re-

sult in incorrect conviction or sentencing. 

There is therefore an opportunity for sector-specific research on the fairness of AI. 

A sector-specific AI fairness approach is required to oversee, audit and monitor AI 

technologies in the different sectors [43]. A sector-specific approach will ensure that 

the sector focuses more on the application of AI and its impacts rather than prioritising 

the technology. Different sectors have different characteristics and required expertise, 

and therefore the governance or regulations of one sector may not be appropriate for 

another sector. Different expertise and knowledge specific to each sector will be re-

quired for good AI governance and ensuring the fairness of AI in the different sectors. 

3.4 Practices or dimensions used in the research 

72% of the papers focused on both the technical aspects and the social/human aspects 

of algorithmic fairness (72 % - 4A, 4B). 19 % of the articles focused on social/human 

aspects (4B), and 6% on all 3 aspects together (4A, 4B, 4C). The other 2 % considered 

the economic aspects (4C) of algorithmic fairness. The above results are presented in 

Annexure 5 Figure 4 found on https://dx.doi.org/ 10.13140/RG.2.2.26883.43048. 

The findings indicate that there is not enough research on the economic aspects of 

algorithmic fairness. This could be a result of the lack of transparency in the AI algo-

rithms used in the financial sector. Gender and race are still used to determine whether 

a loan should be granted to individuals and businesses in South Africa [44]. Algorithms 

used for loan decisions are trained using loan history and demographic data of appli-

cants who have been accepted or rejected, which increases the chances of black women 

being rejected or given high-interest rates for loan applications, resulting in continued 

financial injustices in the country which may further affect the economy. AI biases have 

also resulted in black people’s loan applications being rejected in the US [44]. Banking 

services have been investing a lot in AI, however, conversations on the biases of AI 

used in banking are very limited [44].  

There is therefore an opportunity for research to be done on the economic aspects of 

algorithmic fairness. There is a need for evidence-based research which will provide 

more detail on how AI will affect economic outcomes [44]. The banking sector was one 

of the biggest sectors which invested in AI in 2019 globally [44]. The increase in AI 

investments in this sector calls for more research on the fairness of algorithms in the 

finance/banking sector and the economic aspects of it. 

3.5 Origin 

Most of the research on algorithmic fairness originated from Europe (5B - 49%), Amer-

ica (5A – 21%) and both Europe and America (5A, 5B - 13%). 9% of the articles orig-

http://dx.doi.org/10.13140/RG.2.2.26883.43048
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inated from Africa (5D), 6% from Asia (5C), 4% from a combination of America, Eu-

rope, and Asia (5A, 5B, 5C), and 2% from a combination of America and Asia (5A, 

5C). The other 2% were either global or not specific to any region (5G). The above 

results are presented in Annexure 5 – Figure 5 found on https://dx.doi.org/ 

10.13140/RG.2.2.26883.43048. An analysis of research originating from Africa re-

vealed that algorithmic fairness in Africa did not focus on the technical aspects of al-

gorithmic fairness. Algorithmic fairness research originating from Africa focused more 

on uncategorised AI compared to Narrow AI and was done mainly using the conceptual 

research methodology. 

The findings indicate that there is not enough research done on algorithmic fairness 

in Asia, Middle East, Oceania, and Africa. For example, countries that have issued eth-

ical AI guidelines are economically developed countries such as the USA and the UK, 

followed by Japan, Germany, France and Finland [45]. There is a lack of AI guidelines 

originating from Africa, South and Central America, and Asia, which shows that re-

gions are not equally participating in the development of AI ethics.  

The findings also illustrate that research done in Africa did not focus on the technical 

aspects of algorithmic fairness. Research originating from Africa focused on the fair-

ness of generalised AI and not specific AI types. This could be because AI is still an 

emerging technology in Africa despite it being highly implemented. In as much as 

there’s a lot of researchers, engineers and technology professionals who are ready to 

explore AI in Africa, AI is still a new concept in Africa [46]. There is a need for ex-

panding AI expertise and building AI solutions in Africa rather than just focusing on 

the theoretical aspects of it [47]. 

There is therefore an opportunity for research to be done on algorithmic fairness 

globally. There is also an opportunity to do research focusing on the fairness of the 

different types of AI (Narrow AI, Super AI, and General AI) in Africa. For example, it 

is important for all countries, regardless of their economic conditions, to be fully in-

volved in the development of AI ethics [45]. The involvement of all countries will help 

avoid neglecting local knowledge, cultural diversity, and the need for global fairness. 

4 Discussion  

Table 2 presents a summary of key gaps, opportunities, and future research. 

Table 2. Discussion and Conclusion 

Category Gaps Opportunities/Further research 

Focus Lack of formalised AI terminol-

ogy and definitions 

Standards clearly defining AI terminology 

should be developed to ensure that algorith-

mic fairness is universally understood and 

adopted.  

Lack of research on the fairness 

of General and Super AI 

There is a research opportunity to address 

the fairness of General AI and Super AI. 

http://dx.doi.org/10.13140/RG.2.2.26883.43048
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Lack of Social/human aspects 

and economic aspects of Narrow 

AI 

There is a research opportunity to address 

the social/human aspects of Narrow AI and 

the economic aspects of AI. 

Research 

Methodol-

ogy 

 

Lack of research using a mixture 

of different research methodolo-

gies across the different regions 

and sectors. Most of the research 

largely used the conceptual re-

search methodology. 

There is an opportunity to perform research 

using a mixture of different research meth-

odologies across the different sectors and 

regions. 

Sectors Lack of sector-specific research There is a research opportunity for sector-

specific research on the fairness of AI. 

Research that was sector-specific 

was focused on the criminal jus-

tice sector, the financial sector, 

and the health sector 

There is a research opportunity to address 

the fairness of AI in all sectors including the 

impact of bias in the different sectors. 

Dimen-

sions 

Lack of research on the eco-

nomic aspects of AI fairness 

There is a research opportunity to address 

the economic aspects of AI fairness 

Origin 

 

Lack of research on algorithmic 

fairness in Asia, the Middle East, 

Oceania, and Africa 

There is a research opportunity to address 

algorithmic fairness globally. 

Lack of research on the technical 

aspects of AI fairness originating 

from Africa 

There is a research opportunity to address 

the technical aspects of algorithmic fairness 

in Africa. 

5 Conclusions 

This study performed a systematic literature review on the fairness of AI algorithms. 

This type of review is important in structuring available knowledge in a subject area, 

and the planning of future studies.  The results of the study indicate the absence of 

formalised AI terminology and definitions. Most of the research focused on the fairness 

of Narrow AI, in no specific sector, in America and Europe, largely using the concep-

tual research methodology. Less research is available on the economic aspects of algo-

rithmic fairness globally, and the technical aspects of algorithmic fairness in Africa. 

There is therefore a gap in AI terminology, the algorithmic fairness of Super & General 

AI, sector-specific algorithmic fairness, and the economic aspects of algorithmic fair-

ness. Standards clearly defining AI terminology should be developed to ensure that 

algorithmic fairness is universally understood and adopted. Research addressing the 

technical aspects of algorithmic fairness in Africa should be done. 

This research provides a significant implication for research theory and practice. The 

findings indicate that there is less research on algorithmic fairness in low-income coun-

tries. There are opportunities to develop sector-specific theory in the field of algorith-

mic fairness of AI, including the development of formalised standards clearly defining 

AI terminology on a global level. In practice, policymakers for AI implementation 
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should also look at the algorithmic fairness of AI before roll-out, its implications, and 

how to avoid bias to ensure success and trust from society. 

This research contributes to Information systems governance by highlighting gaps, 

challenges, and opportunities in AI algorithmic fairness research. Research on the fair-

ness of General and Super AI, focusing on the economic aspects of AI, using a mixture 

of research methodologies.  
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