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Abstract. The development of information and communications technology has
changed the work of many professionals and may now be radically changing
the functioning of the legal system. ‘Lawtech’, or technology which supports,
replaces, or improves the provision of legal services and the operation of the
justice system, has become more and more important.

Lawtech raises significant ethical issues. It often relies on so-called ‘artificial
intelligence’ (AI), but this does not ‘think’ as humans do. Software, such as
machine learning tools, can help judges to make decisions. Some jurisdictions
are replacing judges with Al. Lawyers also use Al to predict the outcomes of
litigation. These tools can be more transparent and fairer. However, they may
also be more opaque. Also, researchers raise questions about whether the data
and processes used in these applications simply reflects and strengthens existing
biases and prejudices.

Lawtech provides an opportunity to improve the operation of the legal services
market and the justice system for the benefit for the citizen and the consumer.
However, this is not certain, and it could worsen existing problems or create
new ones. This will require careful consideration and more research in the fu-
ture.

Keywords: lawtech, legaltech, ethics, law, artificial intelligence, judicial sup-
port, bias, courts, lawyers.

1 Context

The development of information and communications technology (ICT), particularly
the networked digital computer, has brought about very significant changes to the
skills, capacity, and daily work practices of many professionals. However, the pace
and type of change has not been the same across all walks of life. This paper explores
how ICT has affected the practice of law and how it is likely to affect it in the future.

Relatively little has changed in the practice of law since Dickens’ time [1, pp. 143-4].
If a doctor, engineer, or journalist from the 18th century was transported to a modern
workplace, they would be confused and confounded by the many machines in use. A



lawyer from the same time period deposited in a modern courtroom or legal practice
would see some computers but the nature of legal work, the interactions with clients,
and the business of law would be familiar. However, the recent rapid growth in legal
information technology — often referred to as ‘lawtech’ — is transforming and disrupt-
ing the world of legal practice to a very significant extent [2, p. 997].

This could have significant benefits, but it may also bring significant problems.
Lawtech could lead to better access to justice, more affordable legal services, and a
better quality of service. However, it could also strengthen existing biases and ine-
qualities, widen the digital divide, and lead to the provision of unregulated services
which do not serve consumers well.

2 What is ‘Lawtech’?

A broad definition of ‘lawtech’ is any use of ICT for legal practice. It is also called
‘legaltech’ or ‘legal technology’ (This paper will use ‘lawtech’ to avoid the implica-
tion that all uses of ICT are legal.) This term covers quite a wide range of sophistica-
tion: from the relatively simple use of word processors for the preparation of corre-
spondence, to the use of artificial intelligence (Al) to automatically review legal doc-
uments such as contracts. The Law Society of England and Wales has a more precise
definition of lawtech, which this paper will adopt, as: ‘technologies that aim to sup-
port, supplement or replace traditional methods for delivering legal services, or that
improve the way the justice system operates.” [3]

This is quite a wide-ranging definition, and includes many aspects of the law —
consumers and providers of legal services, the judiciary and courts, and public and
private law. (This paper does not consider the use of ICT in policing.) Lawtech also
includes:

1. digitalisation or automation — converting existing paper-based processes to elec-
tronic or digital processes, in the hope of saving time and money; and

2. innovation or transformation — re-thinking these processes entirely or creating new
approaches to old problems or challenges, often relying on technology, and either
trying to save time and money or to create new markets and business models.

Lawtech can be sub-divided into ‘Office Tech’ (traditional office automation tools,
which have little or no influence on business models) and ‘Legal Tech’ (which ‘di-
rectly affects the provision of legal services’) [4]. Office Tech is perhaps best under-
stood as internal and supporting lawyers, while Legal Tech is external and supports or
facilitates clients.

3 Ethical Implications of Lawtech

This section discusses some ethical issues which lawtech raises, particularly the
risk of bias in judicial decision support systems.



3.1  Al, Judicial Decision Support Tools, and Bias

Limitations of Al. An important use of lawtech in the courts which raises ethical
issues is judicial decision support tools. Many of these tools rely on artificial intelli-
gence (Al). Although Al is sometimes understood or presented as having human-like
intelligence, these tools do not work like a human mind and have significant limita-
tions [5, Chapter 7]. A significant ethical issue in the development of digital technol-
ogy, generally, is that Al which depends on ‘big data’ may strengthen existing biases
and unfairness in society [6, pp. 2-5]. This is very relevant to the development of
lawtech, and although Ireland is not as advanced as other jurisdictions in its adoption,
it deserves careful consideration.

Lawtech Al generally takes two forms:

1. ‘Expert systems’ apply rules developed and programmed by humans to make deci-
sions or provide guidance.

2. ‘Machine learning’ applies statistical analysis of large amounts of records (‘big
data’) in order to identify connections and correlations, particularly ones that are not
obvious to humans.

Neither of these approaches are truly ‘intelligent’, and the latter is often misunder-
stood:

Data-reliant Al operates by looking for associations. The software assesses
how predictive certain factors are, and through iterative analysis hones in on re-
lationships that might not be visible to human analysis.

This software does not apply logical rules in the sense of rules-based sys-
tems, or in the way that humans apply logic to solve problems. This software
neither understands nor applies logical rules, rather through mathematical analy-
sis of vast amounts of data relationships it can identify these relationships. The
software neither knows nor cares why these relationships exist; it simply identi-
fies that they do exist. [7, p. 327]

While these tools are quite powerful in certain contexts, they do not work in the
same way as humans:

... today’s Al systems are decidedly not intelligent thinking machines in any
meaningful sense. Rather, ... Al systems are often able to produce useful, intel-
ligent results without intelligence. These systems do this largely through heuris-
tics — by detecting patterns in data and using knowledge, rules, and information
that have been specifically encoded by people into forms that can be processed
by computers. Through these computational approximations, Al systems often
can produce surprisingly good results on certain complex tasks that, when done
by humans, require cognition. Notably, however, these Al systems do so by us-
ing computational mechanisms that do not resemble or match human thinking.



By contrast, the vision of Al as involving thinking machines with abilities
that meet or surpass human-level cognition — often referred to as Strong Al or
Artificial General Intelligence (AGI) — is only aspirational. [8, p. 1308]

These big data tools can enhance our lives, but the software programs used may al-
so ‘learn’ to discriminate in ways that are illegal. For example, they might focus on
characteristics that are proxies for social class, race or gender (such as home address
or height). They might also pick up existing human biases in the data, for example,
descriptions of images that differentiate on the basis of race [6, pp. 2-5].

Al in Judicial Decision-Making. Big data and machine learning tools are now being
developed to support judges in their decision-making. These take two general forms:

1. an assistant, providing relevant information to guide judicial decisions
2. a complete replacement for a judge, providing judgments in an autonomous and
automatic fashion [9, p. 4].

Al tools have been developed to predict the outcomes of litigation, to assess the
risk of an individual, or otherwise to help to gather information needed for a decision
[9, p. 5-12]. Al is now being used by judges worldwide. China has ambitious plans
for the use of Al in judicial processes [7, p. 324; 10-12], and Pakistan is experiment-
ing with its use by judges [13]. Estonia intends to use an automated system to deal
with small claims disputes of less than €7000 [14].

The use of analytics to examine patterns in the decisions of judges has been banned
in France. The rationale put forward was to prevent judges coming under undue pres-
sure, but concerns were raised that the ban could reduce transparency and accounta-
bility. It has been argued that these tools could lead to a significant increase in trans-
parency in judging. However, there are limitations, including incomplete or low-
quality data, being inappropriate for certain areas of law, the unstructured nature of
judgments, and high cost. They may improve as data sets become larger and better,
the technology develops, and costs fall. They might lead to an increase in ‘judge
shopping’ (preferring or avoiding judges seen as more or less favourable), and chal-
lenges to judicial fairness or competence [15].

Al judicial support tools have been controversial. The Correctional Offender Man-
agement Profiling for Alternative Sanctions (‘COMPAS’) software has been used to
assess the risk of recidivism of an individual before sentencing in some US courts.
Critics have alleged that it assigns African-Americans as high-risk at twice the rate of
other groups, while assigning white people as low-risk more often than people of
colour [16].

There are concerns that ‘algorithms might perpetuate or amplify existing biases
and stereotypes, which can consequently result in discrimination.” [9, p. 8] Underly-
ing this concern is an understanding that no dataset is free of human choices regarding
what is measured and what is recorded, and can thus easily reflect human biases and
assumptions: ‘[flor example, crime data may reflect policing and judicial biases to-



wards minority groups, while data on eligibility for benefits may reflect bureaucratic
impulses to reduce spending.” [17, p. 434; See also 18; 19; 20]

Ethical Issues with Judicial Decision Support Tools. If machine learning tools are
used to support judges, this could have both positive and negative effects. From an
ethical perspective, there may be an obligation on courts to take full advantage of the
opportunities which digitalisation offers [21]. Technology can enable greater trans-
parency and accountability, by enabling the court to communicate to a wider audi-
ence. However, it can also reduce transparency, by giving the court too much control
over the message that it communicates, or making the reasons for decisions more
difficult to publish or understand. A greater capacity to communicate can enhance the
independence of the courts, and the use of (for example) random case allocation can
enhance impartiality [22].

Algorithms could also reduce transparency by making decisions more opaque and
hard to understand [9, pp. 13-17]. Four possible forms of opaque algorithm are [23,
pp. 3-5; 24, p. 5-6]:

1. Intentional corporate or state secrecy, particularly to protect trade secrets and com-
petitive advantage;

2. Software code which is difficult to understand, particularly for those without the
specialised skills necessary;

3. Systems which are built to such a scale that they are difficult to completely grasp;
and

4. Al systems which do not make it clear how their decisions are made.

There are arguments that trade secrecy should not be privileged in the use of soft-
ware tools in criminal proceedings [25]. Judicial decision support tools could be de-
veloped with some degree of access to software source code — either entirely open,
accessible on request, or reviewed by independent experts [26, p. 135]. However,
review of open source by itself does not guarantee that problems will be identified
[27, pp. 647-650]. In addition, Al researchers are developing more explainable or
interpretable algorithms [24, pp. 6-7]. If these are insufficient, another approach
could be to ensure that those who may be affected by Al judicial decision support
tools can opt-in or opt-out of their use [26, p. 136].

Lawtech could enable greater efficiency, but this value may be in tension with ide-
als of fairness and justice [22]. However, providing judges with a database of past
decisions (particularly sentences) could increase their consistency and impartiality,
and external analysis of decisions may highlight unusual or unfair decision-making by
particular judges. The use of Al in selecting judges could lead to a more diverse
bench.

However, examination of case studies of these systems in practice show that this is
not always achieved, and Al tools may never be appropriate for contexts where the
stakes are high:



Ultimately, humans must evaluate each decision-making process and consid-
er what forms of automation are useful, appropriate and consistent with the rule
of law. The design, implementation and evaluation of any automated compo-
nents, as well as the entire decision-making process including human elements,
should be consistent with such values. It remains to be seen whether these val-
ues can be fully integrated into automated decision- making and decision-
support systems used by government. [17, pp. 454-5]

Can Judicial Decision-Making Be Automated? The next possible step is the use of
Al to replace some or all of the decision-making by human judges. It is argued that
this could make the process much fairer:

In adjudication much uncertainty is due to the fact that outcomes are influ-
enced by the judge’s intellectual ability, background knowledge, experience,
moral inclinations and political outlook, all of which vary from judge to judge.
Computer law-application promises to be more consistent and equal. Like hu-
mans, Al systems may be infected with bias, but once such a defect has been de-
tected, it may be eliminated. It is much more difficult to detect human bias since
it may be unconscious, let alone to overcome it. Importantly, there is mounting
evidence that machines are better than humans in detecting lying and assessing
the probability of future eventualities, such as the risk of reoffending. [28, p.
439]

In addition, the population generally may think that Al is fairer than humans [29].
Al may assist in reducing bias, by providing more objective assessments of a case,
removing flawed intuitions, reducing jury bias, and hiring more diverse staff. Howev-
er, Al could also exacerbate bias because it relies on biased data, although this may be
corrected [30, pp. 161-176].

From a human rights perspective, an automated or quasi-automated system could
have the important advantage of speed, which is particularly important where there
are backlogs in the court system. However, if the system is not explainable, it may
infringe on the right to a fair trial [31, pp. 36-41].

It seems unlikely that Al will entirely replace human judges. The capacity of Al to
substitute for human judges may be limited by lack of sufficient data. A more im-
portant limitation is that there is no artificial general intelligence, and even if there
was, it would be very difficult, if not impossible, to free it from human bias. It also
may not be appropriate for computers to create new rules which impact on humans,
and Al might not be able to command the same respect from the public as do judges
[7, p. 348].

The perception that Al is fairer and more consistent does not take into account how
algorithms developed by different individuals or teams do not always yield the same
results. For example, there are many online databases of legal resources, some of
which will include functionality which extend a search to include similar words, sin-
gular/plural, and so on. These algorithms are unique to the database and proprietary.
Carrying out the same search across different databases yields different results: up to



40% were unique to a particular database, some databases returned more than 50%
irrelevant material in the top 10 results, and the ‘best’ database involved more human
curation of its information [32]. Similarly, when 52 programmers were assigned the
task of automating the enforcement of speed limits, the programs that they wrote is-
sued very different numbers of tickets for the same sample data [33]. If artificial intel-
ligence were to replace judges, this would raise questions such as whether computers
have legal authority to make decisions, how laws are translated into computer code,
how discretion can be managed, and when computers might understand meaning ra-
ther than simply logic [34, pp. 1126-1130].

Another limitation is that if Al becomes more common, the justice system may be
re-engineered and individuals working within it may think in a different way, for
example in terms of risk profiles and the classification of groups [35, pp. 630-631].
Al systems that predict the future based on the past, or reach conclusions based on
past cases, may not be able to make creative leaps, deal with unanticipated situations,
or develop the law in the way that a human lawyer or judge can [36, pp. 6-7]. The use
of Al to support or substitute for human judges may lead to a more codified or stand-
ardised justice system, which could be more fine-grained than human decision-
making, but which may also be too limited in its methods of measurement to be truly
just. The end result may be incomprehensible by citizens and unable to change, lead-
ing to disillusionment and alienation [37]. A system that is slow to change could lose
its legitimacy in the eyes of the public [38, p. 235].

Therefore, we are still some distance from fully automated judges being a reality
[39]. It will require technology that does not yet exist, and may not ever [35, pp. 627—
628]. It may be that ‘the human heart of the judicial process, being a combination of
conscious and currently unknowable unconscious thought, remains quite literally
beyond the comprehension of the most talented programmer.” [40, p. 112] The in-
complete and fuzzy nature of the law may mean that attempts to convert it into some-
thing which can be reliably processed by a machine could damage the rule of law
[41]. In the future, therefore, judges are unlikely to be entirely replaced by Al [42, p.
3], but we may see hybrid human-machine systems used for judging [43].

Is the Role of the Judiciary Limited to Decision-Making? Another reason why Al
may never entirely replace judges is that their role goes beyond simply adjudicating
on cases, and can vary significantly between legal systems [7, p. 334]. Much of cur-
rent Al research does not focus to a significant extent on what courts and judges do in
practice, such as managing a courtroom, a caseload, and a team of staff, but only on
the application of rules [35, pp. 628-631]. In addition to deciding cases, judges also
enable public participation in the process of justice, explain its functioning, assess
facts, create documents, identify and apply doctrine, reason by analogy, are con-
sistent, create law when required, and ultimately project ‘the power and legitimacy of
the state to the public.” [7, pp. 338-341]



European Ethical Charter on the Use of Al in Judicial Systems. The use of Al in
courts raises many important opportunities and challenges. Liu and others have con-
sidered these issues in detail, and have asked a number of questions for consideration:

It is far from clear whether automated systems support, or replace human dis-
cretion and judgment in practice. So who are the decision-makers — the govern-
ment officials involved or software programs they are relying on, which are de-
signed by companies for profit? In many cases, private entities wield public
power by virtue of the algorithms they design[.]

..., what type of decisions can governments delegate to machines? Should the
authority be shaped broadly enough to allow algorithms to make value-based
judgments or only non-discretionary decisions? Moreover, codes and algorithms
are value-laden. Development of algorithms is a complex process that can be in-
fluenced by humans — such as criteria selection, data mining, training, semantics
and interpretation. In designing the operational parameters ... it is not uncom-
mon for developers to have ‘desired outcomes in mind that privilege some val-
ues and interests over others’. While sensitive attributes like gender, race or eth-
nicity are generally disallowed in the decision-making process of public sectors,
they may be encoded, inadvertently or not, when private companies design the
systems. The fact that algorithms are implemented throughout government
agencies can only magnify and perpetuate the risks of hidden biases and errors.
[26, pp. 137-138]

One possible structure for responding to these issues is the Council of Europe's Eu-
ropean Commission for the Efficiency of Justice (CEPEJ)’s European Ethical Charter
on the Use of Artificial Intelligence in Judicial Systems and Their Environment,
which sets out five principles:

. Principle of respect for fundamental rights: Ensure that the design and implementa-
tion of artificial intelligence tools and services are compatible with fundamental
rights;

. Principle of non-discrimination: Specifically prevent the development or intensifica-
tion of any discrimination between individuals or groups of individuals;

. Principle of quality and security: With regard to the processing of judicial decisions
and data, use certified sources and intangible data with models conceived in a multi-
disciplinary manner, in a secure technological environment;

. Principle of transparency, impartiality and fairness: Make data processing methods
accessible and understandable, and authorise external audits; and

. Principle ‘under user control’: Preclude a prescriptive approach and ensure that users
are informed actors and in control of their choices [44].

The CEPEJ has also prepared a feasibility study for a mechanism for certifying Al
tools and services in the sphere of justice and the judiciary, which outlines how these
principles might be applied in practice [45].



4 Conclusion

Lawtech has been part of a wave of change and innovation in the legal services
market. It could save consumers and businesses money and time, and be a source of
economic growth. However, it is not a ‘silver bullet’ to solve the problem of access to
justice. As Al is used more by lawyers and courts, this could save time and money
and be fairer, but may be biased and inflexible.

These policy choices will become more important as lawtech develops at a faster
pace. The Council of Bars and Law Societies of Europe has considered the use of Al
in detail, and provides a reflection which summarises the issues well:

Much debate is still needed critically to assess what role, if any, Al tools
should play in our justice systems. Change should be embraced where it im-
proves or at least does not worsen the quality of our justice systems. However,
fundamental rights and adherence to ethical standards that underpin institutions
based on the rule of law, cannot be subordinated to mere efficiency gains or cost
saving benefits, whether for court users or judicial authorities.

Increasing access to justice by reducing the cost of judicial proceedings may
sound like a desirable outcome, but there is little value in increasing access to
justice if the quality of justice is undermined in doing so. [46, p. 20]
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