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Abstract. Business analytics use advanced techniques that can analyze and pro-
cess large and diverse data sets in order to generate valuable insights and lead to 
better business decisions. Of the three types of business analytics – descriptive, 
predictive, and prescriptive – only the latter focus on decision making. This paper 
aims to address two limitations of existing approaches in prescriptive analytics: 
(i) the lack of a transparent integration between predictive and prescriptive ana-
lytics and (ii) the incorporation of human knowledge and experience within the 
decision-making process. In order to address these points, the paper develops a 
framework that integrates data-driven predictions and the decision-making pro-
cess by taking account human experience. The framework adopts interactive re-
inforcement learning algorithms and provides a concrete approach for data-
driven human-AI collaboration. The main challenges and limitations of the ap-
proach are also discussed. 

Keywords: Human-AI Interaction, Data Analytics, Reinforcement Learning. 

1 Introduction 

Decision making has been studied from normative and descriptive approaches [1]. Nor-
mative theories focus on how to make the best decisions by deriving algebraic repre-
sentations of preferences from idealized behavioral axioms. For example, the principle 
of utility maximization in economics and the concept of equilibrium in game theory 
describe how self-interested rational agents should behave individually or in a group, 
respectively [2]. On the other hand, descriptive theories incorporate known limitations 
of human behavior in the decision-making process. For example, prospect theory can 
successfully account for the failures of expected utility theory in describing human de-
cision making under uncertainty [3].  

Recently, these two traditional approaches of decision-making research have merged 
with additional disciplines [4]. It is now increasingly appreciated that learning plays an 
important role in decision making, although this has been ignored in most economic 
theories. In particular, Reinforcement Learning (RL) provides a valuable framework to 
model how decision-making strategies are tuned by experience [5, 6, 7]. 
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Turning from the human to the organizational level, a recent trend in organizational 
decision making is the exploitation of the staggering amounts of data that organizations 
have at their disposal [8]. These data, if analyzed and processed properly, can generate 
valuable insights and lead to better business decisions [9]. The use of advanced tech-
niques that can analyze and process very large and diverse data sets that include struc-
tured, semi-structured and unstructured data, from different sources, and in different 
sizes from terabytes to zettabytes, has led to the field of business analytics [10]. 

Business analytics focuses on data-driven decision-making and consists of three 
phases: descriptive, predictive, and prescriptive. While descriptive and predictive ana-
lytics allow us to analyze past and predict future events, respectively, these activities 
do not provide any direct support for decision-making [11, 12]. Contrary, prescriptive 
analytics is a new type of data analytics which enable data-driven optimization for de-
cision support and planning [13]. It has been recently argued that the full exploitation 
of prescriptive analytics for optimized business decision making requires the incorpo-
ration of human knowledge and experience in the decision-making process [11, 14]. 

In the present paper we investigate how to explicitly incorporate human knowledge 
and experience in the data-driven decision-making process. In order to accomplish this, 
we incorporate interactive RL since it presents many opportunities for an osmosis of 
decision-making research in both human and artificial agents [15, 16, 17]. In interactive 
RL, a human interacts with an RL agent in real-time [18]. This approach has been 
shown to considerably improve the RL agent's learning speed and can allow RL to scale 
to larger or more complex problems [19].  

The paper is structured as follows: first we introduce the theoretical background of 
prescriptive analytics. Then, we present the reinforcement learning mechanisms and 
focus on the way human-augmented approaches can be implemented with interactive 
RL. We define our proposed framework and describe how it favors data-driven human-
AI collaboration. We discuss the main challenges of the approach and, finally, present 
our conclusions and describe future works.  

2 Data-Driven Decision Making: Prescriptive Analytics 

Business analytics refers to the extensive use of data, acquired by diverse sources, sta-
tistical and quantitative analysis, explanatory and predictive models, and fact-based 
management to drive decisions and actions to proper stakeholders [20]. 

Business analytics is categorized to three main stages characterized by different lev-
els of difficulty, value, and intelligence [11, 21]: (i) descriptive analytics, answering the 
questions “What has happened?”, “Why did it happen?”, but also “What is happening 
now?” (mainly in a streaming context); (ii) predictive analytics, answering the ques-
tions “What will happen?” and “Why will it happen?” in the future; (iii) prescriptive 
analytics, answering the questions “What should I do?” and “Why should I do it?” (see 
Table 1). 
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Table 1. Types of Business Analytics (adapted from [11], [13], [14]) 

Type of analytics Descriptive Predictive Prescriptive 

Questions 
answered 

What happened? 
Why did it happen? 

What will happen? 
Why will it happen? 

What should we do? 
How can we make it 
happen? 

Focus Hindsight Foresight Decision 
Main task Analyze Predict Influence 

Sample use cases Performance man-
agement Risk modelling Portfolio optimisa-

tion 

Indicative 
technologies 

• Dashboards 
• Statistics 
• Data mining 

• Machine learning 
• Forecasting 
• Probabilistic 

models 

• Mathematical 
programming 

• Logic-based mod-
els 

• Simulation 
Perspective From Retrospective to Prospective 

 
Prescriptive analytics typically involves two aspects: (a) exploration of possible ac-

tions and (b) generation of the prescription. Typically, the decision space for prescrip-
tive analytics tends to be large and there are multiple situations with many variables, 
options and constraints. Compared to descriptive and predictive, prescriptive analytics 
is still less mature. Recently, however, prescriptive analytics has been considered as the 
next step towards increasing data analytics maturity and leading to optimized decision 
making, ahead of time, for business performance improvement [14, 22]. 

 
Fig. 1. Simplified diagram of prescriptive analytics 

Integrating predictions and prescriptions is key for the extensive adoption as well as the 
exploitation of the values of prescriptive analytics [23, 24]. As for any method that 
relies on predictions, prescriptive analytics is stochastic by nature and may generate 
erroneous results.  We argue that, similarly to control theory, an assessment of the va-
lidity of the prescriptions can be used as a feedback mechanism to generate a control 
action to improve the accuracy of the new predictions and the subsequent prescriptions 
(see Fig. 1). In the following section, we describe how such a feedback mechanism can 
be implemented using RL. 
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3 Reinforcement Learning for Decision Making 

Reinforcement Learning (RL) is one of the three types of machine learning (the other 
two being supervised and unsupervised learning) [25]. In reinforcement learning the 
problem is represented by an environment consisting of states and actions and learning 
agents with a defined goal state. The agents aim to reach the goal state while maximiz-
ing the rewards by selecting actions and moving to different states [5, 6].  

In RL, an agent learns how to perform a sequential decision task, i.e., a policy that 
decides which action to take in a state of the environment the agent encounters. A se-
quential decision task is modelled as a Markov Decision Process (MDP), denoted as 
{S, A, T, R, γ}. In MDP, S represents a set of all possible states and A represents a set 
of all possible actions. Time is divided into discrete time steps. At each time step t, the 
agent receives a representation of the environmental state, st ∈ S, takes an action at ∈ A 
that results in next state of the environment st+1. One time step later, as a consequence 
of the action at taken based on the current state st, the agent will receive a numerical 
reward, Rt+1 specified by a reward function which decides a numeric reward value at 
each time step based on the current state, action chosen, and the resultant next state. 
The probability of next state st+1 that the agent will experience is decided by a transition 
function which describes the probability of transitioning from one state to another given 
a specific action (see Fig. 2 for the typical RL approach).  

 
Fig. 2. The typical reinforcement learning approach.   

What makes RL different from other machine learning paradigms is that there is no 
supervisor, only a reward signal. Feedback is delayed, not instantaneous and time really 
matters. The agent’s actions affect the subsequent data it receives. An RL agent may 
include one or more of these components: (i) a policy: it is the agent’s behavior func-
tion, a map from states to actions – policies may be deterministic or stochastic; (ii) a 
value function, which models how good is each state, acts as a predictor of future re-
ward and is therefore used to select between actions; and/or (iii) an action model, which 
is the agent’s representation of the environment and predicts what the environment will 
do next [26].  
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The combinations of these three components can be used to categorize RL agents 
into five types: (a) value based (there is no policy, or the policy is implicit and there is 
a value function); (b) policy-based (there is a policy and no value function); (c) actor 
critic (there is both a policy and a value function); (d) model-free (there may be a policy 
and or a value function but no model); and (e) model-based (there may be a policy and  
or a value function and there is a model - see Fig. 3). As we will see later, our proposed 
framework adopts the actor-critic type of RL.  

 
Fig. 3. Venn diagram of the space of agents in reinforcement learning (source [27])   

In real-world applications humans may change the RL agents’ optimal behavior by 
teaching them interactively according to their likings. In this case, standard RL cannot 
be applied, since the optimal behavior is usually preprogrammed via a reward function 
and most human users are laymen in agent design and programming. Interactive RL 
has been developed and proven to be a powerful method for facilitating humans to teach 
agents in a natural way [18 ,28]. 

 
Fig. 4. Interactive reinforcement learning framework.  

Value
func)on

Policy

Model

(d) Model-
free

(c) Actor
cri0c

(a) Value-
based
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A human user might not be an expert in programming but has knowledge about how 
to perform the decision task, which will reduce the agent’s exploration time and speed 
up its learning. In interactive RL, every time the agent takes an action in a state, the 
observing human can provide feedback which tells the quality of the selected action 
based on the human’s knowledge, as shown in Fig. 4. The agent then uses the feedback 
to update its policy. Therefore, the agent learns how to perform the decision task by 
interacting with a human, and it is the human feedback that decides the agent’s behav-
iour [29, 30].  

4 Framework for Collaborative Human-AI Decision Making 

The proposed framework for collaborative human-AI decision uses the principles of 
interactive RL to implement the prescriptive model. Fig. 5 shows how the integrated 
RL mechanism uses predictions generated by the prediction model as well as human 
feedback to guide the RL agent to provide actions for the environment. The RL agent 
is triggered by prediction events about future states of the environment which are gen-
erated by the prediction model.  Subsequently, the agent prescribes the appropriate ac-
tions or set of actions among the alternatives so that an undesired future state is avoided, 
or a desired future state is sought after. Finally, the agent adjusts its policy based on 
both the rewards and the human feedback received.  

 
Fig. 5. Proposed framework for data analytics and interactive reinforcement learning. 

To gain a better understanding of the proposed framework function, in the following 
we examine three critical design choices and their implications: (i) the choice of the 
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predictive model to be used; (ii) the choice of the type of RL agent; and (iii) the type of 
human-AI interactions. 

The first design choice refers to the type of predictive model to be used and the 
associated algorithms. Clearly the selection of the predictive model and algorithms de-
pends largely on the problem at hand. Among prominent methods, Deep Learning (DL) 
is increasingly being used to make accurate predictions based on learned representa-
tions of data with multiple levels of abstraction [32]. An example of DL is Long Short-
Term Memory (LSTM) networks. LSTM are a type of recurrent neural networks capa-
ble of learning order dependence in sequential prediction problems [33]. LSTM can 
learn to bridge minimal time lags and, hence, have proven to be effective when the 
input events are real-time streaming data, a case which is relatively typical in data-
driven problems [34]. 

The second design choice refers to the type of the RL agent. In our framework we 
adopt actor-critic reinforcement learning [35]. The idea of the critic-only approach is 
to learn a value function based on which the agent can compare ("criticize") the ex-
pected outcomes of different actions. In the actor-only approach the agent senses the 
state of the environment and acts directly, i.e., without computing and comparing the 
expected outcomes of different actions, hence the agent learns a direct mapping (a pol-
icy) from states to actions. In contrast to these two approaches, the key idea of the actor-
critic approach is to simultaneously use an actor, which determines the agent's action 
given the current state of the environment, and a critic, which judges the selected action. 
The actor learns a parameterized policy, and the critic learns a value function to evalu-
ate state-action pairs [35]. Although learning the policy depends on the quality of the 
value function estimate (which is learned simultaneously by the critic), our preference 
for the actor-critic algorithm is due to the fact that it provides the policy necessary for 
the policy shaping method that consists our choice in the third design issue.   

The third design issue refers to the type if human-agent interaction. Human interac-
tion in RL algorithms has been classified in five categories: (i) standard imitation learn-
ing, in which the human trainer observes the state information and demonstrates action 
to the agent; (ii) learning from evaluative feedback, where the human trainer watches 
the agent performing the task and provides instant feedback on each agent decision; 
(iii) imitation from observation, which is similar to standard imitation learning except 
that the agent does not have access to human demonstrated action; (iv) learning atten-
tion from human, which requires the trainer to provide attention map to the learning 
agent; and (v) learning from human preference, in which the human watches two be-
haviors generated by the learning agent simultaneously and decides which is more pref-
erable [36, 37].  

Our framework adopts the learning from evaluative feedback approach. In this ap-
proach the agent adjusts its policy based on the feedback received. The simplest form 
of evaluative feedback is a scalar value indicating how desirable an observed action is. 
This approach does not require the human trainer to be an expert at performing the task 
- it only requires the trainer to accurately judge agent behaviors. One of the main chal-
lenges in this approach is to interpret human feedback correctly. Methods that assume 
different interpretations of human feedback include: (a) policy shaping. which inter-
prets human feedback as direct policy labels; (b) reward shaping that interprets human 



8 

feedback as the value function or a human-specified reward function; (c) human inter-
vention, in which a human supervises the training process of an RL agent and blocks 
catastrophic actions; and (d) policy-dependent feedback, which posits that feedback 
should be interpreted as an advantage function that specifies how much better or worse 
when deviating from the agent’s current policy. 

5 Discussion 

The recent increase of the use of AI technologies in our everyday lives has generated 
the need for AI systems to work synergistically with humans in an effective, transparent 
and ethical way [38]. However, if we are to treat AI systems in such a manner as to 
allow them to augment our abilities and compensate for our weaknesses, we need a new 
understanding of AI that takes humans explicitly into account. We need to change our 
view from AI systems as “thinking machines” and treat them as “cognitive prostheses” 
that can help humans think and act better [39, 40].  

Our proposal of a framework for collaborative human-AI decision making is towards 
this direction. It aims to exploit the predictive power of data-driven predictive analytics 
techniques with the decision-making approach of reinforcement learning with human 
feedback. Our framework can be considered a specific instance of the hybrid structure 
of the human and AI-based decision making combinations described in [41]; actually 
it can be categorized in the “Hybrid 1: AI to human” category, in which the AI agent 
works in tandem with the human by providing algorithmic prediction results, which are 
then used as input to a collaborative human-AI decision-making process. 

The proposed framework outlines an approach towards the combination of predic-
tive and prescriptive analytics, which – according to analysts’ reports [42] – will allow 
organizations to reap significant business benefits. However, there are also critical costs 
to be considered, chief among them the cost of acquiring and annotating data. The ap-
propriate datasets for predictive tasks have recently become key corporate assets. The 
issue of sample efficiency is especially important when reinforcement learning is used; 
if the data samples are limited in numbers the learning algorithm would have very low 
exploration of the environment from training data as the information and states are not 
fully covered. To handle this issue, the efficiency of data should be good enough or the 
RL approach should be sample efficient to learn the environment from limited amount 
of data [26]. An additional characteristic, that may increase the cost of datasets, is the 
need to guarantee and continuously assess data quality [43, 44].  

The design and development of human-AI systems may demonstrate unpredictable 
behaviors that can be disruptive, confusing, offensive, and even dangerous. There is 
therefore a clear need to address the human computer interaction (HCI) issues of hu-
man-AI systems in a systematic manner. The recent advances generate a stream of chal-
lenges and opportunities for the HCI community. Although recent efforts have already 
developed reusable design guidelines [45], many challenges still persist in designing 
and innovating valuable human-AI interactions. Topics such as the uncertainty sur-
rounding AI's capabilities and the complexity of AI's output create yet unsolved design 
challenges [46]. 
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The way human users are involved in a direct collaboration with RL agents is an 
additional topic that needs special attention. Interactive RL approaches need to be de-
signed in such a manner as to produce behaviors that align with the user’s intention and 
allow clear communication between the human and the RL algorithm. For example, in 
order to motivate users to give feedback several studies suggest the use of gamification 
strategies [18]. 

Furthermore, the fatigue of users and its effects on the quantity and quality of feed-
back should be considered; for example, it has been observed that humans tend to re-
duce the quantity of feedback they give over time while the quality also diminishes. 
Developing appropriate design strategies to address the engagement of humans be-
comes paramount. Finally, the knowledge level of the human involved in the interaction 
is an important feature of the human-AI interactions. This level has an impact on the 
quality and quantity of feedback and could limit the use of some feedback types that 
require more precise information, such as demonstrations or action advice [18].  

The practical real-world challenges of implementing reinforcement learning algo-
rithm constitute another area of concern. Topics such as the ones related to the exact 
definition of reward functions, the number of actions and state spaces, as well as the 
data sample efficiency (already mentioned above) have significant impact on the per-
formance of RL algorithms in real-world applications [47]. In addition, the environment 
in real-world application domains may allow only partial observation. Conventional RL 
methods assume that environments are fully observable Markov environments. Partial 
observability requires the generalization of Markov decision processes to partially ob-
servable ones, which increases computational complexity.   

Of course, the more general issues of human-AI interactions also apply in our case. 
Topics like the need for governance structures that address AI failures; the need for 
explaining AI recommendations; and the issues of trust, transparency and reliability are 
still open research questions in the organization science, information systems and arti-
ficial intelligence fields [48, 49].  

6 Conclusions and further work  

In the present paper we developed a conceptual framework that integrates the data-
driven predictions of predictive analytics with the decision-making process of prescrip-
tive analytics. The framework explicitly takes into account human experience using the 
mechanisms of interactive reinforcement learning. Early implementations of the frame-
work in application domains like financial management (stock trading) and industry 4.0 
(predictive maintenance in steel industry) provide encouraging results.  

In our further work we intend to address problems that need to solve several tasks 
with different rewards simultaneously. For such problems, we aim to experiment with 
multi-objective RL (MORL). MORL can be viewed as the combination of multi-objec-
tive optimization (MOO) and RL to solve decision-making problems with multiple con-
flicting objectives [50]. Moreover, in order to facilitate learning the reward function 
from demonstrations by human experts, we aim to experiment with inverse RL [51], 
which attempts to extract the reward function from the observed behavior of an agent. 
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