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Abstract. Numerous machine learning algorithms have been developed and ap-

plied in the field. Their application indicates that there seems to be a tradeoff 

between their model performance and explainability. That is, machine learning 

models with higher performance are often based on more complex algorithms 

and therefore lack interpretability or explainability and vice versa. The true ex-

tent of this tradeoff remains unclear while some theoretical assumptions exist. 

With our research, we aim to explore this gap empirically with a user study. Us-

ing four distinct datasets, we measured the tradeoff for five common machine 

learning algorithms. Our two-factor factorial design considers low-stake and 

high-stake applications as well as classification and regression problems. Our 

results differ from the widespread linear assumption and indicate that the 

tradeoff between model performance and model explainability is much less grad-

ual when considering end user perception. Further, we found it to be situational. 

Hence, theory-based recommendations cannot be generalized across applica-

tions. 

Keywords: Machine Learning, Explainability, Performance, Tradeoff, User 

Study. 

1 Introduction 

Today, intelligent systems based on artificial intelligence (AI) technology primarily 

rely on machine learning (ML) algorithms [1]. Despite their prediction performance, 

there is a noticeable delay in the adoption of advanced ML algorithms based on deep 

learning or ensemble learning in practice [2]. That is, practitioners prefer simpler, shal-

low ML algorithms such as logistic regressions that exhibit a higher degree of explain-

ability through their inherent interpretability [3]. 

In contrast, much of the current AI research focuses on the performance of ML mod-

els [4] and data competitions are dominated by deep learning algorithms such as artifi-

cial neural networks (ANN) that outperform shallow ML algorithms [e.g., 5]. However, 

the processing of these algorithms is practically untraceable due to its complex and 
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intransparent inner calculation logic. This renders it impossible for humans to interpret 

an ANN’s decision-making process and prediction results, making it a black box. 

This results in a tradeoff between performance and explainability which is not yet 

sufficiently understood. The uncertainty and lack of control due to a lack of explaina-

bility can fuel algorithm aversion of the end user. The aversion describes a phenomenon 

where users prefer humans over machines even when the performance of the machine 

is superior to the human [6]. In contrast, recent work by Logg, et al. [7] implies that for 

some situations when performance is communicated, humans may prefer machines re-

sulting in algorithm appreciation. A better understanding of the tradeoff can help to 

reduce algorithm aversion and may even foster algorithm appreciation from an end user 

perspective. 

While the performance of an algorithm can be estimated by common performance 

indicators such as precision, recall, or the F-score, it remains unclear, which ML algo-

rithm’s inherent interpretability is perceived as more explainable by end users. How-

ever, this is crucial as the perceived explainability of a prediction determines the effec-

tiveness of an intelligent system. That is, if the human decision maker can interpret the 

behavior of an underlying ML model, he or she is more willing to act based on it [8] – 

especially in cases where the recommendation does not conform to his or her own ex-

pectations. As a consequence, intelligent systems without sufficient explainability may 

even be inefficacious as end users will disregard their advice. 

In scholarly literature, several theoretical considerations on the tradeoff of perfor-

mance and explainability exist [9-15], yet a scientific investigation or even an empirical 

proof is still missing. We formulate our research question accordingly: 

 

“How do machine learning models compare empirically in the tradeoff between their 

performance and their explainability as perceived by end users?” 

 

These insights have a high potential to better explain AI adoption of different ML 

algorithms contributing to a better understanding of AI decision-making and the future 

of work using hybrid intelligence. That is on the one hand, the results can help us to 

understand to what extent various ML algorithms differ in their perceived explainability 

from an end user perspective. This allows us to draw conclusions about their future 

improvement as well as about their suitability for a given situation in practice. On the 

other hand, the results can help us to understand how much performance end users are 

willing to forfeit in favor of explainability. Ultimately, Rudin [3]’s call to avoid ex-

plaining black-box models in favor of using inherently interpretable white-box models 

could be better approached if the tradeoff was sufficiently understood from a social-

technical perspective. 

In the following, Section 2 introduces fundamentals of ML and the state-of-the-art 

of existing ML tradeoff schemes concerning model performance and model explaina-

bility. In Section 3, we describe our methodology before we outline preparatory work 

comprising the datasets and algorithms. The section also comprises the technical reali-

zation of the algorithms, the measurement for comparison, and the survey design. In 

Section 4, we discuss the results of the empirical comparison. We close by summarizing 

our results and pointing out limitations of our study in Section 5. 
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2 Fundamentals and Related Work 

2.1 Machine Learning Algorithms 

ML focuses on algorithms that are able to improve their performance through experi-

ence. That is, ML algorithms are able to find non-linear relationships and patterns in 

datasets without being explicitly programmed to do so [16]. The process of analytical 

modeling building to turn ML algorithms into concrete ML models for the use in intel-

ligent systems is a four-step process comprising data input, feature extraction, model 

building, and model assessment [1]. 

Each ML algorithm has different strengths and weaknesses regarding their ability to 

process data. Many shallow ML algorithms require the feature selection of relevant 

attributes for model training. This task can be time-consuming if the dataset is high-

dimensional, or the context is not well-known to the model engineer. Common shallow 

ML algorithms are linear regressions, decision trees, and support vector machines 

(SVM). ANNs with multiple hidden layers and advanced neurons for automatic repre-

sentation learning provide a computation- and data-intensive alternative called deep 

learning [1]. These algorithms can master feature selection on increasingly complex 

data by themselves [17]. In consequence, their performance surpasses shallow ML 

models and even exhibits super-human performance in applications such as data-driven 

maintenance [e.g., 18]. On the downside, the resulting models have a nested, non-linear 

structure that is not interpretable for humans, and its results are difficult to reproduce. 

In summary, while many shallow ML algorithms are considered interpretable and, 

thus, white boxes, deep learning algorithms tend to perform better but are considered 

to be intransparent and, thus, black boxes [19]. 

2.2 Interpretability and Explainability in Machine Learning 

Explanations have the ability to fill the information gap between the intelligent system 

and its user similar to the situation in the principal-agent problem [2]. They are decisive 

for the efficacy of the system as the end user decides based on this information whether 

he or she integrates the recommendation into his or her own decision-making or not. 

The question of what constitutes explainability and how explanations should be pre-

sented to be of value to human users fuels an interdisciplinary research field in various 

disciplines, including philosophy, social science, psychology, computer science, and 

information systems. 

From a technical point of view, explainability in intelligent systems is about two 

questions: the “how” question and the “why” question. The former is about global ex-

plainability, which provides answers to the ML algorithm’s internal processing [3, 9]. 

The latter is about local explainability, which answers the ex-post reasoning about a 

concrete recommendation by a ML model [9]. To form a common understanding for 

our research artifact, we define explainability as “the perceived quality of a given ex-

planation by the user” [19]. 

In this context, as noted above many shallow ML models are considered to be white 

boxes that are interpretable per se [13]. In contrast, a black-box ML model is either far 
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too complicated for humans to understand or opaque for a reason and, therefore, equally 

hard to understand [3]. Consequently in this research, in line with Adadi and Berrada 

[19]’s argument we consider a model’s explainability as its innate interpretability by 

end users not using any further augmentations. 

2.3 Related Work on Machine Learning Tradeoffs 

Considerations about the (hypothesized) tradeoff between model performance and 

model explainability have been the subject of discussion for some time. Originating 

from theoretical statistics, a distinction for different ML algorithms was first made be-

tween model interpretability and flexibility [15]. More recently, this changed towards 

a comparison between model accuracy and interpretability [e.g., 10, 13] or algorithmic 

accuracy and explainability [e.g., 9, 12]. However, all tradeoffs address the same com-

promise of an algorithm’s performance versus the algorithm’s degree of result tracea-

bility. 

Overall, in the field many subjective classifications of this tradeoff exist [9-15]. 

These subjective classifications of the different authors show great similarities but also 

some dissimilarities. We summarize the related work and their classifications (left side) 

in Figure 1 illustrating a high conformity between all authors. The resulting Cartesian 

coordinate system (right side) shows five common ML algorithms ordered by their 

common performance (y-axis) and their assumed explainability (x-axis). Grey-box 

models (i.e., ex-post explainers) are only subject of few studies [e.g., 12, 14], hence we 

have not included them in our considerations. 

 

Fig. 1. A Synthesis of Common ML Algorithm Classification Schemes 

While there is a general agreement on key ML algorithms, there are some differences 

on their placement and the granularity of representation. The general notion is that with 

a loss of performance, algorithms provide better explainability in a more or less linear 

fashion. That is, deep learning algorithms or ANNs are categorized as the most power-

ful with the least degree of model explainability, followed by ensemble algorithms, 

which consist of multiple ML models. Third in performance, SVMs serve as a large 

margin classifier based on data point vectors. Fourth, decision trees use sorted, aligned 

trees for the development of decision rules. Finally, linear regressions are considered 

of least performance, yet straightforward to interpret [20]. Some authors have chosen 
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to classify certain ML algorithms closer to each other to arguably represent better their 

assumed true position in the tradeoff [e.g., 9, 11, 21]. 

In essence, these theoretical classification schemes represent a hypothetical and data-

centered view on the tradeoff of model accuracy vs. model interpretability. They have 

neither yet been validated for specific applications based on real data, nor with end 

users in a user-centered approach to unearth their true pertinency to represent said 

tradeoff of performance vs. explainability. Despite this obvious deficiency, they are 

commonly referenced as a motivation for user- or organization-centered XAI research 

or intelligent system deployment [e.g., 3, 21, 22]. 

Thus, in summary it remains unclear how the end users perceive explainability and 

how this is in line with these tradeoff considerations. In our work, we focus on the 

tradeoff between performance and an ML models inherent explainability to avoid bi-

ases introduced by model transfer techniques from the field of explainable AI (XAI), 

which aims at providing more transparent ML models that have both, high model per-

formance and high explanatory power [11]. 

3 Methodology 

Our research methodology uses four main steps: research question, data collection, data 

analysis, and result interpretation [23]. They are depicted in Figure 2. 

 

Fig. 2. Overall Methodology. 

We started by formulating our RQ with the aim to shed light on the similarities and 

differences between different ML algorithms in terms of their tradeoff between perfor-

mance and explainability. We verified the relevance of our RQ by a theoretical review 

of existing contributions and pointed out the research gap (cf. Section 2.3). 

As we expect the tradeoff to be moderated by the underlying criticality of the task 

(low stake vs. high stake) and the type of the task (regression vs. classification), we 

employ a two-factor factorial design with four treatments using four different publicly 

available datasets. See Table 1 for an overview of the datasets. 

To test the tradeoff empirically, we trained five ML models using common ML al-

gorithms present in the aforementioned theoretical tradeoff schemes for the four treat-

ment datasets using scikit-learn. We performed common data cleansing steps prior to 

model training. See Table 2 for an overview of the implementations. 
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Table 1. Overview of Datasets. 

Dataset Treatment Description 

IRIS 

[24] 

Low-stake 

classification 

IRIS is well known and has a low complexity. It contains 150 ob-

servations of 4 different features about the shape of iris flowers as 

well as their classification into one of 3 distinct species. 

WINE 

[25] 

Low-stake 

regression 

The WINE quality dataset consists of 11 different features de-

scribing red Portuguese “vinho verde” wines. The dataset includes 

1599 wine samples that are ranked in their quality from 0 to 12. 

SECOM 

[26] 

High-stake 

classification 

SECOM includes use data from a semi-conductor manufacturing 

process. It contains data of over 590 sensors tracking 1567 obser-

vations of single production instances as well as the classification 

of semi-conductor production defects. 

C-MAPSS 

[27] 

High-stake 

regression 

C-MAPSS provides turbofan engine degradation sensor data. It is 

based on a modular aero-propulsion system simulation about the 

remaining useful lifetime using different operational conditions. It 

contains simulation data from 93 turbines with 50 cycles per tur-

bine and 25 sensors measurements per cycle. 

To evaluate the performance of our models, we used two different measurements due 

to the type of problem (i.e., regression vs. classification). For the evaluation of the re-

gression-based predictions, we applied the root mean square error (RMSE). For the 

evaluation of the classification-based predictions, we calculated the model’s accuracy. 

Table 2. Overview of ML Algorithm Implementations. 

ML Algorithm Implementation 

Linear Regression Due to data preprocessing, we skipped default normalization and used 

the default settings. For the non-centered datasets such as SECOM, we 

included the intercept of the model. 

Decision Tree We did not restrict the models by regulations such as the minimum sam-

ple split numbers of the estimators. The resulting trees have a depth of 

five or six, depending on the treatment. 

SVM For all datasets, we applied an SVM using a radial basis function as ker-

nels. 

Random Forest 

(ensemble) 

We used the bagging algorithm random forest as proxy for ensembles. 

Random forests consist of 100 estimators each and their complexity was 

not restricted (see decision tree). 

ANN For C-MAPSS, we used an ANN with six alternating hidden layers con-

sisting of LSTM and dropout layers. For the other datasets, we applied a 

multi-layer-perceptron with six hidden layers including dropout layers. 

While a model’s performance can be evaluated independently of the user, its explaina-

bility depends on the perceptions of its users [28]. Therefore, we evaluated the users’ 

perceived explainability by conducting a survey to account for the subjective nature of 

the perception of the ML models. We used the platform prolific.co using a monetary 

incentive. We did not limit the participation by factors such as the experience with AI 
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or data science skills to receive broad feedback. For reasons of duration and repetitive-

ness, we designed two separate studies that were assigned at random: a classification 

study and a regression study, each containing a low-stake and high-stake case. The pro-

cedure within each variant was identical. 

In the survey, we first collected demographics, prior experience with AI, as well as 

the participant’s willingness to take risks. In the second part, we provided them with an 

introduction to the concepts of either regression- or classification-based ML, typical 

data processing steps, and general information about the visualization of ML predic-

tions. 

Second, we presented the use case for each treatment: The interviewees were asked 

to assume the role of an employee confronted with a decision situation. We provided a 

task definition and information about the process. Further, we explained that the task 

should now be performed by an intelligent system. For each case, we provided the crit-

icality of wrong decisions. 

Third, we evaluated their explainability based on the propositions by Hoffman, et al. 

[29]. To survey global explainability, we provided the participants with descriptions of 

the employed ML algorithms. To survey local explainability, we provided the partici-

pants with a graphical visualization of specific predictions. The participants did not 

receive any information about the performance of the ML to avoid biases. For each ML 

model, the participants had to rate their overall perceived explainability of the model 

on a five-point Likert-scale. The models were presented in random order to avoid se-

quence bias. 

We received responses from 204 participants (112 classification, 92 regression). Af-

ter processing multiple exclusion criteria (duration, lazy patterns, control questions), 

we could use 151 surveys (117 male, 34 female). Most participants (≈45%) were be-

tween 20 and 30 years old, followed by 31-40 (≈28%). ≈75% were from Europe, while 

≈23% were from North America and only ≈2% from other regions. Half of the partici-

pants (≈52%) had no experience in AI, while ≈33% used AI for less than two years and 

only ≈15% had more than two years of experience with AI. ≈13% of the participants 

would describe their willingness to take risks as very low, while ≈46% would classify 

themselves as medium and ≈41% as high to very high. 

4 Results 

4.1 Result Comparison 

Performance. In general, the performance results confirm the theoretical ordering in 

Figure 1 (y-axis). Nevertheless, the relative performance differs. Especially, the differ-

ence between random forest and SVM is smaller than assumed. In our case, this may 

be due to the datasets and the ensemble algorithm, but it reveals that the ordering of 

algorithms by their performance is hardly deterministic. Further, the performance dif-

ference between shallow ML algorithms and deep learning can be almost neglectable 
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in scenarios with low complexity such as IRIS. Still, linear regression constantly per-

formed worst while ANN performed best in comparison to the other models. Table 3 

illustrates the results of our performance evaluation. 

Table 3. Performance Results of ML Models. 

 Classification in Accuracy* Regression in RMSE** 

Model IRIS SECOM WINE C-MAPSS 

Linear Regression 81.59 68.70 1.05 59.39 

Decision Tree 85.95 83.50 0.85 55.60 

SVM 92.10 94.46 0.81 53.03 

Random Forest 92.90 94.92 0.79 42.31 

ANN 94.21 95.20 0.77 38.56 

* higher = better, in %; ** lower = better, in total values 

Explainability. We present the perceived level of explainability from the conducted 

survey for each algorithm in Table 4. We follow the recommendations of Boone and 

Boone [30] and applied a mean calculation for the Likert-scale data. The standard de-

viations appear normal with no discernible anomalies. 

Table 4. Comparison of Mean Explainability and Standard Deviation. 

Mean Explainability* SD Explainability** 

 Classification Regression Classification Regression 

Model IRIS SECOM WINE C-MAPSS IRIS SECOM WINE C-MAPSS 

Linear  

Regression 

3.30 3.04 3.13 2.97 0.85 0.93 0.86 0.85 

Decision 

Tree 

3.53 3.34 3.17 3.41 0.79 0.83 0.88 0.90 

SVM 3.29 3.12 2.88 3.03 0.96 0.89 0.90 0.85 

Random 

Forest 

3.38 3.42 3.32 3.32 0.91 0.75 0.87 0.90 

ANN 3.07 3.25 2.92 2.95 1.02 1.01 1.00 0.98 

* mean of five-point Likert scale; 1,00 = very low; 5,00 = very high; ** standard deviation of five-point Likert scale 

Across all treatments, random forests and decision trees achieved the highest or second-

highest ratings. Decision trees are considered highly interpretable by humans in terms 

of their global and local explainability, since it is possible to follow a path of variables 

from the root node to a leaf node containing the final decision [13]. This explainability 

by design makes the model itself (global) as well as every prediction (local) transparent. 

Random forests use multiple decision trees with a majority vote or averages on the 

predictions from the decision trees resulting in a single prediction. This could explain 

their comparably high scores. The perception of explainability varies across the remain-

der of models as discussed in the following. 
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4.2 Discussion 

Low- and high-stake classification. For the low-stake classification treatment IRIS, 

the models’ explainability were generally well-received and perceived as more similar. 

They reflect the theoretical ordering of explainability in Figure 1 (x-axis) quite well. 

IRIS represents a case of low algorithmic involvement with good accuracy values re-

sulting in the low distances between the models. The case is straightforward with only 

few variables on flower properties such as sepal width. Hence, any participant should 

have been able to grasp the features relevant to fulfill this task in its entirety. 

For the high-stake classification treatment SECOM, we found large performance 

differences as the case is more complex with more input variables, which is reflected 

by the poor performance of the shallow ML models such as linear regression. In addi-

tion, we found that the explainability of models, which can be visualized for simple 

cases in a straightforward way, loose their explanatory value for end users in this treat-

ment. 

We also found that the user’s preference shifts from single decision trees to the ma-

jority vote of random forests. We assume that human biases may be at work more prom-

inently in high-stake scenarios. This is also mirrored by the higher explainability scores 

of ANN for SECOM even though – objectively – the global and local explainability 

should be non-existent as ANN is a black-box model. 

Low- and high-stake regression. The regression datasets also highlight the diver-

gent perception regarding the different stakes. In the low-stake WINE treatment, the 

results mostly fit the theoretical assumption. In contrast, in the high-stake C-MAPSS 

treatment, the explainability score for ANN is higher than for SVM and linear regres-

sions. Furthermore, linear regression received low scores for explainability in strong 

contrast to theory. A possible rationalization is the difficulty of the participants to grasp 

the nature of regression altogether since it is not as naturally understood as classifica-

tion. This may highlight the importance of some data science skills at the human user’s 

end in order for the explanations (also in the context of XAI) to have any meaningful 

impact on the (hybrid) decision-making. 

In general, the random forest seems to master the tradeoff between performance and 

explainability particularly well in relative comparison to the other ML models. Except 

for decision trees, there is also a shift of the user’s favor from shallow ML models to 

deep learning models when the stake rises. 

Generalization of tradeoff. For the generalization of our findings and analysis of 

the tradeoff, we merged the data of the four treatments. In order to enable this merge, 

we normalized the data to the range of 0 to 1 to allow for relative comparison of the 

ML algorithms regarding the different use cases, tasks, and performance measurements. 

For the factor regression, we inverted the performance scale of RMSE since smaller 

values indicate better predictions, inversely to accuracy for classification. We trans-

ferred it into a Cartesian coordinate system similar to Figure 1. We used mean values 

to yield a position for each algorithm. Figure 3 shows the resulting averaged scheme 

calculated from the data in Tables 3 and 4. 

The hypothetical simple linear relation between ML model performance and ML 

model explainability assumed theoretically by prior research does not hold across our 
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user-centered treatments. While we can confirm some tendencies mostly concerning 

ML model performance, reflected by accuracy and RSME, a few things are notably 

different from the theoretical proposition. 

 

Fig. 3. Theoretical vs. Empirical Scheme for the Tradeoff of Performance vs. Perceived Explain-

ability in Machine Learning 

We find that the tree-based models decision trees and random forests are perceived to 

provide the best explainability of the five ML models by far from an end user’s per-

spective. We assume that this is most likely due to their intuitive transparency with 

regard to global explainability [31], which may indicate that these two tree-based algo-

rithms do not invoke the same degree of algorithm aversion associated with the remain-

der of ML algorithms. Contrary to our expectations, we could not substantiate that a 

single decision tree is perceived as more explainable than a random forest consisting of 

many unbalanced decision trees. We assume that this may be since we did not present 

all resulting trees of the random forest to the participants for review. 

4.3 Implications 

Our observations enable us to suggest theoretical and practical implication. They are 

important to consider when assessing how people respond to algorithmic advice as they 

hold implications for any decision maker or organization using intelligent systems. 

Biases hinder objective measurement. It is possible that participants were biased 

in their judgement by the perceived capability or promise of an algorithm and therefore 

assumed a higher value [32]. That is, shallow ML algorithms such as SVM and linear 

regression offer a form of internal explainability. Hence, they were supposed to result 

in a better perceived explainability than black-box models with no internal explainabil-

ity such as ANN. However, we found that there is hardly any difference in their per-

ceived explainability by end users. This may be due to participants who were not able 

to understand the presentation of SVM and linear regression as they lacked prior 

knowledge [33], which may be a practical problem in real-life cases as well. In contrast, 
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simpler models seem to be especially good in explaining more straightforward scenar-

ios. Consequently, due to high valuation in one category (performance), end users may 

attribute higher scores in another category (explainability). This is called halo effect. 

Interpretability does not entail explainability. The discrepancy between theory 

and our empirical findings can be explained at least partly by the nature of our obser-

vations. While theoretical contributions look at the algorithmic and mathematical de-

scription of objects (data-centered perspective), we have employed a socio-technical 

and thus user-centered perspective. That is, in our study, we targeted the naturally bi-

ased perception of end users of an ML algorithm directly and found that the difference 

between performance and explainability is not linearly increasing. Rather, we found 

that linear regression’s and SVM’s (and ANN’s) explanatory value is far from tree-

based algorithms in most situations. While our results do not allow to uniformly rank 

and rate explainability for ML decisions (and were not expected to), they add to the 

growing evidence that there is more to model explainability than transparent mathemat-

ical parameters and good intentions. Moreover, ordering ML algorithms by their as-

sumed data-centered interpretability is not helpful as it is constantly being misinter-

preted and misused in socio-technical settings. In contrast, socio-technical aspects stand 

out as important for the efficacious use of ML models and explainability may be the 

key factor for their acceptance by end users [34, 35]. According to our research, in non-

augmented form decision trees and random forests are currently the most suitable op-

tions to engage with end users. 

5 Conclusion, Limitations, and Outlook 

Albeit its fundamental importance for human decision-makers, empirical evidence re-

garding the tradeoff between ML model performance and explainability is scarce. The 

goal of our research was to conduct an empirical study to determine a more realistic 

depiction of this relationship and subsequently compare the placement of common ML 

models to the existing theoretical propositions. 

We found that the explanatory value of decision trees and random forests constantly 

dominates other ML models. Comparing averages, we could not find noteworthy dif-

ferences in the perceptions of explainability of SVM, linear regression, and even ANN. 

We did notice though that explainability was generally better received for more 

straightforward cases such as low-stake classifications. 

In summary, we found existing theoretical propositions to be data-centered and mis-

leading oversimplifications when compared to our user-centered observations. Our 

study shows that when explanations are put to use, socio-technical factors of user per-

ception dominate well-intended analytical considerations concerning the goodness of 

visualizations by ML experts. 

As with any empirical research, our study faces some limitations. First, our study 

was an online survey with benchmarking datasets. While we only allowed for partici-

pants with a certain background, participants may have been exposed to the scenarios 

and several of the ML algorithms for the first time. Hence, we measured an initial ex-
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plainability. Second, there was no time restriction for viewing and assessing an expla-

nation. We expect results to differ in a high-velocity treatment. Third and last, we com-

pared inherently interpretable shallow ML algorithms and ANN without further aug-

mentations. We assume that XAI augmentations will affect explainability positively. In 

contrast, other more diverse ensembles than random forests may perform worse. 

Concluding, we identified socio-technical aspects as highly important for the per-

ception of explainability and therefore further user studies with varying skill levels and 

cultural backgrounds are necessary to better understand the biases at work. Further, 

explainability does not entail understandability. If explainability only contributes to 

more trusted decision-making but not to a better understanding, research into XAI may 

be on the wrong track and ultimately only lulls users into a false sense of security by 

adding fancy yet inefficacious visualization. 
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