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Abstract. Artificial Intelligence (AI) has received significant attention in recent 

years, with claims of unlimited potential across sectors and industries. Despite 

the media hype about AI, there is limited understanding of how governments can 

utilize AI for the delivery of value to citizens and what are the barriers and trade-

offs that need to be addressed to lead to value realization. AI has the potential to 

bring transformative benefits to society, but first we need to understand the 

current state of play in the public sector through an appropriate theoretical lens. 

We adopt the attention-based view of the organization to identify key challenges 

in terms of organizational attention. This study draws on a single case study in 

Saudi Arabia to identify key challenges associated with the adoption of AI. 

Keywords: Artificial Intelligence, Data, Big Data, Public sector, AI Adoption, Saudi 

Arabia 

1 Introduction 

AI has been claimed to convey significant transformative potential across sectors. 

Global spending on AI is predicted to be nearly $98 Billion in 2023, more than double 

what was spent in 2019 (International Data Corporation), and by 2025, nearly a quarter 

(24%) of global GDP will come from AI technologies (World Economic Forum). AI 

technologies have the potential to significantly change how we live and work, as 

Google CEO Sundar Pichai recently stated “AI is one of the most important things 

humanity is working on. It is more profound than electricity or fire” [8]. In the words 

of the late Stephen Hawking: “AI could be the biggest event in the history of our 

civilization. Or the worst! We just don’t know”. For example, the power of IBM Watson 

in a cancer diagnosis and Google DeepMind in a military sphere [9-11].  

Simply put, AI can be described as a set of techniques used to simulate human 

cognitive processes such as learning, inference, and self-correction human-like tasks 

[1-2]. AI is attributed as being the catalyst of the so-called Fourth Industrial Revolution 

[3]. AI as a concept is not new, as it can be traced back to 1956 but since then it 

experienced cycles of silence known as AI winter [5]. Despite its long history, there is 

still no universal standardized definition [4]. AI aims to improve computer capability 

in four broad domains, namely, natural language processing (NLP), knowledge 

representation (KR), automated reasoning (AR), and machine learning (ML) [6-7]. AI 

can also be used in general tasks such as fraud detection [12-13], robotic process 
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automation (RPA) [14], chatbots being used as an interactive model with citizens [15], 

and use in new drug discovery [16-19]. 

Despite the popularity of AI there is a scarcity of rigorous studies that focus on AI 

adoption in the real world, specifically within the public sector [20-22]. Furthermore, 

there is a need to advance understanding of AI, by considering the mixed views 

regarding AI applications and providing empirically based insights [23-24, 20]. 

Arguably, AI in the public sector has a different area of implementation with diverse 

opportunities and challenges, where the decision-making context is heavily influenced 

by policies, effects on society and commerce, and the wider environmental 

characteristics are continuously changing [21, 25, 26,]. 

To this end, the aim of this study is “to explore the challenges of AI adoption in the 

public sector of Saudi Arabia”.  

We draw on the attention-based view (ABV) of the organisation as the theoretical 

lens through which to study AI adoption in Saudi Arabia as it encompasses the noticing, 

encoding, interpreting, and focusing of time and effort by organizational decision-

makers to address challenges and seize opportunities. 

The remainder of this paper is structured as follows. First, we provide context to 

this study by reviewing extant literature on AI in the public sector and Saudi Arabia. 

Then the research methodology and data collection methods are discussed. Next, key 

findings and discussion are presented. The paper ends with conclusion, limitations, and 

future research. 

2 Related Literature  

2.1 AI in the Public Sector 

The reported opportunities of AI in the public sector include increased productivity and 

performance, less human errors and lower costs, by removing administrative duties and 

better resource allocation [12, 14, 27, 28, 29]. There are also claims that AI impact 

many rules-based activities and repetitive, while also creating more than 133 million 

new jobs by 2022 [30-31]. 

In the context of AI adaption budget, AI technology spending in Europe for 2019 

has increased 49% over the 2018 figure to reach $5.2 billion [32]. By 2030, AI may 

lend 20% of GDP in China by 2030 [33]. The value of Saudi Arabia’s data and AI 

economy is currently estimated at 4-5.3 billion USD, and there is an opportunity to 
generate additional revenues and savings of over 10.6 billion USD using these insights 

to help guide government decisions. It is expected to contribute an estimated 14 percent 

growth to its GDP by 2030, “the equivalent of an additional 15.7 trillion USD’. [34-

36]. Furthermore, the importance of data for artificial intelligence (AI), such as the 

importance of water for plants. As Clive Hamby stated that “Data is the new oil” [36]. 

Some studies argue about AI ability to interpret and learn from external data to obtain 

useful outcomes in a dynamic way. The success of AI in delivering outstanding 

performance for specific tasks, such as robotic vehicles, flexible scheduling, etc. relies 

on big data availability. AI and big data are now apparently inseparable [37,38].  
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Along similar lines, recently, the importance of AI and Data can be shown when it 

comes to deal with the COVID-19 pandemic. For example, an AI-based model of 

HealthMap used as a tracking model at Boston Children’s Hospital (USA). It alarmed 

the first sign earlier than a scientist warning at the Program for Monitoring Emerging 

Diseases (PMED). Moreover, a prognostic prediction model was developed using 

Algorithmic Machine learning at Tongji Hospital in Wuhan, China. It predicts the 

death-rate risk of an infected person and how accurate s/he is affected by COVID-19 

(with 80% accuracy). [39,40]. 

Despite the raised level of AI adoption advantages within many areas in term of 

efficiency, improved productivity and reliability, and a big bright picture, these 

technologies are not welcoming globally when it is deal with work displacement [41], 

as well as it raises ethical concerns connected to data bias, governance, safety, privacy, 

and data ownership [42]. The adoption of AI technology in the public sector creates a 

demanding challenge that likely remains a shortcoming within the next years [43,44, 

27]. AI and Data regulations and ethics are another global concern [45,46]. 

Nevertheless, there is still humble knowledge about the types of AI applications' 

contribution for governments and how to bridge the gap between citizens’ satisfactions 

and government abilities considering AI within the capabilities of arising challenges 

[47]. 

2.2 AI Adoption in Saudi Arabia 

 

The government of Saudi Arabia launched the Vision 2030 initiative in 2016 with 

specific goals and development directions to diversify its economy. Driven by this 

vision to ensure the nation can reduce its dependency on oil [48,6]. One plan covers 

investing and developing in AI technology and its assimilation into a new mega-city 

called “Neom” [49,6]. Recent developments have seen Saudi Arabia become 

increasingly interested in the AI revolution. For instance, in September 2019, King 

Salman Bin Abdulaziz gave a decree to set up a "National Authority for Data and 

Artificial Intelligence.". There are currently several AI-related technologies available, 

but none have explanations of their challenges in Saudi Arabia, particularly from the 

viewpoint of leadership.  

In line with AI and Data opportunity, Saudi Data and AI Authority (SADAIA)1 in 

partnership with the Ministry of Health, launched two common applications called 

Tawakkalna, “توكلنا” and Tabaud “ تباعد” in response to Covid-19. Both applications use 

Machine learning algorithms and citizens/foreigner’s data to manage virus spreading. 

Tabaud uses in tracking and predicting affected areas [50,51]. Despite AI contribution 

to the COVID-19 outbreak, it is used to help the vaccination process. For instance, 

Tawakkalna application has been used in vaccination organizing where it helps to 

identify automatic alerts to determine where the closed vaccination center is and 

 
1  The Saudi Data and Artificial Intelligence Authority (SDAIA) was set up by a Royal Decree in August 

2019. 
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generate e-pass to those who are already vaccinated to let them free public moving [50]. 

Another example indicating the importance of AI to Saudi Arabia’s economic 

development, the Global Artificial Intelligence Summit 2020 was held in Riyadh in Oct 

2020 [6]. And then Saudi government announced the Line, it is a proposed smart city 

project where it is in Neom under construction; it seeks to integrate robotics and AI 

seamlessly into every aspect of citizens’ lives [52]. 

3 Methodology 

This exploratory work embraces the most widely recognized methods for data gathering 

used in qualitative research, interview study. It involves professionals responsible for 

the adoption of AI technology in the public sector of Saudi Arabia. The case study 

method was selected because it is suited to explore experiences and views on specific 

issues [53-55]. The case was chosen for two key reasons that are pertinent to this study. 

First, this case is considered an exemplar case of a public sector organisation adopting 

AI technology in Saudi Arabia at different stages, which provided rich awareness of the 

challenges encountered. Second, a member of the research team had direct access to 

the case, as they are a citizen of Saudi Arabia, and their doctoral research is funded by 

the Saudi Arabian government.  

The case studied is a public university established in 1998. It is one of the top 

universities in Saudi Arabia, with more than 70,000 students. This university has 

earmarked AI & Data department responsible for coordinating the adoption AI to 

automate more than 137 tasks such as evaluating student performance, student 

performance prediction, learning outcomes, predicting students learning style, a 

recommendation system for students, and more [56]. This University classified as F9. 

Education in OECD Classification where the sectors are categorized by function of 

government [57]. 

To select individuals that are representative of the population in the case studied, we 

employed ‘snowball sampling’ [58,59]. Five key decision-makers (see Table 1) were 

interviewed as they had extensive experience with AI hold PhD qualifications in data 

science.  

Table 1. Interviewee profile 

 

Code Job title 
Years of  

experience 

R1 Director of Centre for AI  16 

R2 Vice Dean of IT 9 

R3 Academic staff in IT  11 

R4 E-learning Department and IT project 7 

R5 Project Manager and Data Scientist 7 
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The interviews were conducted remotely using online meeting tools (e.g., Zoom, 

Microsoft Teams, and Google Meeting). The duration of interviews ranged between 40 

and 60 minutes. Semi-structured interviews were used to obtain rich insights to the 

context of the three cases studies and the emergent challenges. Interviews were 

recorded and transcribed, some in Arabic Language and then translated to English. 

Notes were taken during the interviews. For the purpose of research rigour and 

anoymonity, a code (e.g., R1) was assigned to each interviewee. 

Analyzes of the data was guided by the Gioia method [cf. 66, 67] as this method can 

extract novel insights by carefully investigating how different actors of an 

organizational process experience events (i.e., adoption of AI). The Gioia method also 

facilitates ‘research rigor’ [ibid] as it enables inductive researchers to use systematic, 

conceptual, and analytical discipline, that can lead to findings that are credible. 

 

4 Analysis and Findings  

Analyzes of the data was guided by the Gioia method as it facilitates ‘research rigor’ 

[66, 67], by enabling researchers to use systematic, conceptual, and analytical 

discipline, that can lead to findings that are credible.  The key findings that emerged 

from the interviews are presented in the remainder of this section. 

Theme 1: Fear of AI  

 

Fear of failure: a number of employees have the ability and capability to learn and 

master new experiences. However, to adapt to a complex technology like AI, most 

university staff fear failure. This was explained by one of the managers in the 

department when he commenced that:  

‘’ The employees in some departments have passion about AI, but they fear 

failure’’. R4 

 

Losing Jobs: Job security is the main challenge factor for employees who work routine 

jobs. They are not aware of AI, which uses as assisting tools not to replace their jobs. 

One of the respondents said: 

“Many employees are influenced by the media about AI danger and the 

uncertainty of the future when using AI”. R3  

Theme 2: Administrative Challenges 

 

Understanding the significance of Data and AI technology:  at the administrative 

level, some managers are not aware of AI and Data's importance to ease the decision-

making process. One of the interviewers mentioned this in his statement: 

‘’ There are some decision-makers who are still stuck working on a traditional 

way. They don’t want technological intervention or any innovations to interrupt the 
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ongoing processes. It is difficult to deal with them or convince them of the benefits of 

the technology in facilitating work’’. R5 

 

Department Collaboration:  at the administrative level with the same organization, they 

have a conflict where different colleges, departments, and sections have a different 

system. Some departments do not integrate with some initiatives launched AI center. 

They do not share data, ‘’There is no administrative incorporation with each other, as each 

department has a different system’’……….” No one wants to take the responsibility to share data, 

as we still do not have any regulation or rules to manage this’’.  R3 

Theme 3: Issues with Data 

 

Data Digitalization: Digital transformation will also contribute to achieving sustainable 

development goals. There is a massive amount of data at the university still saved and 

stored handily way, one of the E-learning Department and IT project team reported: 

‘’We have a huge number of documents still stored in a traditional way, paper-

based stores. It takes years to Digitalize it’’. R4 

 
Big Data: Dealing with big data is a significant challenge facing organizations. Big 

data management and engineering require efforts to handle data size, variety, and 

processing methods. It also demands a suitable infrastructure and tools and needs 

advanced technology to store, clean, update and analysis, etc. the Dean of Information 

Technology reported:  

‘’We have a large volume of data,75K students, and each student has dedicated 

data. In addition, university’s materials, employees’ databases, etc. This huge 

number needs to be managed efficiently also need a well technological 

infrastructure must be established to manage it’’. R5 

 

Lack of Data Specialist: Data expert can be someone who has the capability to deal 

with data warehouse tools as well as an individual or group of specialists to build, clean, 

engineering, and preparing data for AI algorithmic models. Specialization and expertise 

are other important aspect of implementing AI technology in the public sector. Some 

organizations called them data scientists where other data engineers. In Saudi Arabia, 

this skill is absent, especially for someone with relevant skills to support and promote 

AI development.   

‘’ To build a solid infrastructure, we need manpower, such as database administrators, data 

scientist, data engineer, we need a real data scientist who has a good experience, not those 

who attended three months online course’’. R5 

 

Data Governance: One of the problems that is almost repeatedly mentioned by most 

of the interviewees was Data governance, policies, and guidelines.  In the use of AI, we 

are in circle one of Data accessibility and regulations. The Director of the Centre for AI 

stated: 
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‘’We don’t have ethical regulations for using AI and its consumed Data specifically here in the 

university, and you could use that as the novelty of your research’’. R1 

  
Furthermore, another informant shared a similar view saying “There are many legislations 

for the uses of technology in the university such as not inappropriately using personal data also 

not disclosing them, but currently, there is no governance and legislation for artificial 

intelligence and its structured data’’. R2 

 

 

Table 2. Challenges to AI adoption  

5 Discussion and Implications 

Within the scope of our literature research, the scientific contribution to this study is 

inspired by its usefulness and originality. First, the most significant contribution of this 

research is addressing eight main challenges of AI adoption and Data in the context of 

public sector organizations in Saudi Arabia. Second, by providing an empirical review 

of the existing adaption plan and concerns related to AI and Data as Interdependence 

phases. Further, the insights achieved from this study offer implications in AI and data 

opportunities and challenges which helps decision-makers in the public sector to 

consider when adopting AI technologies. 

 

Implications for research: As our research develops upon existing AI adoption 

literature in a public sector, it contributes to the original knowledge [62,63]. This 

research helps develop and implement AI adoption and placement policies that can 

contribute to embedding AI-based capabilities within and throughout the organization, 

leading to both business and social value to be generated by the specific AI technology. 

An implication for public sector leaders and key decision-makers is the need. Besides, 

research on AI adoption still lacks in the public sector, and its outcomes need to be 

regulated. 

 

Administrative Challenges

AI and Data Awareness 

Department 
Collaboration

AI Related 
Challenges

Fear of failure

Losing Jobs

Data Related 
Concerns

Data 
Digitalization

Big Data

Data 
Governance

Lack of Data 
Specialist
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Implications for practice: based on the convincing evidence currently available, our 

research seems fair to suggest practical insights. First, it delivers a first overview step 

of the challenges associated with adopting AI in the public sector in Saudi Arabia. An 

implication for public sector associations targeting at development of AI-based public 

services is the need to review the organizational readiness [64]. This includes 

considerations of social and technical aspects. Second, despite the potential benefits of 

AI in the public sector, one of the AI adoption challenges that key decision-makers 

should consider as fundamental issues are data-related challenges that should not be set 

aside. As examples of these obstacles, data availability, quality, confidentiality, ethics, 

and integrity. There will be additional costly effort associated with collecting, storing, 

and sharing AI technology-derived large data sets. This cost can be related to the budget 

or extra space and management requirements for data storage, cleaning, integrating, 

readiness, validation, and infrastructure tools. Although, if the data are not accessible, 

AI adoption is a waste of effort and might fail. 

6 Conclusion and Future Work 

In this study, we focused on the challenges of AI in the context of a public sector 

organization in Saudi Arabia. As with all research, however, we acknowledge this study 

has two limitations, which also offer directions for future research. First, the collection 

and analysis of the data from a single case study limits generalisability of the findings. 

Future research could focus on multiple case studies of public sector organizations in 

Saudie Arabia or other countries. Despite this limitation, this paper provides a starting 

point to study the adoption of AI in the context of public sector organizations in Saudi 

Arabia. 

To conclude, adopting AI requires consideration of not just its technical 

characteristics, but to take into consideration the context of its intended use and the 

readiness of the organization as a whole. Concluding, public sector organizations need 

to continually learn how to balance the social and technical aspects of AI as both can 

directly and indirectly have a positive or negative impact on people internal and 

external to the organization. 
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