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ABSTRACT
In this paper, we investigate the effect of a learning rate for themean

in Evolution Strategies with recombination. We study the effect of a

half-line search after the mean shift direction is established, hence

the learning rate value is conditioned to the direction. We prove

convergence and study convergence rates in different dimensions

and for different population sizes on the sphere function with the

step-size proportional to the distance to the optimum.

We empirically find that a perfect half-line search increases the

maximal convergence rate on the sphere function by up to about

70%, assuming the line search imposes no additional costs. The

speedup becomes less pronounced with increasing dimension. The

line search reduces—however does not eliminate—the dependency

of the convergence rate on the step-size. The optimal step-size

assumes considerably smaller values with line search, which is

consistent with previous results for different learning rate settings.

The step-size difference is more pronounced in larger dimension

and with larger population size, thereby diminishing an important

advantage of a large population.

CCS CONCEPTS
• Theory of computation→ Bio-inspired optimization; Non-
convex optimization.
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1 INTRODUCTION
Evolution Strategies (ES) are stochastic numerical optimization algo-

rithms that aim at optimizing an objective function 𝑓 : R𝑛 → R (we

assume in this paper an unconstraint case). They are typically used
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for difficult problems that can be non-convex, non-differentiable,

ill-conditionned, multi-modal, or noisy.

In a (`/`, _)-ES, at each iteration 𝑡 +1 given a current incumbent

solution 𝑋𝑡 ∈ R𝑛 and step-size 𝜎𝑡 > 0, we generate _ independent

samples following a multivariate normal distribution N(𝑋𝑡 , 𝜎
2

𝑡 𝐼𝑛)
with mean 𝑋𝑡 and covariance matrix 𝜎2

𝑡 𝐼𝑛 (where 𝐼𝑛 denotes the

identity matrix of size𝑛×𝑛). Specifically, we consider _ i.i.d. random
variables 𝑈 𝑖

𝑡+1 ∼ N(0, 𝐼𝑛), 𝑖 = 1, . . . , _, and define the permutation

of _ elements 𝜑 such that

𝑓 (𝑋𝑡+𝜎𝑡𝑈𝜑 (1)
𝑡+1 ) ⩽ 𝑓 (𝑋𝑡+𝜎𝑡𝑈𝜑 (2)

𝑡+1 ) ⩽ · · · ⩽ 𝑓 (𝑋𝑡+𝜎𝑡𝑈𝜑 (_)
𝑡+1 ) . (1)

We use the ` = ⌊_/2⌋ best samples to update the mean

𝑋𝑡+1 = 𝑋𝑡 + ^𝑡+1𝜎𝑡
∑̀︁
𝑖=1

𝑤𝑖𝑈
𝜑 (𝑖 )
𝑡+1 =: 𝑋𝑡 + ^𝑡+1𝜎𝑡𝑆𝜑𝑈𝑡+1

(2)

where ^𝑡+1 > 0 is the learning rate at iteration 𝑡 + 1 and𝑤1, . . . ,𝑤`

are positive recombination weights summing to one. In our simula-

tions, we set the weights proportional to𝑤𝑖 ∝ log((_+1)/2)−log(𝑖)
where ` = ⌊_/2⌋ [11]. Adaptation of the step-size 𝜎𝑡 is crucial to

achieve linear convergence. We define its update in an abstract way

as 𝜎𝑡+1 = 𝜎 (𝑋𝑡+1, (𝑈𝜑 (𝑖 )
𝑡+1 )𝑖=1,...,_, 𝜎𝑡 ).

While the learning rate for the mean, ^, is typically set to 1, its

influence has been studied in previous works. First, Rechenberg

[14] introduced the mutation enhancement factor ^, realizing that

larger mutations due to a larger step-size (“mutate big”) help to

differentiate solutions under noise but need to be dialed back (“in-

herit small”) when the new incumbent is computed (in this case, ^

appears in Eq. (1) instead of Eq. (2), which is just another formu-

lation of an equivalent algorithm). Progress rates for the (1, _)-ES
minimizing a noisy sphere function have also been analyzed for

learning rate values ≤ 1 in [9]. More recently, the quality gain

on different convex-quadratic functions of a (`/`, _)-ES has been
derived and numerically investigated as a function of the learning

rate [2].

Figure 1 shows convergence rates with optimal 𝜎 simulated on

the sphere function versus ^ from Eq. (2) for different dimensions

and different population sizes (here ^0 = ^𝑡+1 = ^ is constant). For

decreasing ^ < 1, the convergence rate decreases and approaches

zero when ^ approaches zero in all cases. The decline starts earlier

in smaller dimension or with larger population size. Because ^ × 𝜎
must be roughly constant to achieve maximal convergence rates,

small learning rates ^ imply large step-sizes 𝜎 and the latter disturb

the ranking in Eq. (1). For 𝜎 →∞, the ranking becomes dominated

by the lengths of 𝑈𝑖 instead of their directions. The optimal ^ is

generally between one and two in dimension up to five and it

becomes difficult to determine for larger dimension because the
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Figure 1: Optimal convergence rate, see Eq. (5), versus the learning rate on the sphere function for different dimensions 𝑛 and
parent numbers `.

Algorithm 1 (`/`, _)-ES
Require: 𝑋0 ∈ R𝑛 , 𝜎0 > 0, ^0 > 0

1: for 𝑡 = 0, 1, 2, . . . do
2: Sample independently𝑈 1

𝑡+1, . . . ,𝑈
_
𝑡+1 ∼ N(0, 𝐼𝑛)

3: 𝜑 ← arg sort{𝑓 (𝑋𝑡 + 𝜎𝑡𝑈 𝑖
𝑡+1) : 𝑖 = 1, . . . , _}

4: ^𝑡+1 ← ¯̂(𝑋𝑡 , 𝜎𝑡
∑`

𝑖=1
𝑤𝑖𝑈

𝜑 (𝑖 )
𝑡+1 , ^𝑡 )

5: 𝑋𝑡+1 ← 𝑋𝑡 + ^𝑡+1𝜎𝑡
∑`

𝑖=1
𝑤𝑖𝑈

𝜑 (𝑖 )
𝑡+1

6: 𝜎𝑡+1 ← 𝜎 (𝑋𝑡+1, (𝑈𝜑 (𝑖 )
𝑡+1 )𝑖=1,...,_, 𝜎𝑡 )

graphs are very flat. Overall, the convergence rate gain compared to

^ = 1 does not exceed 50%. The natural question arises, how much

these moderate gains improve when ^𝑡+1 is chosen depending on,

that is, conditional to the mean shift direction 𝑆
𝜑

𝑈𝑡+1
by executing a

half-line search.

In the previously mentioned works, the choice of ^𝑡+1 in Eq. (2)

was independent of the mean shift direction, 𝑆
𝜑

𝑈𝑡+1
. However, in

the context of randomized direct search akin to the (1+1)-ES, the

effect of a line search along 𝑆
𝜑

𝑈𝑡+1
has already been investigated

[12, 15]. In this paper, we integrate this idea into the (`/`, _)-ES.We

prove the convergence of the (`/`, _)-ESwith half-line searchwhen
𝜎𝑡 = 𝛼 ∥𝑋𝑡 ∥ and specifically address the question by how much a

cost-free half-line search can improve the optimal convergence rate.

We denote

(𝑥, 𝑣, ^) ↦→ ¯̂(𝑥, 𝑣, ^) (3)

an abstract learning rate update such that ^𝑡+1 = ¯̂(𝑋𝑡 , 𝜎𝑡𝑆
𝜑

𝑈𝑡+1
, ^𝑡 ).

The adaptive learning rate algorithm that we study is summarized

in Algorithm 1.

Linear convergence of Evolution Strategies is empirically ob-

served on many functions and was proven for different variants of

step-size adaptive (1 + 1)-ES on the sphere function 𝑓 (𝑥) = ∥𝑥 ∥2
[12] and on positively homogeneous functions [7] and on wider

classes of functions that include smooth strongly convex functions

[1]. Analysis for step-size adaptive (`/`, _)-ES are more recent and

hold on composites of smooth scaling-invariant functions with

strictly increasing functions [16]. For a stochastic algorithm, linear

convergence can be defined as the existence of a convergence rate

CR > 0 such that

CR = − 1

Γ
lim

𝑡→∞
1

𝑡
ln

∥𝑋𝑡 − 𝑥∗∥
∥𝑋0 − 𝑥∗∥

(4)

= − 1

Γ
lim

𝑡→∞
E ln

∥𝑋𝑡+1 − 𝑥∗∥
∥𝑋𝑡 − 𝑥∗∥

(5)

where Γ is the cost per iteration (i.e., the number of calls to 𝑓 at

each step 𝑡 ).

A useful and widely used conceptual algorithm we also adopt

here sets the step-size proportional to the distance to the optimum,

𝑥∗, i.e., 𝜎𝑡 = 𝛼 ∥𝑋𝑡 −𝑥∗∥ for a given 𝛼 > 0. The (`/`, _)-ES with this
step-size and with fixed learning rate equal to 1 converges linearly,

notably on the sphere function [13] and we can equivalently define

the (normalized) convergence rate CR as

− 1

Γ
E ln

∥𝑋𝑡+1 − 𝑥∗∥
∥𝑋𝑡 − 𝑥∗∥

= − 1

Γ
E

[
ln ∥𝑋1 − 𝑥∗∥ | 𝑋0 = 𝑥∗ + 𝑒1

]
. (6)

The term within the limit in Eq. (5) is sometimes referred to as

log-progress [5, 6]. Progress rate theory refers to a series of work

consisting in estimating the progress rate (or equivalently the con-

vergence rate) of the algorithm with step-size proportional to the

optimum as a function of the different parameters of the algorithm.

It typically assumes that the dimension goes to infinity. Estimates

of the convergence rate depending on relevant parameters of the

algorithms are useful to understand the influence and relevance of

these parameters. The optimal convergence rate, max𝛼 CR(𝛼), also
bounds the possible convergence rate with any adaptive 𝜎𝑡 [13]. In

contrast to many studies on progress rates, in this paper we provide

a rigorous mathematical derivation of convergence rates together

with asymptotic estimates when the dimension goes to infinity.

The rest of the paper is organized as follows. Section 2 outlines

sufficient conditions for linear convergence of the (`/`, _)-ES with
adaptive learning rate. Section 3 shows that the (`/`, _)-ES with
optimal adaptive learning rate satisfies these conditions. We give

expressions of the convergence rates and numerical estimations

to see the potential benefits from a line search. In Section 4, we

study one particular line search and Section 5 concludes the paper.

Supplementary proofs are provided in [10].

Notations. Let N and R+ be respectively the set of non-negative

natural and real numbers, N∗ = N ∖ {0} and 𝑛 ∈ N∗. We consider

the objective function 𝑓 : R𝑛 → R. Let `, _ ∈ N∗ and ` ⩽ _. Let

w = (𝑤1, . . . ,𝑤` ) be a vector of ` strictly positive weights summing

to one and `w = (∑`

𝑖=1
𝑤2

𝑖
)−1

. Given𝑈 = (𝑈 1, . . . ,𝑈 _) ∈ R𝑛×_ and
a permutation 𝜑 , we define 𝑆

𝜑

𝑈
=

∑`

𝑖=1
𝑤𝑖𝑈

𝜑 (𝑖 )
and analogously

𝑆
𝜑

𝑉
and 𝑆

𝜑

N .
For any vector 𝑥 ∈ R𝑛 , [𝑥]𝑘 denotes the 𝑘-th coordinate of 𝑥 . We

denote 𝐼𝑛 the identity matrix of size 𝑛×𝑛 andN(0, 𝐼𝑛) the standard
multivariate normal distribution. We refer to a half-line search also

as line search.
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2 LINEAR CONVERGENCE OF THE (`/`, _)-ES
WITH ADAPTIVE LEARNING RATE

In this section, we generalize results of linear convergence for

the (`/`, _)-ES with step-size proportional to the distance to the

optimum and fixed learning rate ^ = 1 to the case with adaptive

learning rate. Our analysis encompasses a constant learning rate

^ ≠ 1 and a learning rate obtained via a perfect line search over^ ≥ 0.

We optimize the sphere function and assume that the optimum is in

zerow.l.o.g. (the studied algorithms are invariant under search space

translations). We also generalize proofs of asymptotic estimates of

the convergence rate when the dimension goes to infinity.

Given a starting point 𝑥 ∈ R𝑛 and a direction 𝑣 ∈ R𝑛 , perfect line
search yields the learning rate^ ⩾ 0whichminimizes^ ↦→ 𝑓 (𝑥+^𝑣).
Hence, in Algorithm 1

¯̂(𝑥, 𝑣, ^init) = ¯̂PLS (𝑥, 𝑣) := arg min

^⩾0

𝑓 (𝑥 + ^𝑣) . (7)

We introduce a few assumptions on the function ¯̂. First, we

assume that ¯̂ is scaling-invariant.

(A1) Scaling-invariance: the function ¯̂ satisfies ¯̂(𝑥, 𝑣, ^init) =
¯̂(𝑥/𝑟, 𝑣/𝑟, ^init) for all 𝑟 > 0 and inital mean 𝑥 ∈ R𝑛 and

direction 𝑣 ∈ R𝑛 .
This assumption is trivially satisfied with a constant learning rate

on any function.

We remind that a function 𝑓 : R𝑛 → R is scaling-invariant [8, 17]
with respect to 𝑥∗∈ R𝑛 if and only if for all 𝑥,𝑦 ∈ R𝑛 and 𝑟 > 0,

𝑓 (𝑟𝑥 + 𝑥∗) ⩽ 𝑓 (𝑟𝑦 + 𝑥∗) ⇔ 𝑓 (𝑥 + 𝑥∗) ⩽ 𝑓 (𝑦 + 𝑥∗) .

For a learning rate from perfect line search as in Eq. (7), assumption

(A1) is satisfied when 𝑓 is a scaling-invariant function with a finite

arg min, for example the sphere function or any convex-quadratic

function. This is formalized in the next lemma.

Lemma 2.1. Consider the learning rate update ¯̂PLS associated to
the perfect line search optimizing a lower-bounded continuous scaling-
invariant function (w.r.t. 0). Then ¯̂PLS satisfies (A1). In particular,
(A1) is satisfied when minimizing the sphere function.

Proof. Since we assume that the scaling-invariant function is

lower-bounded and continuous, the arg min of the perfect line

search exists. Let𝑥, 𝑣 ∈ R𝑛 and 𝑟 > 0. Then, exploiting the definition

of scaling-invariance, we have

¯̂PLS (𝑥, 𝑣) = arg min

^⩾0

𝑓 (𝑥 + ^𝑣) = arg min

^⩾0

1

𝑟
𝑓 (𝑥 + ^𝑣)

= arg min

^⩾0

𝑓

(𝑥
𝑟
+ ^ 𝑣

𝑟

)
= ¯̂PLS

(𝑥
𝑟
,
𝑣

𝑟

)
.

Thus, (A1) holds. □

Second, we look at the mean update of the (`/`, _)-ES. Starting
from any random variable 𝑋 , optimizing the sphere function, we

require the following.

(A2) Isotropy on the sphere: The distribution of the norm of the

updated mean starting from 𝑋/∥𝑋 ∥ equals the distribution
starting from 𝑒1, i.e. 𝑋

∥𝑋 ∥ + 𝛼 ¯̂

(
𝑋

∥𝑋 ∥ , 𝛼𝑆
𝜑

𝑈
, ^

)
𝑆
𝜑

𝑈

 𝑑
=

𝑒1 + 𝛼 ¯̂

(
𝑒1, 𝛼𝑆

𝜑

𝑉
, ^

)
𝑆
𝜑

𝑉

 (8)

where the law of𝑋 has a positive pdf,𝑈 1, . . . ,𝑈 _,𝑉 1, . . . ,𝑉 _

are independent standard Gaussians vectors, and the𝑈 𝑖
are

ordered by 𝜑 w.r.t ∥𝑋 +𝛼 ∥𝑋 ∥𝑈 𝑖 ∥ and the𝑉 𝑖
w.r.t ∥𝑒1 +𝛼𝑉 𝑖 ∥.

We establish now that invariance of ¯̂ to rotation with respect

to the first two arguments implies condition (A2).

Lemma 2.2. If the learning rate update ¯̂ is rotation-invariant, i.e.,
¯̂(𝑅𝑥, 𝑅𝑣, ^) = ¯̂(𝑥, 𝑣, ^) for any rotation matrix 𝑅, then (A2) holds.

Proof. Consider 𝑅𝑋 the rotation which maps
𝑋
∥𝑋 ∥ to 𝑒1. If ¯̂ is

rotation-invariant, then

¯̂

(
𝑋

∥𝑋 ∥ , 𝛼
∑̀︁
𝑖=1

𝑤𝑖𝑈
𝜑 (𝑖 ) , ^

)
= ¯̂

(
𝑒1, 𝛼

∑̀︁
𝑖=1

𝑤𝑖 (𝑅𝑋𝑈 )𝜑 (𝑖 ) , ^
)

applying rotation-invariance to 𝑅𝑋 . Then the (𝑅𝑋𝑈 )𝜑 (𝑖 ) are or-

dered with respect to ∥𝑒1 + 𝛼𝑅𝑋𝑈 𝑖 ∥, hence (A2) holds. □

For a constant learning rate, the property (A2) is known [13] and

is key for deriving the expression of the convergence rate as the

expected log progress starting from 𝑒1 with step-size 𝛼 .

The almost sure asymptotic linear convergence with a constant

learning rate is derived using the strong law of large numbers (LLN)

applied to the i.i.d. random variables ∥𝑋𝑡+1∥ / ∥𝑋𝑡 ∥ [13]. We remind

that the strong LLN applied to a sequence of i.i.d. random variables

{𝑌𝑡 ; 𝑡 ≥ 0} with common law 𝑌 states that lim𝑡→∞ 1

𝑡

∑𝑡−1

𝑘=0
𝑔(𝑌𝑘 ) =

E[𝑔(𝑌 )] for any continuous function 𝑔 such that E|𝑔(𝑌 ) | < ∞.
Assuming (A1) and (A2) and a learning rate update that is in-

dependent of the previous learning rate, we can generalize the

property that the random variables {∥𝑋𝑡+1∥ / ∥𝑋𝑡 ∥, 𝑡 ≥ 0} are i.i.d.
to the case with varying ^ as proven in the next lemma.

Lemma 2.3. Assume that (A1) and (A2) hold and that ¯̂(𝑥, 𝑣, ^init) =
¯̂(𝑥, 𝑣). Denote 𝑍𝑡 = ∥𝑋𝑡+1∥/∥𝑋𝑡 ∥. Then the (𝑍𝑡 )𝑡 ∈N are i.i.d. with
the same law as ∥𝑒1+𝛼 ¯̂(𝑒1, 𝛼𝑆

𝜑

𝑉
)𝑆𝜑
𝑉
∥, where 𝑆𝜑

𝑉
=

∑`

𝑖=1
𝑤𝑖𝑉

𝜑 (𝑖 ) and
𝑉𝜑 (𝑖 ) are _ i.i.d. standard 𝑛-dimensional Gaussian vectors ordered
w.r.t. ∥𝑒1 + 𝛼𝑉 𝑖 ∥.

The proof is given in [10].

We can directly use the previous lemma to prove the asymptotic

linear convergence of a (`/`, _)-ES with adaptive learning rate

such that ¯̂(𝑥, 𝑣, ^init) = ¯̂(𝑥, 𝑣). Indeed, since

1

𝑡
ln

∥𝑋𝑡 ∥
∥𝑋0∥

=
1

𝑡

𝑡−1∑︁
𝑘=0

ln

∥𝑋𝑘+1∥
∥𝑋𝑘 ∥

and the random variables {𝑍𝑘 =
∥𝑋𝑘+1 ∥
∥𝑋𝑘 ∥ , 𝑘 ≥ 0} are i.i.d. with

distribution

𝑒1 + 𝛼 ¯̂

(
𝑒1, 𝛼𝑆

𝜑

𝑉

)
𝑆
𝜑

𝑉

 ,we deduce from the strong LLN

that almost surely

lim

𝑡→∞
1

𝑡
ln

∥𝑋𝑡 ∥
∥𝑋0∥

= E ln

𝑒1 + 𝛼 ¯̂

(
𝑒1, 𝛼𝑆

𝜑

𝑉

)
𝑆
𝜑

𝑉

 , (9)

given the RHS of Eq. (9) is integrable. This is known when the

learning rate is constant [13], and can be easily generalized for

optimal line search, for details see [13, Proof of Proposition 1 (i)].

Overall the following linear convergence result holds under (A1)

and (A2) and the learning rate update satisfying ¯̂(𝑥, 𝑣, ^init) =

¯̂(𝑥, 𝑣).
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Theorem 2.4. Consider a (`/`, _)-ES with adaptive learning rate
(Algorithm 1) optimizing the sphere function with optimum in zero
and with 𝜎𝑡 = 𝛼 ∥𝑋𝑡 ∥. Assume that the learning rate update satisfies
(A1) and (A2). Additionally, assume that ¯̂ does not depend on the
parameter ^init (i.e. ¯̂(𝑥, 𝑣, ^init) = ¯̂(𝑥, 𝑣)), and that the random vari-
able ln ∥𝑒1+𝛼 ¯̂(𝑒1, 𝛼𝑆

𝜑

𝑈
)𝑆𝜑
𝑈
∥ is integrable where 𝑆𝜑

𝑈
=

∑`

𝑖=1
𝑤𝑖𝑈

𝜑 (𝑖 ) ,
𝑈 𝑖 ∼ N(0, 𝐼𝑛) i.i.d., and index 𝜑 (𝑖) sorts the𝑈 𝑖 w.r.t. ∥𝑒1 +𝛼𝑈 𝑖 ∥. Let
𝐶 be the constant cost in terms of number of function evaluations for
updating the learning rate. Denote CR(𝛼,w, ¯̂) as

CR(𝛼,w, ¯̂) = −
E ln

𝑒1 + 𝛼^𝑆𝜑𝑈


_ +𝐶 , (10)

= −1

2

E
[
ln

(
1 + 2𝛼^ [𝑆𝜑

𝑈
]1 + ∥𝛼^𝑆𝜑𝑈 ∥

2
) ]

_ +𝐶 (11)

where ^ = ¯̂(𝑒1, 𝛼𝑆
𝜑

𝑈
). Then, CR(𝛼,w, ¯̂) is the convergence (or diver-

gence) rate of the algorithm in the sense that the normalized expected
log progress

1

_ +𝐶 E ln

∥𝑋𝑡+1∥
∥𝑋𝑡 ∥

= −CR(𝛼,w, ¯̂) (12)

is the same for all 𝑡 = 1, 2, . . . and almost surely

lim

𝑡→∞
1

𝑡 × (_ +𝐶) ln

∥𝑋𝑡 ∥
∥𝑋0∥

= −CR(𝛼,w, ¯̂) . (13)

Proof. The almost sure convergence in Eq. (13) derives from

the strong LLN as in Eq. (9). Eq. (12) is deduced from taking the

expectation of ln
∥𝑋𝑡+1 ∥
∥𝑋𝑡 ∥ , which has a known law given in Lemma 2.3,

where we know that

(
∥𝑋𝑡+1 ∥
∥𝑋𝑡 ∥

)
𝑡 ∈N

is i.i.d. Finally the developed form

of Eq. (11) is obtained by using the identity

ln ∥𝑒1 + 𝑣 ∥ =
1

2

ln

(
1 + 2[𝑣]1 + ∥𝑣 ∥2

)
applied to 𝑣 = 𝛼 ¯̂(𝑒1, 𝛼𝑆

𝜑

𝑈
)𝑆𝜑
𝑈
.

□

In order to drop the assumption that ¯̂ is independent of the pa-

rameter ^init in Theorem 2.4, we consider the process (𝑋𝑡/∥𝑋𝑡 ∥, ^𝑡 )
which is a homogenous Markov chain when assuming that (i) the

step-size is proportional to the distance to the optimum and (ii) the

learning rate update function satisfies a scaling-invariance property.

Lemma 2.5. Consider the (`/`, _)-ES defined in Algorithm 1 with
adaptive learning rate^𝑡+1 = ¯̂(𝑋𝑡 , 𝜎𝑡𝑆

𝜑

𝑈𝑡+1
, ^𝑡 ) optimizing the sphere

function (with optimum in 0) with step-size 𝜎𝑡 = 𝛼 ∥𝑋𝑡 ∥. Assume (A1)
holds. Define (𝑍𝑡 , ^𝑡 ) := (𝑋𝑡/∥𝑋𝑡 ∥, ^𝑡 ). Then (𝑍𝑡 , ^𝑡 ) is a homoge-
nous Markov chain which satisfies

(𝑍𝑡+1, ^𝑡+1) =
(
𝑍𝑡 + 𝛼^𝑡+1𝑆𝜑𝑈𝑡+1𝑍𝑡 + 𝛼^𝑡+1𝑆𝜑𝑈𝑡+1

 , ¯̂

(
𝑍𝑡 , 𝛼𝑆

𝜑

𝑈𝑡+1
, ^𝑡

))
, (14)

where 𝜑 sorts the𝑈 𝑖
𝑡+1 w.r.t. ∥𝑍𝑡 + 𝛼𝑈 𝑖

𝑡+1∥.

Proof. Let 𝑡 ∈ N. Note that𝜑 sorts the𝑈 𝑖
𝑡+1 w.r.t. ∥𝑋𝑡+𝜎𝑡𝑈 𝑖

𝑡+1∥ =
∥𝑋𝑡 +𝛼 ∥𝑋𝑡 ∥𝑈 𝑖

𝑡+1∥ so equivalently w.r.t. ∥𝑍𝑡 +𝛼𝑈
𝑖
𝑡+1∥. Then, ^𝑡+1 =

¯̂(𝑋𝑡 , 𝛼 ∥𝑋𝑡 ∥𝑆𝜑𝑈𝑡+1
, ^𝑡 ) = ¯̂(𝑍𝑡 , 𝛼𝑆𝜑𝑈𝑡+1

, ^𝑡 ) by (A1), and 𝑋𝑡+1 = 𝑋𝑡 +
^𝑡+1 𝛼 ∥𝑋𝑡 ∥𝑆𝜑𝑈𝑡+1

= ∥𝑋𝑡 ∥(𝑍𝑡 + 𝛼^𝑡+1𝑆
𝜑

𝑈𝑡+1
), thus 𝑍𝑡+1 = (𝑍𝑡 +

𝛼^𝑡+1𝑆
𝜑

𝑈
) / ∥𝑍𝑡 + 𝛼^𝑡+1𝑆𝜑𝑈 ∥. □

We pose the assumption that the chain (𝑋𝑡/∥𝑋𝑡 ∥, ^𝑡 ) is ergodic.
(A3) The Markov chain (𝑋𝑡/∥𝑋𝑡 ∥, ^𝑡 ) is ergodic (i.e. irreducible

and positive recurrent) with invariant probability measure

𝜋 . Also assume that

E(𝑍,^ )∼𝜋 [| ln ∥𝑍 + 𝛼 ¯̂(𝑍, 𝛼𝑆𝜑
𝑈
, ^)𝑆𝜑

𝑈
∥|] < +∞ . (15)

Remark that proving the ergodicity of the chain can be cumbersome.

Ergodicity allows to use the LLN for Markov chains to conclude

linear convergence and get an expression of the convergence rate.

Theorem 2.6. Consider a (`/`, _)-ES with adaptive learning rate
(Algorithm 1) optimizing the sphere function with step-size propor-
tional to the distance to the optimum with multiplicative factor 𝛼 .
Assume that the learning rate update satisfies (A1), (A2) and (A3).
Let 𝐶 denote the constant cost of the line search corresponding to the
update function ¯̂. The same conclusions as in Theorem 2.4 hold where
the convergence rate is expressed as

CR(𝛼,w, ¯̂) = −
E^∼𝜋^ ln

𝑒1 + 𝛼 ¯̂

(
𝑒1, 𝛼𝑆

𝜑

𝑈
, ^

)
𝑆
𝜑

𝑈


_ +𝐶 , (16)

where 𝜑 sorts the𝑈 𝑖 w.r.t. ∥𝑒1 + 𝛼𝑈 𝑖 ∥ and where the𝑈 𝑖 are i.i.d. r.v.
of distributionN(0, 𝐼𝑛), and 𝜋^ is the marginal distribution of 𝜋 w.r.t.
the last variable.

Proof. We have

1

𝑡
ln

∥𝑋𝑡 ∥
∥𝑋0∥

=
1

𝑡

𝑡−1∑︁
𝑘=0

ln

∥𝑋𝑘+1∥
∥𝑋𝑘 ∥

=

𝑡−1∑︁
𝑘=0

ln

 𝑋𝑘

∥𝑋𝑘 ∥
+ 𝛼 ¯̂(𝑋𝑘/∥𝑋𝑘 ∥, 𝛼𝑆

𝜑

𝑈𝑘+1
, ^𝑘 )𝑆

𝜑

𝑈𝑘+1

 .
As (A3) holds, we can apply the ergodic theorem to get that

lim

𝑡→∞
1

𝑡
ln

∥𝑋𝑡 ∥
∥𝑋0∥

= E(𝑍,^ )∼𝜋 ln

𝑍 + 𝛼 ¯̂(𝑍, 𝛼𝑆𝜑
𝑈
, ^)𝑆𝜑

𝑈

 ,

then we get the desired result by (A2). □

2.1 Asymptotic Limit of Convergence Rates
We derive in the next theorem the asymptotic convergence rate

when the dimension tends to infinity. To do so, we need an asymp-

totic assumption on the update function ¯̂.

(A4) Let 𝑢1, . . . , 𝑢` ∈ RN be ` infinite dimensional random vec-

tors such that the 𝑢𝑖
𝑘
, 𝑖 = 1, . . . , `;𝑘 ∈ N∗, are i.i.d. r.v. of

distribution N(0, 1). For any 𝑣 ∈ RN, denote [𝑣]⩽𝑛 the vec-

tor of R𝑛 such that [[𝑣]⩽𝑛]𝑖 = [𝑣]𝑖 for 𝑖 = 1, . . . , 𝑛. Then,

there exists a function ¯̂
∞

: R` × R+ → R+ such that

lim

𝑛→∞
¯̂

(
𝑒1,

𝛼

𝑛

∑̀︁
𝑖=1

𝑤𝑖 [𝑢𝑖 ]⩽𝑛, ·
)
= ¯̂
∞ (( [𝑢1]1, . . . , [𝑢` ]1), ·) . (17)

This assumption is trivially satisfied for a constant learning rate

¯̂ = ^0 with ¯̂
∞ = ^0. We will prove in Lemma 3.2 that (A4) is

satisfied for perfect line search.

Theorem 2.7. Suppose (A1),(A2) and (A4) hold. Furthermore, as-
sume that the assumptions in Theorem 2.4 hold. Additionally, assume
that ¯̂ is upper-bounded or equal to ¯̂PLS . Then, the convergence rate
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of the (`/`, _)-ES with adaptive learning rate satisfies the following
limit when 𝑛 →∞

lim

𝑛→∞
𝑛CR

(𝛼
𝑛
,w, ¯̂

)
= −
E

[
2𝛼^∞𝑆𝜑N + (𝛼^

∞)2/`w

]
2(_ +𝐶) (18)

where ^∞ := ¯̂
∞ ((N𝜑 (𝑖 ) )𝑖 , 1) and the N𝜑 (𝑖 ) are the order statistics

of _ i.i.d. standard normal distributions.

Proof. LetS_ be the set of permutations of {1, . . . , _}. Let𝑈 1, . . . ,

𝑈 _
be _ independent standard multivariate normal distributions.

Then, we have that

ln

(
1 + 2

𝛼

𝑛
¯̂

(
𝑒1,

𝛼

𝑛
𝑆
𝜑

𝑈

)
[𝑆𝜑
𝑈
]1 +

𝛼
𝑛

¯̂

(
𝑒1,

𝛼

𝑛
𝑆
𝜑

𝑈

)
𝑆
𝜑

𝑈

2

)
=

∑︁
𝜙∈S_

ln

(
1 + 2

𝛼

𝑛
¯̂

(
𝑒1,

𝛼

𝑛
𝑆
𝜙

𝑈

)
[𝑆𝜙
𝑈
]1 +

𝛼
𝑛

¯̂

(
𝑒1,

𝛼

𝑛
𝑆
𝜙

𝑈

)
𝑆
𝜙

𝑈

2

)
𝛿
𝜙
𝑛

where 𝛿
𝜙
𝑛 = 1{ℎ𝛼/𝑛 (𝑈𝜙 (1) )<· · ·<ℎ𝛼/𝑛 (𝑈𝜙 (_) ) } , and, for any 𝑖 = 1, . . . , _

ℎ𝛼/𝑛 (𝑈 𝑖 ) = 2𝑈 𝑖
1
+ 𝛼

𝑛 ∥𝑈
𝑖 ∥2 such that, almost surely, we have that

lim

𝑛→∞
ℎ𝛼/𝑛 (𝑈 𝑖 ) = 2𝑈 𝑖 + 𝛼 . Therefore, almost surely, for any permu-

tation 𝜙 ∈ S_ :

1{ℎ𝛼/𝑛 (𝑈𝜙 (1) )<· · ·<ℎ𝛼/𝑛 (𝑈𝜙 (_) ) } −→𝑛→∞ 1{ [𝑈𝜙 (1) ]1<· · ·<[𝑈𝜙 (_) ]1 } .

Moreover, by the law of LargeNumberswe have that

(
∥𝑆𝜙

𝑈
∥2/𝑛

)−1

converges almost surely to

(∑`

𝑖=1
𝑤2

𝑖

)−1

= `w, so we have almost

surely the following limit

lim

𝑛→∞
𝑛 ln

(
1 + 2

𝛼

𝑛
¯̂

(
𝑒1,

𝛼

𝑛
𝑆
𝜙

𝑈

)
[𝑆𝜙
𝑈
]1 +

𝛼
𝑛

¯̂

(
𝑒1,

𝛼

𝑛
𝑆
𝜙

𝑈

)
𝑆
𝜙

𝑈

2

)
= 2𝛼 ¯̂

∞ (( [𝑈𝜙 (𝑖 ) ]1)𝑖 ) [𝑆𝜙𝑈 ]1 + 𝛼
2 ( ¯̂∞)2 (( [𝑈𝜙 (𝑖 ) ]1)𝑖 ) (`w)−1 .

The assumption that ¯̂ is upper-bounded or equal to ¯̂PLS implies

the uniform integrability of the LHS of the above equation, we refer

to [10, Lemma A.1] for a full proof.

Thus, by the dominated convergence theorem

lim

𝑛→∞
𝑛 CR(𝛼/𝑛,w, ¯̂) = 1

2(_ +𝐶)

× E
[
2𝛼 ¯̂
∞ ((N𝜑 (𝑖 ) )𝑖 )𝑆𝜑N + 𝛼

2
¯̂
∞ ((N𝜑 (𝑖 ) )𝑖 )2 (`w)−1

]
.

□

With Theorems 2.4 and 2.7, we recover the convergence rates

(and the asymptotic limit of the convergence rates) of the (`/`, _)-
ES with constant learning rate. This result however can be estab-

lished more easily [13].

Now, we are interested in update functions ¯̂ that depend on

the previous line search result. We assume ergodicity via (A3) and

moreover convergence (in law) of the invariant measure:

(A5) Let 𝜋^ =
∫
R𝑛

𝜋 (𝑑𝑥, ·) be the marginal distribution of the

probability measure 𝜋 defined in (A3) w.r.t. the second vari-

able. Assume then that 𝜋^ converges (in law) to 𝜋∞^ when 𝑛

tends to∞.

Theorem 2.8. Suppose (A1-5) hold. Then, the following limit holds
when 𝑛 →∞,

lim

𝑛→∞
𝑛CR

(𝛼
𝑛
,w, ¯̂

)
= −
E

[
2𝛼^∞𝑆𝜑N + 𝛼

2 [^∞]2/`w

]
2(_ +𝐶) (19)

where ^∞ = ¯̂
∞ ((N𝜑 (𝑖 ) )𝑖 , ^), theN𝜑 (𝑖 ) are _ ordered i.i.d. standard

Gaussian r.v., and ^ is a r.v. of distribution 𝜋∞^ , independent of the
N𝑖 .

Proof. The proof is very similar to the proof of Theorem 2.7,

yet we don’t use the dominated convergence theorem, but the

convergence in law assumed in (A5). □

3 PERFECT LINE SEARCH
We study in this section the (`/`, _)-ES where the learning rate is

adapted with a perfect line search as defined in Eq. (7). While this is

not a realistic practical method, the convergence rate with perfect

line search bounds the possible benefit from a half-line search on

the sphere function.

Given a starting point 𝑥 and a search direction 𝑣 , we can compute

the optimal learning rate on the sphere function, that is, the arg

min of the map ^ ∈ R+ ↦→ ∥𝑥 + ^𝑣 ∥2 which corresponds to the

learning rate associated with perfect line search.

Lemma 3.1. For any 𝑥 ∈ R𝑛 and 𝑣 ∈ R𝑛 ∖ {0},

¯̂PLS (𝑥, 𝑣) = max

(
0,− ⟨𝑥, 𝑣⟩⟨𝑣, 𝑣⟩

)
= max

(
0,− ∥𝑥 ∥∥𝑣 ∥ cos(𝑥, 𝑣)

)
. (20)

Proof. We denote 𝐿 : ^ ∈ R+ ↦→ ∥𝑥 + ^𝑣 ∥2. Hence, the de-

rivative of 𝐿 in ^ ⩾ 0 𝐿′ (^) = 2⟨𝑣, 𝑥 + ^𝑣⟩ is positive if and

only if ^ > −⟨𝑥, 𝑣⟩/⟨𝑣, 𝑣⟩. Hence the minimum of 𝐿 is reached

for ^ = max(0,−⟨𝑥, 𝑣⟩/⟨𝑣, 𝑣⟩). □

The learning rate update function ¯̂PLS satisfies Assumptions

(A1), (A2) and (A4).

Lemma 3.2. Suppose that the learning rate is adapted via perfect
line search, then (A1), (A2) and (A4) hold. Moreover, the infinite
dimension limit for ¯̂PLS as described in (A4) is

¯̂
∞ (𝑢1, . . . , 𝑢_) = `w

𝛼
1∑`

𝑖=1
𝑤𝑖𝑢

𝑖<0

∑̀︁
𝑖=1

−𝑤𝑖𝑢
𝑖 . (21)

The proof is given in [10]. Next, we provide the convergence

rate of the ES with perfect line search on the sphere function.

Theorem 3.3. We denote CR(𝛼,w, ¯̂PLS) the convergence rate of
the (`/`, _)-ES from Algorithm 1 with weights w, step-size 𝜎𝑡 =

𝛼 ∥𝑋𝑡 ∥, 𝛼 > 0, and the learning rate from perfect line search. Then,

CR(𝛼,w, ¯̂PLS) = −
1

2_
E

1[𝑆𝜑𝑈 ]1<0
ln

©«1 −

(
[𝑆𝜑
𝑈
]1

)
2

∥𝑆𝜑
𝑈
∥2

ª®®¬
 , (22)

where the 𝑈 𝑖 are i.i.d. r.v. of distribution N(0, 𝐼𝑛), and 𝜑 sorts the 𝑈 𝑖

w.r.t. ∥𝑒1 + 𝛼𝑈 𝑖 ∥.
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Proof. By Theorem 2.4 and Lemmas 2.1, 3.2, CR(𝛼,w, ¯̂PLS) =

−E
[
ln

(
1 + 2𝛼 ¯̂

(
𝑒1, 𝛼𝑆

𝜑

𝑈

)
[𝑆𝜑
𝑈
]1 + 𝛼2

¯̂

(
𝑒1, 𝛼𝑆

𝜑

𝑈

)
2

∥𝑆𝜑
𝑈
∥2

)]
/ (2_).

By Lemma 3.1, we know that

¯̂PLS (𝑒1, 𝛼𝑆
𝜑

𝑈
) = max

(
0,−
⟨𝑆𝜑
𝑈
, 𝑒1⟩

⟨𝑆𝜑
𝑈
, 𝑆

𝜑

𝑈
⟩

)
= −1[𝑆𝜑

𝑈
]1<0

[𝑆𝜑
𝑈
]1

𝛼 ∥𝑆𝜑
𝑈
∥2

.

This yields the desired result. □

The convergence rate for perfect line search in Eq. (22) is, trivially,

always positive. The only dependency of Eq. (22) on 𝛼 or 𝜎𝑡 comes

from the𝜑-sorting of𝑈 𝑖
(ranking selection). On the sphere function

with isotropic sampling, the dependency on 𝛼 > 0 disappears

when the𝑈 𝑖
are sampled with constant length

1
or for dimension

to infinity.

In the next theorem, we derive the limit of the convergence rate

obtained in Theorem 3.3 when the dimension goes to infinity.

Theorem 3.4. When the dimension 𝑛 goes to infinity, we have the
following limit for the convergence rate with perfect line search:

lim

𝑛→∞
𝑛CR

(𝛼
𝑛
,w, ¯̂PLS

)
=

`wE
[
𝑆
𝜑

N
21𝑆𝜑N<0

]
2_

(23)

where 𝜑 sorts the _ independent r.v. N𝑖 ∼ N(0, 1).

Proof. This follows from Theorem 2.7 and Lemma 3.2 by plug-

ging Eq. (21) in Eq. (18). □

The limit in Eq. (23) does not anymore depend on the parameter

𝛼 > 0, as the selection in Theorem 3.4 only depends on order

statistics of the (one-dimensional) Gaussian variablesN𝑖
which are

independent of 𝛼 .

3.1 Numerical Results
Figure 2 shows numerical estimations of the convergence rates

on the sphere function with perfect line search (dashed lines) as

obtained in Eq. (22), and without line search and ^𝑡 = 1 (solid lines)

plotted versus 𝑛 × 𝛼 for different dimensions 𝑛 and for ` = 4, 8 and

16. The estimations are obtained by Monte-Carlo estimations of

the expectation with 10
5
samples. Black lines show the limit of the

convergence rates for 𝑛 →∞ using Eq. (23).

Perfect and cost-free line search invariably increases the conver-

gence rate—the ^ from Eq. (7) always improves 𝑋𝑡+1 compared to

any initial ^. The dependency of the convergence rate on 𝜎 is con-

siderably less pronounced with line search and even vanishes for

𝑛 →∞. The product ^𝜎 (not shown) remains roughly constant for

smaller than optimal values of 𝜎 and for 𝜎 → 0 [2] and decreases

to zero only for 𝜎 →∞.
Figure 3 shows empirical distributions of the learning rate from

Eq. (20) for the best step-sizes in Figure 2 marked with crosses. For

step-sizes which are optimal with^ = 1 (solid lines), all distributions

stay relatively close to ^ = 1, as expected, but with a modest bias

to larger values, increasing with increasing `. For step-sizes which

are optimal with perfect line search, we observe larger values of ^

1
Indeed, given an initial mean 𝑥 , step-size 𝛼 ∥𝑥 ∥ and random vectors (𝑈 𝑖 )𝑖 , the
ranking of candidate solutions is given by ranking

𝑥 + 𝛼 ∥𝑥 ∥𝑈 𝑖
2

= ∥𝑥 ∥2 +
𝛼2 ∥𝑥 ∥2 ∥𝑈 𝑖 ∥2 + 2𝛼 ∥𝑥 ∥ ⟨𝑥,𝑈 𝑖 ⟩. Hence when ∥𝑈 𝑖 ∥ is a constant, the ranking will

only be determined by the projection of the𝑈 𝑖
on 𝑥 and is thus independent of 𝛼 .

Algorithm 2 Dichotomic line search

Require: 𝑋 ∈ R𝑛 , 𝑣 ∈ R𝑛 , ^init > 0, Y > 0, 𝛽 ∈ (0, 1)
1: Result: ^
2: ^0 ← ^init

2
, ^1 ← 2 × ^init

3: while ^1 − ^0 ⩾ Y × ^init do
4: if 𝑓 (𝑋 + ^0𝑣) < 𝑓 (𝑋 + ^1𝑣) then
5: ^1 ← 𝛽^1 + (1 − 𝛽)^0

6: else
7: ^0 ← 𝛽^0 + (1 − 𝛽)^1

8: ^ ← argmin

{
𝑓 (𝑋 + ^𝑣) ;^ = ^0, ^1

}
in particular with larger dimension and larger population size. The

probability that the optimal ^ is negative is always smaller than

2.1% (` = 4, 𝑛 = 2) and 3.4% (` = 4, 𝑛 = 5) respectively with and

without line search
2
.

Figure 4 compares the maximal convergence rates (left subfigure)

as marked by crosses in Figure 3 and the respective step-sizes

(middle) by plotting the ratios with perfect line search versus ^ = 1.

Perfect line search increases the convergence rate by at most a

factor of 1.72 (72%) as observed with ` = 16 in dimension two. For

larger dimension, in particular when 𝑛 > `, the gain is decreasing

and gets asymptotically 19.5, 8.0, 3.7% for ` = 4, 8, 16, respectively.

As observed before, the optimal step-size is invariably smaller

with ^ adaptation than with ^ = 1. The effect is more pronounced

with increasing dimension and larger population size (Figure 4,

middle). For 𝑛 = 20 and ` = 16, the optimal step-size is more than

three times smaller.

4 DICHOTOMIC LINE SEARCH
We introduce a comparison-based line search algorithm (tailored

to a symmetrical function like the sphere function) to which we

apply the theoretical results of Section 2.

Algorithm 2 presents a dichotomic line search for the learning

rate ^ ∈ [^init/2, 2^init]. After initializing ^0, ^1
as ^init/2, 2^init, we

update in each iteration the worse of the two ^ values towards the

better by the factor 1−𝛽 . We stopwhen both values are close enough

and return the better. We denote by ¯̂
Y,𝛽

DLS
the resulting learning

rate update ¯̂(𝑥, 𝑣, ^init) = ¯̂
Y,𝛽

DLS
(𝑥, 𝑣, ^init) with parameters 𝑥, 𝑣, Y, 𝛽 ,

and ^init = 1. The cost of this update is constant, because the search

stops after a deterministic number of iterations which depends only

on 𝛽 and Y as shown in the next lemma.

Lemma 4.1. The dichotomic line search, Algorithm 2, with param-
eters 𝑋, 𝑣, ^init, Y, 𝛽 requires 𝐶 (𝛽, Y) = max{0, ⌈ln(2Y/3)/ln 𝛽⌉} + 2

evaluations of 𝑓 .

Proof. Consider the line search obtained with ¯̂
Y,𝛽

DLS
(𝑒1𝑣, ^init).

We denote (^𝑖,0, ^𝑖,1)𝑖=0,· · · the value of ^1
and ^0

over the iterations

of this line search. Then ^0,1 − ^0,0 = 3/2 × ^init, and for any 𝑖 =

0, 1, ...,^𝑖+1,1−^𝑖+1,0 = 𝛽×(^𝑖,1−^𝑖,0). Hence,^𝑖,1−^𝑖,0 = 3/2𝛽𝑖^init

2
Therefore, a full line search would only marginally increase the convergence rates. For

the (1+1)-ES, a full line search increases the convergence rate by a factor of 2 compared

to a half-line search, similarly to introducing negative recombination weights [3].
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Figure 2: Convergence rate versus step-size on the sphere function without line search (solid lines) and with perfect line
search (dashed lines) in different dimensions. Larger values are better, crosses indicate the maximum. The perfect line search is

assumed to impose no additional costs, hence it increases the convergence rate for any given 𝑛, `, 𝜎 .
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Figure 3: Empirical CDF of the optimal learning rate ^, see Eq. (7), on the sphere function with optimal step-size and perfect
line search (dashed) and optimal step-size without line search (solid). The optimal learning rate is proportional to the positive

part of the cosine of the angle between the gradient and the sampled direction, see Eq. (20).
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Figure 4: Left: Ratio of the maximal convergence rates from Figure 2 with perfect line search and without, plotted versus
dimension 𝑛 for different values of `; dashed lines give the asymptotic limit for 𝑛 →∞. Middle: respective (optimal) step-size
ratios. Right: Ratio of the maximal convergence rates on the sphere function with dichotomic line search from Algorithm 2

versus perfect line search assuming zero cost in both cases.

is smaller than Y^init if and only if 𝑖 ⩾ ⌈ln(2Y/3)/ln 𝛽⌉. Thus, ex-
actly max{0, ⌈ln(2Y/3)/ln 𝛽⌉} iterations are performed before the

stopping criterion in Algorithm 2, line 3 is achieved. □

The update function ¯̂
Y,𝛽

DLS
satisfies the scaling invariance prop-

erty (A1), as well as the isotropy on the sphere (A2), and the infinite

dimension convergence (A4) as proven in the next lemma.

Lemma 4.2. On the sphere function, the update function ¯̂ =

¯̂
Y,𝛽

DLS
satisfies the assumptions of scaling-invariance (A1), rotation-

invariance hence isotropy (A2), and convergence when the dimension
tends to∞ (A4). Moreover, given ` real numbers𝑢1, . . . , 𝑢` and a non-
negative real number ^, Algorithm 2 returns for any given Y, 𝛽 the
infinite-dimension limit of ¯̂

Y,𝛽

DLS
as defined in (A4), ¯̂

∞ ((𝑢𝑖 )𝑖 , ^), when
initialized with parameters 𝑋 = 𝛼−1`w

∑`

𝑖=1
𝑤𝑖𝑢

𝑖 , 𝑣 = 1, ^init = ^.

The proof is given in [10].

To apply Theorem 2.6 and conclude linear convergence of the

algorithm, we need to prove that the Markov chain (𝑋𝑡/∥𝑋𝑡 ∥, ^𝑡 )𝑡
is ergodic according to (A3). We suspect that ergodicity is difficult

to prove and thus leave it as an assumption in the next theorem

where we conclude linear convergence and give the expression of

the convergence rate depending on the stationary distribution of

the Markov chain (𝑋𝑡/∥𝑋𝑡 ∥, ^𝑡 )𝑡 .

Theorem 4.3. Let 𝛽 ∈ (0, 1) and Y > 0. We consider the dichotomic
line search from Algorithm 2 and the resulting update function ¯̂

Y,𝛽

DLS

for ^ optimizing the sphere function with step-size 𝜎𝑡 = 𝛼 ∥𝑋𝑡 ∥.
We assume that (A3) holds, with the marginal distribution of the

invariant probability measure 𝜋 w.r.t. the second variable denoted 𝜋^ .
The (`/`, _)-ES with update function for the learning rate ¯̂

Y,𝛽

DLS

converges linearly. We denote CR(𝛼,w, ¯̂
Y,𝛽

DLS
) the convergence rate

of (`/`, _)-ES with weights w, and a step-size proportional to the
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Figure 5: Convergence rate versus step-size on the sphere function without line search (solid lines) and with dichotomic line
search (dashed lines) in different dimensions. Larger values are better. Dichotomic line search improves the speed per iteration

but imposes additional costs, which correspond to the number of functions calls (here 4).

distance to the optimum up to a multiplicative factor 𝛼 , with the
learning rate from an adaptive line search as given by ¯̂ = ¯̂

Y,𝛽

DLS
. We

denote the constant cost of such a line search by 𝐶 (𝛽, Y). Then,

CR(𝛼,w, ¯̂
Y,𝛽

DLS
) = −

E
ˆ̂∼𝜋^ ln

𝑒1 + ¯̂
Y,𝛽

DLS

(
𝑒1, 𝛼𝑆

𝜑

𝑈
, ˆ̂

)
𝛼𝑆

𝜑

𝑈

2

2(_ +𝐶 (𝛽, Y)) . (24)

This theorem results from Theorem 2.6.

We derive now the convergence rate of ES with dichotomic line

search with memory when the dimension goes to∞.

Theorem 4.4 (Asymptotic convergence rate for dichotomic

line search). Let 𝛼 > 0 and Y > 0, 𝛽 ∈ (0, 1). Consider ˜̂
∞ ( ˆ̂,N)

the result of Algorithm 2with parameters𝑋 = 𝛼−1`w

∑`

𝑖=1
𝑤𝑖N𝜑 (𝑖 ) ∈

R1, 𝑣 = 1 ∈ R1, ˆ̂, Y, 𝛽 , where N = (N𝜑 (1) , . . . ,N𝜑 (_) ) are the order
statistics of _ i.i.d. standard Gaussian r.v. N𝑖 .

We assume that (A3) and (A5) hold for the (`/`, _)-ES with
learning rate update function ¯̂

Y,𝛽

DLS
. Then, the infinite-dimensional

limit of the convergence rate given by Theorem 4.3 is

lim

𝑛→∞
𝑛CR

(𝛼
𝑛
,w, ¯̂

Y,𝛽

DLS

)
= −
E

[
˜̂
∞ ( ˆ̂,N) 𝛼𝑆𝜑N +

( ˜̂∞ ( ˆ̂,N) )2
2`w

]
_ +𝐶 (𝛽, Y) (25)

where ˆ̂ is a r.v. of distribution 𝜋∞^ , independent of the N𝑖 .

This follows from Theorem 2.8.

4.1 Numerical Results
Figure 5 compares, analogous to Figure 2, numerical estimations for

the convergence rates on the sphere function without line search

(solid lines) with adaptive dichotomic line search (dashed lines) as

in Eq. (24) for finite and in Eq. (25) for infinite dimension, where

𝛽 = 0.5 and Y = 0.2, plotted versus 𝜎 . To estimate the convergence

rate with line search, we discard the first 10
3
of 10

5
samples in

order to diminish the effect of ^ initialization.

Qualitatively, the dichotomic line search implementation shows

similar behavior as perfect line search in Figure 2. The dependency

of the convergence rate on 𝜎 is attenuated and the rate remains

largely unaffected for 𝜎 → 0. For extreme values of 𝜎 , line search

always improves the convergence rate compared to ^ = 1. Also the

optimal step-size is similar to the one with perfect line search.

Quantitatively, dichotomic line search improves the maximal

convergence rate with ^ = 1 only for the largest population size,

` = 16, in all finite dimensions by about 25% and for ` = 8 only in

smaller dimensions and only by a smaller margin.

The loss of convergence speed of the implemented line search

compared to perfect line search has two reasons: (i) the search

costs increase from _ to _ + 4, which is an increase by 50%, 25%,

and 12.5% for ` = 4, 8, 16, respectively. (ii) the resulting ^ remain

suboptimal. Figure 4, right, shows the loss from the suboptimal ^.

The loss is 20–25% in dimension two and decreases quickly to <5%

in dimension ten.

5 SUMMARY AND DISCUSSION
Based on the idea of rescaled mutations or, equivalently, a learning

rate on the mean in Evolution Strategies (ES), we introduce a line

search in the (`/`, _)-ES. A line search identifies the learning rate

for the mean update conditioned to its direction. Conditioning the

learning rate is particularly effective in small dimensions but has

overall surprisingly little effects on the convergence speed on the

sphere function.

We generalize convergence proofs and estimates of the conver-

gence rates in finite and infinite dimension, previously obtained

for learning rate one, to different and adaptive (varying) learning

rates. One central assumption is that the step-size is proportional

to the distance to the optimum. We analyze in detail the case of a

perfect half-line search.

We observe convergence rate improvements by up to 70% for a

cost-free line search compared to 50% with the optimal constant

learning rate and about 25% with our implementation of a sim-

ple line search. These advantages are similar to the 56% gain with

mirrored sampling [4], but here reduced in practice by the addi-

tional costs from the line search evaluations which also impede

parallelization.

The optimal step-size in ES with multi-recombination increases

with the parent population size. Learning rate adaptation removes

this dependency in our experiments and the optimal step-size is

invariably smaller. As a larger step-size is one import advantage

of choosing larger population sizes
3
, this effect seems to seriously

diminish the applicability of learning rate adaptation in ES with

(intermediate) multi-recombination in practice.

3
A larger step-size causes a more global search behavior and is an important aspect for

the improved performance on multimodal functions and, arguably, on noisy functions.

For ` ≪ 𝑛, the step-size is proportional to ` [3, 14]. In Figure 2, we observe only a

factor of `0.75
for ` between 4 and 16 in dimension 100.
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