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Abstract. One of the main challenges of Industry 4.0 is the adaptation of existing 

production lines. Robots are substituting human workers in modern smart facto-

ries, as they are much more suitable for repetitive tasks. In contrast to that, In-

dustry 4.0 predicts a high rise in product customization. The total disruption of 

the current factories, although the easiest solution, is not welcomed by the tradi-

tional industry stakeholders. To offer adaptation rather than disruption, and to 

promote man-machine collaboration rather than complete substitution of the hu-

man workforce, we present a Digital Factory solution capable of orchestrating 

different types of resources —humans, machines, robots —according to their ca-

pabilities. The core component of the solution is a real-time Orchestrator that 

orchestrates factory resources in order to produce the desired product. Orchestra-

tor is a complex, modular, highly scalable, and pluggable software, responsible 

for dynamical matching, scheduling, and executing of production steps, allowing 

high customization and lot-size-one production.  
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1 Introduction 

The industrial world is evolving. Although some researchers suggest a revolution or a 

total disruption of the current industrial automation setting, existing industry stakehold-

ers are rather hoping for stabile transition and adaptation to the wave of Industry 4.0 

proposals. Highly frequent repetitive tasks are a common playground for robots in pro-

duction, but a trend in Industry 4.0 is extensive product customization rather than a 

huge number in lot-size of products [1]. The substitution of the human workforce with 

robots is not always motivated by the cost or the efficiency of the production itself, but 

rather a social trend —as new generations seem less willing to work as low-skilled 

operators [2]. Industry stakeholders also face the problem of preservation of current 

knowledge and skills of experienced workers who have nobody to transfer it to [3]. In 

contrast to that, in the current, rigid production environment, robots are still not fit to 

do some of the high complexity tasks that mid- and high-skilled human workers do, nor 
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they are fit for high customization of the products because of the lengthy time required 

for conversion to other product. Robots are not going to completely replace human 

workers soon, but a proportion of collaboration between a man and a machine will in-

crease in the near future [2].  

Our approach, in opposition to a total disruption, is to enable the integration of the 

existing participants in the production into a flexible manufacturing system of the next 

generation. Legacy equipment and information systems will be adapted by using a spe-

cific hardware-software component in order to create a corresponding proxy, able to 

coexist, and cooperate with the proposed system. In this paper, we present a Digital 

Factory solution with an intelligent, real-time Orchestrator as its core component. The 

Orchestrator is a complex system that orchestrates a safe collaboration of all factory 

resources —humans, machines, robots — with the goal of producing a requested prod-

uct. Formally described production processes are fed to the Orchestrator which in turn 

is responsible for the orchestration —matching, scheduling, and enriching the process 

—and for the execution on final production steps in a smart factory Digital Twin (DT). 

Execution commands are propagated from the DT to its corresponding smart device 

where they are realized at a shop floor level while allowing for lot-size-one production.  

2 Related work 

Digitalization of the complete production process is a crucial step in reaching any of the 

Industry 4.0 goals —including automated shop floor reconfiguration and service or task-

oriented programming of machines. Therefore, not only products but also processes and 

resources need to have digital descriptions [4]. Based on these descriptions, modern in-

dustrial software systems orchestrate delegation of instructions and their assignment to 

smart resources [5]. Based on the desired product and by matching required resources 

with available smart resources and their offered capabilities, these systems can act as self-

organizing systems and execute the complete production process [6, 7]. This matching is 

enabled by the introduction of semantic knowledge of the manufacturing environment, 

which formalizes the rules and the relationships between the participating objects [8]. 

Production flexibility is achieved not only on the execution level but also in the pro-

duction process modeling phase. Domain-specific modeling language can be designed 

for this purpose —not only to enable process customization but also to enable visuali-

zation of the process monitoring and graphical simulation of the production process 

model [9]. Even though modern, flexible manufacturing relies on computer systems, 

many production lines still lack the possibility of simulating the production process 

itself. The development of simulators, as generic as possible, that can mimic any give 

shop floor of the production process is still a promising approach within the industry 

[10]. Simulation is to act as a digital twin of the production system, that is able to sim-

ulate individual process steps or complete production. Production process simulation 

has been addressed in several solutions with a focus on assembling —to validate the 

result of assembly planning, to detect the errors of the product design, and to make 

appropriate modifications to the generated execution plan [5, 7]. Simulation in our so-

lution is practically a digital twin of the product being produced. It can be used as a 
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visualization of the executed production while collecting adequate data for in- or post-

production analysis. Otherwise, it can be alienated from the production process as a 

pure simulation. By simulating the complete process, potential production failures are 

reduced, resource consumption is optimized and the safety of participating human 

workers is enhanced.  Various forms of cooperation between machine and a human 

have already been addressed in the area of modern production systems [11]. Vernim et 

al. have already proposed the integration of human workers as a special type of a factory 

resource in a capability-based production planning [12]. In addition to this work, we 

address the orchestration of a human worker, by sending generic instructions for the 

final execution. A human operator is basically used as Human as a service, with a focus 

still being on collaboration with machines in this adaptation of existing shop floors. 

3 Architecture 

In the presented solution (Fig. 1), Orchestrator denotes software that can be used to 

orchestrate factory resources with a goal of producing a requested product. On one 

hand, it can be run as a self-contained black box (e.g. on an industrial PC). On the other 

hand, several core elements and external parts of the Orchestrator are pluggable and 

offer the possibility of adapting the solution to the factory or use-case specific require-

ments e.g. Dashboard or Analytics. Pluggable elements are denoted with a plus symbol 

in Fig. 1. The red line depicts the orchestration flow starting from the user interface and 

ending with the execution of production. The overall architecture is modular and is 

implemented as a basic Container and Agent infrastructure. With the actors as the 

software components packaged within the containers, it is possible to realize smart, 

modular, and pluggable software infrastructure. An actor is an individual entity with 

some intelligence attached to the software components. Software containers also enable 

high scalability and running on cross-platform with minimum time to setup. This is 

achieved by introducing de-coupled containers that start, stop, and run independently 

and can be seen as complete and isolated services. These containers can be run on-

demand, based on a multitude of factors such are the number of requests or the load on 

the existing container instances.  

Customer interface (1) offers flexible and intelligent ways to interact with the pro-

duction facility. In a generic pluggable fashion, customers can express individual prod-

ucts in various formats which are later parsed or transformed into a generic product 

model or digital product description (such as Computer-Aided Design —CAD, or Com-

puter-Aided Manufacturing —CAM diagrams). A user-defined product description is 

an input for the orchestrator. Orchestration Agent (2) is an essential component that 

operates the complete orchestration process. It is a state machine that runs each user’s 

product order through various states —matching to execution —in order to create the 

desired product. Process Reasoner (3) uses the digital product description as an input, 

to reason upon required capabilities, steps, and order of the sequences and generates 

the digital process description as an output. The process description is a technological 

description without any resource allocation in it. It also holds the information about the 

bill of materials, quantities, timing constraints, acceptance, and completion criteria. 
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Process Reasoner is also implemented in a pluggable fashion to answer to use-case 

specific requirements. Once the production process specification is inferred, it can be 

adapted by using the provided process modeler. This tool allows not only altering the 

existing production processes, to fine-tune them for production, but also creating them 

from scratch and thus enriching or substituting the customer interface. This creation of 

process specifications is of utmost importance as some product specifications are not 

provided in a machine-readable form.  

 

Fig. 1. – Orchestrator Architecture  

Resource Matcher (4) takes up the responsibility to match all the required capabili-

ties, constraints, acceptance and completion criteria on the input, with the available re-

sources, based on their offered capabilities stored in Knowledge Base (5), to the pro-

cesses and the required capabilities. The result of the matching process is a set of possible 

production processes with allocated Resources (8). This is represented as a set of directed 

graphs where each graph represents a single process —practically a variety of production 

process description. The next step is the enrichment of generated processes. It is done 

gradually in a sequence of customizable enrichers. The result is production process vari-

ations improved in resource level enrichment —which includes the preparation steps for 

a product order, and in logistic enrichment —which describes the material flow during 

the production process. The result of this phase is another set of directed graphs, where 

each graph represents an enriched variation of a process description.  

Knowledge Base (KB) is a storage facility for the semantic data models of re-

sources, capabilities, constraints, factory logistics, collaboration models, and interface 

contracts. It also stores semantics of products and processes and plays a key role in the 

orchestration of production. Any new version of the process, even when a previous 

version exists, is stored in the KB. KB offers production knowledge in a machine-read-

able form and is based on well-defined and formal meta-models. It also holds infor-

mation on physical and logical connections between devices and required physical con-

nections in the system. A topology inside KB contains information on which device can 
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interact with which other devices to create an appropriate flow of operations based on 

the inputted processes. It also includes all the spare resources on the shop floor (e.g. 

machines that are currently being maintained). The Discovery mechanism enables ad-

ditional resources to enter the shop floor dynamically when they are inserted in the KB 

in a plug-and-produce fashion. KB also supports inference and query mechanism that 

can dynamically find connections between all resources. This enables Orchestrator to 

search for semantic connections and orchestrate the production.  

Production Scheduler (6) receives a graph of all possible process descriptions with 

resources and offered capabilities, process steps, and material allocations. It then performs 

a scheduling algorithm with the variants of cost functions. It is done in a multilayered 

sequence of matching-scheduling graders that lean on information stored in KB. Different 

optimization functions act like graders for the scheduler and enable an optimization via a 

specific combination of criteria, such as reduced times and energy consumption or opti-

mized material consumption and preferred technological steps used. According to the 

pluggable architecture, these criteria are organized in factory-specific graders and every 

graph is then ranked according to the desired set of graders. The result of this phase is an 

enriched and scheduled list of production process steps ready to be executed.  

Digital Twin (DT) (7) is the component of the Digital Factory that takes an executor 

role and oversees the final execution of commands. DT is a faithful representation of 

the factory shop floor where each digital element represents an actual resource that it 

can communicate with. This enables the usage of DT representation as a Simulation 

only, as well as a simultaneous execution and visual representation of the production 

process. For each process step, DT sends the appropriate command to a targeted ele-

ment, which then propagates the execution command to its resource via a resource 

Proxy. Proxies generate machine-specific commands and are the functional and behav-

ioral interface between DT and the physical assets of the Digital Factory. The hardware 

platform is still open, and although the structure of execution commands may be com-

mon among all the types of resources, the proxies are factory specific in the end. A 

resource is an asset involved in the production process. In the proposed architecture, 

humans, robots, and production machines are considered as resources that are differen-

tiated by their capabilities, interaction, and interface description. A human worker is 

modeled with its capabilities (i.e. inspection, pick-n-place, turning…) that are not nec-

essarily different from robot capabilities (i.e. pick-n-place, milling, drilling…) but are 

differentiated by their constraints. Robots can operate with heavier loads or with less 

fatigue, while human workers will still be of greater trust in some type of jobs (e.g. 

inspection) for some time in the future. Also, there are still some competences and man-

machine interactions that are hardly going to be replaced by a machine until a produc-

tion completely based on Artificial Intelligence (AI). Although the executor sends ge-

neric commands to any resource, a human worker interacts via a human-machine inter-

face (HMI) while machines communicate via a standardized interface. Interaction with 

non-standard resources, especially legacy non-smart machines, is to be enriched by 

their appropriate and use-case specific interfaces.  

All system components communicate with each other through an internal communi-

cation layer based on a highly-scalable communication backbone (in Zero Messaging 
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Queue). An intra-module communication is established through a broker implementa-

tion. Every component provides logging and tracing data to the logging-bus module. It 

is a rudiment for the rule-based Error handling which is triggered according to the 

information provided in logs and provides event-based error mechanisms for all the 

components including matching and scheduling. Additional pluggable components, 

that also lean heavily on the communication layer are Dashboard and Analytics mod-

ules of various kinds. The proposed infrastructure and architecture are foundations for 

high-scalability and a large flow of information. System components are modular, in-

dependent, and scalable, which enables both horizontal and vertical scalability. The 

current proposal is also technology agnostic with the possibility to run on a single PC, 

distributed on several industrial PCs or in a cloud. 

4 Use case (proof of concept) 

Several use-cases were used while analyzing and testing the architecture flow presented 

on Fig. 1. One assembly use-case was used to set up a laboratory conditions testbed, 

alongside a corresponding simulation. Test arena comprises of several elements —

smart shelves and material area, smart assembly tables, an autonomously guided vehi-

cle (AGV) with an industrial robot mounted on it, 3D printer, LEGO bricks of various 

sizes and colors and additional industrial robot fixed on the assembly table. Simulation 

encompasses real-world device simulation models and a graphical preview of the sim-

ulated system and the Digital Twin (7). The simulation is created using ROS environ-

ment because of the ease of usage and understanding to the non-robotics community, 

in a way to resemble the desired test arena as much as possible. The human operator is 

also a part of the testbed, depending on the use-case variation.  

There are two mobile applications available for human participants —one is used 

as a communicator to the human operator, and the second is a starting point of inter-

action with the Digital Factory. This interface (1) allows the upload of a digital de-

scription of the product. In the particular case, there is a GUI set up on a tablet device, 

that enables a user to design a custom flag. The desired flag is to be assembled out of 

LEGO bricks, using the resources existing in the Knowledge Base (5) and without 

any additional coding. All the participants of the testbed - smart areas, inventory, 

bricks, and assembly table —are regarded as resources (8). After the user designs a 

flag, the Orchestration Agent (2) initiates the orchestration mechanisms and the flag 

is then being processed. The Process Reasoner (3) generates the production process 

specification from the inputted digital description of the product, and stores it in the 

KB (5). In this use-case, the raster, shape, dimensions, and number of bricks to be 

used are extracted from the input, and a digital specification of the production process 

is generated as an output of this element. All the production steps are deduced ac-

cording to the factory-specific topology and use-case. It is then possible to make 

changes or additions to the generated process in the dedicated Process Tool, with the 

optimization being the main goal. Additionally, the execution process can be re-

viewed in the tool, thus acting as a secondary DT. The digital description is a recipe 

that is used for further orchestration of all the resources towards the product being 
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delivered. The Resource Matcher (4) uses the semantic information stored in KB to 

match the existing resources (8), their capabilities and constraints, and offers an op-

timal match for every production step described in the generated production process. 

In this use-case, the available resources capable of assembling are limited to two ro-

bots and a human. Matcher first produces a production process variation in which it 

assigns these resources to their dedicated production steps (e.g. AGV is to pick a 

targeted brick, the robot is to assemble a targeted brick on the targeted table; human 

is to prepare a targeted brick, etc.). This production variation is later enriched in sev-

eral layers of enrichment. This re-matching or deeper matching refinement is done 

according to the availability of the resources in the testbed, current topology of the 

machines, physical limitations of the collaboration between resources, etc. In this 

use-case, there is a safety limitation of human being too close to the industrial robots, 

and this information is therefore additionally calculated in the matching process.   

The Production Scheduler (6) is scheduling the execution order of all the matched 

production steps to find an optimal schedule. Time was the only optimization grader 

used in this use-case, intending to assemble the LEGO flag as quickly as possible. This 

led to bricks being transferred from a material area to the assembly table in higher vol-

ume and not brick by brick. After the matching and scheduling phases are done, the 

participating resources receive the commands via dedicated Resource Proxies. These 

proxies are elements of Digital Twin (7) which is practically acting as an executor. 

Generic commands (e.g. Pick blue brick of size 2x2 from location A) received as a 

result of previous phases are transformed in a set of factory-specific instructions and 

are then propagated to the designated resources. In the described use-case, commands 

are sent via ROS bridge for robots, and a tablet or smartwatch for human workers, who 

receive instructions and send feedback when their activity is finished. The human 

worker provides additional bricks that are out of stock or delivers a brick created addi-

tionally in the 3D printer. If a brick is to be created or to be delivered by a human 

worker, the AGV reaches the targeted material area where the human operator and the 

3D Printer are, and where the collaboration is safe. In the end, the fixed robot assembles 

the flag vertically by placing LEGO bricks one by one on the assembly table.  

5 Conclusions and future work 

We have presented the concept of a Digital Factory as a pluggable software system, 

that automatically extracts instructions from the given input, sets up the factory shop 

floor accordingly, and executes the production itself. Both the simulation and the real-

time testbed set in a laboratory are used as a proof of concept. Not only are the machines 

orchestrated but a human worker in collaboration with robots as well. 

We are continuing the work on the presented solution. Several areas of investigation 

are still open, including the introduction of AI-based scheduling graders that determine 

main properties of delivering the optimized execution graphs; decentralization of the 

orchestrator process to the participating assets; automatic extraction of the production 

process steps out of the existing CAD/CAM diagrams or recipes; deducing the missing 

information on process descriptions based on AI previous knowledge, etc. 
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