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Abstract

We consider potentially non-convex optimization problems, for which optimal rates of approx-
imation depend on the dimension of the parameter space and the smoothness of the function
to be optimized. In this paper, we propose an algorithm that achieves close to optimal a pri-
ori computational guarantees, while also providing a posteriori certificates of optimality. Our
general formulation builds on infinite-dimensional sums-of-squares and Fourier analysis, and
is instantiated on the minimization of multivariate periodic functions.

1 Introduction

A well-designed optimization algorithm provides two important types of guarantees. First, it guar-
antees a priori that its output will achieve a certain degree of accuracy, with computational com-
plexity that is hopefully adaptive to the specific properties of function to be optimized and possibly
even optimal over a certain class of algorithms or functions to minimize. Second, it provides an a
posteriori certificate, i.e., an explicit bound on the solution’s accuracy that we can calculate once
we run the algorithm. There are many examples of such well-designed optimization algorithms
in the convex setting, which often use some form of convex duality (see, e.g., Nemirovski et al.,
2010).

In this paper, our goal is to provide a well-designed algorithm for non-convex optimization,

c∗ = inf
x∈X

f(x), (1)

with X ⊆ Rd and f potentially non-convex. In general, this task is extremely difficult, and in the
worst case the computational cost must be exponential in the dimension d. However, it is known
(Novak, 2006) that in order for an algorithm to achieve the optimal computational complexity in
solving Eq. (1), it must be adaptive to the degree of differentiability of f . That is, it should be able
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to overcome the curse of dimensionality in terms of the approximation error ε, when the function is
very smooth. More precisely, if f is m-times differentiable, then the computational complexity for
finding c∗ with error ε should be Cd ε

−d/m, where Cd is exponential in d in the worst case, but the
dependence on the accuracy scales as only ε−d/m, which becomes quite mild once m approaches
d. In this case, the curse of dimensionality is relegated just to the constant Cd, making it possible
to efficiently solve non-convex problems to high accuracy as long as d is relatively small, which
has applications to tasks like hyperparameter tuning, industrial process optimization, and more.

Establishing well-designed algorithms for non-convex optimization is a difficult task. Many non-
convex optimization algorithms in the literature lack a priori guarantees, a posteriori guarantees,
or actually any guarantees at all, and many methods used in practice are based on heuristics or can
only guarantee convergence to a local rather than global minimum. Some other algorithms have
good a posteriori guarantees, but weak a priori bounds; for example, methods based on polynomial
sum of squares (Lasserre, 2001; Parrilo, 2003) are not adaptive, a priori, to the smoothness and
are therefore subject to the curse of dimensionality in terms of the accuracy ε. The new family
of algorithms based on kernel sum of squares (Rudi et al., 2020) achieves quasi-optimal a priori
guarantees, but without any certificate a posteriori.

Our Contribution. In this paper, we provide a general strategy to derive algorithms that compute
a lower bound ĉ of c∗ with strong guarantees both a priori and a posteriori (see Corollary 12). As
a particular example, we consider optimizing smooth, periodic functions f on X = [0, 1]d and
derive an algorithm that: (a priori) approximates c∗ with almost optimal error ε and computational
complexity that scales well with ε, and (a posteriori) provide a certificate of accuracy, which is
adaptive to the specific instance of the problem.

The a priori guarantee is useful since it shows that the proposed algorithm has nearly optimal
complexity, which is adaptive to the smoothness of the function to be optimized. The a posteriori
certificate is particularly useful because the accuracy of our estimate of c∗ depends on the specific
instance at hand, and may be much better than the worst-case, exponential-in-d constant would
suggest. Indeed, better-than-worst-case performance is frequently observed in practice, but we
need a certificate of accuracy in order to know when we are so lucky.

2 Deriving Well-Designed Algorithms for Smooth Non-Convex Optimization

Our approach begins with rewriting the problem (1) as finding the highest lower bound on f :

c∗ = max
c∈R

c such that f(x) ≥ c ∀x ∈ X.

The inequality constraint f − c ≥ 0 can be converted to an equality constraint by introducing a
non-negative function g ≥ 0:

c∗ = max
c∈R, g≥0

c such that f(x)− c− g(x) = 0 ∀x ∈ X.

Finally, we can rewrite this again in a penalized form

c̃ = max
c∈R, g≥0

c − ∥f − c− g∥L∞(X). (2)
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It may not yet be obvious what this accomplishes, but the following Lemma indicates its promise:

Lemma 1. The problem (2) is a concave maximization problem with solution c̃ = c∗, and for any
feasible (c, g) such that c ∈ R and g ≥ 0, c∗ is lower-bounded by c− ∥f − c− g∥L∞(X).

Proof. The objective V (c, g) := c−∥f−c−g∥L∞(X) is concave because it is a linear term c minus
a convex term ∥ · ∥L∞(X) composed with a linear function of the optimization variables.

Since for all x ∈ X, f(x)− c− g(x) ≥ −∥f − c− g∥L∞(X), for any feasible (c, g), then ∀x ∈ X,
f(x) ≥ V (c, g). Thus, by minimizing with respect to x, c∗ ≥ c̃. In order to show the other
inequality, we notice that (c∗, f − c∗) is feasible and V (c∗, f − c∗) = c∗.

So, we have reduced the non-convex minimization problem (1) to a concave maximization prob-
lem (2), which is an improvement. However, whereas the original problem had a d-dimensional
optimization variable, our new problem requires optimizing over the infinite-dimensional space of
non-negative functions, and it is not clear how to do this. Furthermore, the quantity ∥f−c−g∥L∞(X)

is just as difficult to compute as infx∈X f(x) would be. We will now describe several modifications
leading to a more tractable optimization problem that maintains the same desirable properties.

A more tractable formulation. Specifically, our approach revolves around introducing a more
tractable norm ∥·∥W on functions from X to R, and restricting g ∈ G, for G a tractable subset of all
non-negative functions. We will specify W and G later. To provide guarantees on the method we
only need them to satisfy the following:

Definition 2 (Norms and models for non-negative functions). 1. Let ∥ · ∥W be a norm on the
space of real-valued functions over X, such that ∥ · ∥L∞(X) ≤ ∥ · ∥W . Denote by W the
associated Banach space.

2. Let G be a convex subset of the set of non-negative functions, such that G is a closed subset
of W.

Now, by restricting the problem in Eq. (2) on G and considering the norm ∥ · ∥W , we obtain what
can be a more tractable formulation,

c̄ = max
c∈R, g∈G

c− ∥f − c− g∥W . (3)

It is, of course, not the case that any choice of ∥·∥W and G would make Eq. (3) easy to solve. How-
ever, we will later discuss examples where Eq. (3) is much easier to solve than Eq. (2). Regardless,
we will see in the next Theorem, that this formulation comes with strong guarantees, expressing
the error of the algorithm directly in terms of the approximation properties of the class of models G
for non-negative functions.

Theorem 3 (Tightness of Eq. (3)). Suppose that f − c ∈ W for any c ∈ R, then

c∗ − q ≤ c̄ ≤ c∗, q = min
g∈G

∥f − c∗ − g∥W .

Moreover, if there exists g∗ ∈ G satisfying ∥f − c∗ − g∗∥W = 0, then c̄ = c∗. Finally, any c ∈ R
and g ∈ G leads to a lower bound c− ∥f − c− g∥W on c∗.
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Proof. By construction c̄ ≤ c∗, since c − ∥f − c − g∥W ≤ c − ∥f − c − g∥L∞(X) ≤ c∗ and
G ⊆ {g | g ≥ 0}. Now the problem is well defined, since it corresponds to a maximization on
the closed subset R×G of a concave and continuous objective function (for the topology inherited
from W). By setting c = c∗ and optimizing over g, the optimized objective is exactly c∗ − q with q
as above, thus c∗−q ≤ c̄. Moreover,we have q = 0, i.e., c̄ = c∗ when there exists g∗ ∈ G satisfying
∥f − c∗ − g∗∥W = 0.

In the Theorem above we see that c̄ is lower bound of c∗ by construction. Moreover, the error
c∗ − c̄ is bounded by q, the approximation error of f − c∗ with respect to the class of models for
non-negative functions G that we consider, measured in the norm W . So far, this all holds for any
∥·∥W and G satisfying Definition 2; we continue by analyzing a specific choice.

The model for non-negative functions. We would like to use a class of models G that can
approximate smooth non-negative functions using as few parameters as possible, while remaining
tractable to optimize over. We consider the class of PSD models introduced by Marteau-Ferey et al.
(2020) and defined as

g(x) = ϕ(x)∗Aϕ(x), A ⪰ 0,

for a suitable map ϕ : X → Cn and A ∈ Cn×n Hermitian positive semidefinite1, where ϕ∗ denotes
the conjugate transpose of ϕ. By the definition of positive semidefiniteness, g(x) ≥ 0 for any
x ∈ X, and this is also a tractable class to optimize over since g is linear in the parameters A. The
approximation properties of the model will depend on the choice of the feature map ϕ, and have
been shown to give rates in the order of n−m/d for specific choices (Rudi and Ciliberto, 2021).
Here, however, we need to study the approximation error with respect to our norm of choice W ,
and we will see that different feature maps than the ones considered by Rudi et al. (2020) will lead
to better rates.

The norms. We need norms that bound ∥ · ∥L∞(X) from above as tightly as possible, but are also
easy to compute. We consider from this viewpoint two norms:

1. The “F norm”: L1 norm of the Fourier transform, i.e.,

∥u∥F =

∫
Rd

|û(ω)|dω,

2. The “S norm”: The norm associated to a richer reproducing kernel Hilbert space such as the
Sobolev space of exponent (d+ 1)/2. Let S(ω) non negative and integrable, we define

∥u∥2S = C2
S

∫
Rd

|û(ω)|2

S(ω)
dω,

and C2
S =

∫
Rd S(ω)dω. For example for the Sobolev case we set S(ω) = (1 + ∥ω∥2)(d+1)/2.

1We need complex numbers because of Fourier analysis, but this extends to symmetric real matrices.
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Lemma 4. The norms above satisfy ∥ · ∥L∞(Rd) ≤ ∥ · ∥F ≤ ∥ · ∥S , for any non-negative and
integrable S. Moreover,

∥u∥F = min
S≥0, S∈L1(Rd)

∥u∥S

Proof. First, for any u with finite integrable Fourier transform, we have, by Hölder inequality,

|u(x)| =
∣∣∣∣∫ û(ω)e2πi⟨x, ω⟩dω

∣∣∣∣ ≤ ∥û∥L1(Rd)∥e2πi⟨x, ·⟩∥L∞(Rd) ≤ ∥û∥L1(Rd) =: ∥u∥F , ∀x ∈ Rd

from which we conclude that ∥·∥F always upper bounds ∥·∥L∞(Rd). Analogously, note that, for any
S ≥ 0 and S ∈ L1(Rd), and for any u such that ∥u∥S is finite, we have, by Cauchy-Schwartz,

∥u∥2F = ∥û∥2L1(Rd) =
∥∥S1/2 û

S1/2

∥∥2
L1(Rd)

≤ ∥S1/2∥2L2(Rd)

∥∥ û

S1/2

∥∥2
L2(Rd)

= C2
S

∫
|û(ω)|2

S(ω)
= ∥u∥2S.

Finally, for u with finite F -norm, ∥u∥F = ∥u∥S when S = |û| for which S ≥ 0, S ∈ L1(Rd).

The F norm and the S norm are of interest when we can assume that we have access to the Fourier
transform of the target function f . In particular the norm S can be also computed in closed form
in specific scenarios. For example, consider the case when f is of the form

f =
M∑
j=1

βjh(x− xi),

for some β1, . . . , βM ∈ R and x1, . . . , xM ∈ Rd. This arises, e.g., for mixtures of Gaussians, and
learning linear models or RBF networks. If we know the Fourier transform of h, then

∥f∥2S :=
M∑

i,j=1

βiβjH(xi − xj),

where H is the inverse Fourier transform of the function S(ω)|ĥ(ω)|2.

Perhaps more interestingly, Lemma 4 shows that the F norm is weaker than the norm S for any S,
meaning that the F norm allows us to automatically adapt to certain structures in the function. For
example, suppose that f(x) = h(Px) for some unknown P ∈ Rd′×d with d′ ≪ d and h : Rd′ → R.
Using the S norm for a certain S that depends on P would allow us to adapt to the low-dimensional
structure and depend on d′ rather than d, but this requires knowing P . On the other hand, the F
norm is always weaker, so we can take advantage of the low-dimensional structure automatically.

2.1 PSD Models for Periodic Functions on [0, 1]d and Their Approximation
Properties

The goal of the section is to provide a self-contained introduction to the approximation proper-
ties of PSD models. In particular, we consider the problem of approximating smooth 1-periodic
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functions (which corresponds to X = [0, 1]d) using PSD models where ϕ is a subset of the Fourier
basis. This setting, while already being of interest for practical applications, allows for an elemen-
tary proof which highlights the main conceptual steps of the derivation.

The main results of this section are Theorem 6 and, in particular, Theorem 8. With a more refined
proof based on the same strategy, it is also possible to obtain results that hold for other scenarios
beyond periodic functions on the torus and for more general maps ϕ. See, for example, Rudi and
Ciliberto (2021) for the approximation of non-periodic Cm functions on subsets of Rd via PSD
models based on a finite dimensional feature map defined with respect to the Gaussian kernel, or
Rudi et al. (2020) for a feature map defined with respect to any kernel that satisfy some algebraic
property, such as the Sobolev kernel.

We have seen in Theorem 3 that the optimization error of Eq. (3) depends on the approximation
error of the function f with respect to the class of models for non-negative functions. So, in our
analysis there will be three main ingredients: a class of models Gt parametrized by its bandwidth t,
which will depend on the space of functions associated with a feature map ϕt; the space of functions
where f lives, which we denote Hρ; and the norm that we use to measure the approximation error,
in our case, ∥ · ∥F .

We start by introducing Gt, parametrized by a bandwidth t ∈ N. We associate each entry in ϕt(x)
with an element of {k ∈ Zd : |k| ≤ t} where |k| =

∑
j|kj|, with n = #({k ∈ Zd : |k| ≤ t}) ≤

(2t+1)d, i.e., n = O(td). So for each |k| ≤ t, we define the feature map ϕt : X → Cn elementwise
as (ϕt(x))k = ek(x), where ek is the k-th Fourier component, i.e., ek(x) = e−2πik⊤x. Consider the
class of PSD models

Gt = {gA,t | A ∈ Cn×n, A ⪰ 0}, gA,t(x) = ϕt(x)
∗Aϕt(x). (4)

We are thus considering the feature map ϕt associated with the classical band-limited space of
functions. This choice is convenient for our analysis, but there are also many other choices of finite
dimensional feature maps for PSD models that can have good approximation properties (Rudi and
Ciliberto, 2021; Rudi et al., 2020).

We consider continuous, 1-periodic functions f on Rd, i.e., functions satisfying f(x + k) = f(x)
for any x ∈ Rd and k ∈ Zd. We note that these can therefore be identified with continuous,
periodic functions on the torus [0, 1]d. We now introduce Hρ, where ρ ∈ ℓ1(Zd) is a strictly positive
summable sequence. The space is a separable Hilbert space of periodic functions defined as Hρ =

{f ∈ L2(X) | ∥f∥ρ < ∞}, where ∥f∥2ρ =
∑

k∈Zd |f̂k|2/ρk < ∞ and f̂k =
∫
[0,1]d

ek(x)f(x)dx

is the Fourier series associated to f . One classical example of ρ is ρk = (1 + ∥k∥2)−m, with
m > d/2, corresponding to the Sobolev space Hm

2,per of periodic functions whose derivatives up
to order m are squared integrable (Wahba, 1990), or the space of periodic entire functions (of
order 1), corresponding to ρk = exp(−σ∥k∥), for some σ > 0.

We will soon present a Theorem showing that the PSD models Gt can approximate functions of the
form f =

∑q
j=1 u

2
j for q ∈ N and uj ∈ Hρ, using a small t depending on the decreasing quantity

R2
t :=

∑
|k|>t

ρk.
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First, we start with a Lemma concerning the norm ∥ · ∥F of the pointwise product of functions.
This part of the proof is crucial and is handled differently in the other settings (e.g., Rudi et al.,
2020).

Lemma 5. Let f, g be 1-periodic functions on X with ∥f∥F , ∥g∥F < ∞ and denote by f · g their
pointwise product, i.e., (f · g)(x) = f(x)g(x). Then

∥f · g∥F ≤ ∥f∥F∥g∥F .

Proof. By the convolution property of Fourier series, (f̂ · g)k =
∑

j∈Zd f̂j ĝk−j . By the Young
inequality for the convolution of discrete sequences, we have for any two sequences u, v ∈ ℓ1(Zd),∑

j,k∈Zd |ûj v̂k−j| ≤ (
∑

k∈Zd |uk|)(
∑

k∈Zd |vk|). The result is obtained by applying this inequality
on the Fourier series of f · g and noting that

∑
k∈Zd |f̂k| is exactly ∥f∥F , and the same for g.

Now we are ready to state the first theorem that on the approximation error for the PSD models
described above.

Theorem 6. Let f(x) =
∑T

j=1 uj(x)
2 for functions uj ∈ Hρ and T ∈ N, then

min
g∈Gt

∥f − g∥F ≤ C ′
f Rt .

where C ′
f
2 =

∑T
j=1 ∥uj∥ρ∥uj∥F .

Proof. Denote by uj,t the function, uj,t(x) =
∑

|k|≤t(ûj)kek(x) (a low-pass filtered version of u),
and by vj,t the n-dimensional vector (vj,t)k = ûj,t, for any |k| ≤ t. Now, define Ā ∈ Cn×n as

Ā =
T∑

j=1

vj,tv
∗
j,t.

Since, by construction, v∗j,tϕ(x) =
∑

|k|≤t(ûj)kek(x) = uj,t(x), then

gĀ,t(x) = ϕt(x)
∗Aϕt(x) =

T∑
j=1

ϕt(x)
∗(vj,tv

∗
j,t)ϕt(x) =

T∑
j=1

(v∗j,tϕt(x))
2 =

T∑
j=1

uj,t(x)
2.

Now note that u2
j − u2

j,t = (uj + uj,t) · (uj − uj,t), then, by using Lemma 5,

∥f − gĀ,t∥F =
∥∥∥ T∑

j=1

(u2
j − u2

j,t)
∥∥∥
F
≤

T∑
j=1

(∥uj∥F + ∥uj,t∥F )∥uj − uj,t∥F .

We conclude noting that ∥uj,t∥F ≤ ∥uj∥F by construction and, by Cauchy-Schwartz,

∥uj − uj,t∥F =
∑
|k|>t

|ûj| =
∑
|k|>t

√
ρt

|ûj |√
ρ
t
≤ Rt∥uj,t∥ρ ≤ Rt∥uj∥ρ.

Therefore, min
g∈Gt

∥f − g∥F = min
A∈Cn×n,A⪰0

∥f − gA,t∥F ≤ ∥f − gĀ,t∥F ≤ RtC
′
f .

7



The theorem above controls the approximation error of the PSD models of bandwidth t when the
target function can be written in terms of a sum of squares of functions belonging to an Hρ for a
given ρ. In general it is not clear how to guarantee when a function f can be characterized as a sum
of squares of functions in a given space. Luckily, in the case of m-times differentiable functions,
there exists an easy geometrical characterization. We are going to use this fact, to specify the result
above for the case when f is an m-times differentiable function. First, we need the following
lemma, which is the adaptation to periodic functions of Theorem 2 of Rudi et al. (2020) (more
specifically, of Corollary 2, page 23) .

Lemma 7 (Rudi et al. (2020)). Let f be an m + 2-times differentiable non-negative periodic
function. Assume that the minimizers of f in X are finitely many and with strictly positive Hessian.
Then, there exists Q ∈ N and z1, . . . , zQ periodic m-times differentiable functions, such that f =∑Q

j=1 z
2
j .

The proof of the lemma above is reported in Appendix A. Now we are ready to specify Theorem 6
in the case of an m-times differentiable function.

Theorem 8. Let f be an (m+ d/2 + 2)-times differentiable periodic function, with m > 0 and let
c∗ be its global minimum. Assume that the minimizers of f in X are finitely many and with strictly
positive Hessian. Then, for any t ∈ N,

min
g∈Gt

∥f − c∗ − g∥F ≤ Cf t
−m,

where the constant Cf depends only on f,m, d.

The proof is self-contained and reported in Appendix B. It is obtained by first applying Lemma 7
on f , and Theorem 6 on the resulting characterization. To make this possible and to obtain a sharp
rate, a crucial step is to show that the resulting functions belong to the space Hρ for a specific ρ
satisfying ρk ∝ |k|−2m−d, then deriving the bound on the associated residual Rt.

2.2 The Resulting Problem and the Associated A Priori Guarantees

Now the problem Eq. (3), with the PSD models (4) and the F norm, takes the following form

c̄ = max
c∈R, A∈Cn×n

c− ∥f − c− gA∥F such that A ⪰ 0, (5)

and, combining Theorem 3 and Theorem 8 gives the following a priori guarantee

Corollary 9. Let f be an (m + d/2 + 2)-times differentiable, 1-periodic function with m > 0,
and let c∗ be its global minimum. Also, let f have finitely many minimizers in X, which each have
strictly positive Hessian. Then, for any t ∈ N

0 ≤ c∗ − c̄ ≤ Cf t−m .
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Expressing t with respect to n, the dimension of the matrix A, we have t = O(n1/d). The bound
above, then reads as

0 ≤ c∗ − c̄ ≤ C ′ n−m/d .

This shows that the solution, c̄ is always a lower bound of the global minimum c∗ and converges
to c∗ with a rate depending on the dimension of the matrix A and the degree of differentiability
of f . E.g., when m ≥ d, the error goes to zero as quick as n−1. In the following section we see
how to solve the optimization problem Eq. (5) in practice, by making use of the fact that ∥ · ∥F ,
in the case of the torus, is a sum, which makes it easy to write Eq. (5) as a stochastic optimization
objective.

3 Solving the Optimization Problem

We now describe the process of solving the optimization problem in Eq. (3) in the specific case
of the F norm and a PSD model gA(x) = ϕ(x)∗Aϕ(x) parametrized by positive semidefinite
A ∈ Cn×n. For now, we consider an arbitrary feature map ϕ, but we will also contextualize our
results in the specific case of ϕt, the map introduced in Section 2.1. A serious challenge to solving
(5) is that computing ∥f−c−gA∥F or its subgradients exactly will typically be intractable because
the F norm is the series:

∥f − c− gA∥F =
∑
k∈Zd

|f̂k − c1{k=0} − ĝAk|.

To circumvent this issue, we recast the problem as a stochastic optimization objective. In particular,
we introduce a probability measure, π, supported on Zd and rewrite

∥f − c− gA∥F =
∑
k∈Zd

πk

|f̂k − c1{k=0} − ĝAk|
πk

= Ek∼π

[
|f̂k − c1{k=0} − ĝAk|

πk

]
.

Written this way, we can now attack our objective using any number of methods from the stochastic
optimization arsenal, such as projected stochastic gradient ascent.

To see how π should be chosen, we first note that gA(x) = ⟨A, ϕ(x)ϕ(x)∗⟩, and use M (k) =

ϕ̂ϕ∗
k ∈ Cn×n to denote the k-th Fourier component of ϕϕ∗, so that ĝAk =

〈
A, M (k)

〉
. Thus, our

optimization problem now reads

c̄ = max
c∈R, A∈Cn×n

c− Ek∼π

[
|f̂k − c1{k=0} −

〈
A, M (k)

〉
|

πk

]
such that A ⪰ 0.

Noting that c only appears in two terms, we can also eliminate this variable by solving

max
c

c− |f̂0 − c− ⟨A, M (0)⟩| = f̂0 − ⟨A, M (0)⟩.

Putting this all together, we want to solve the stochastic concave maximization problem

c̄ = max
A⪰0

Ek∼π[Lk(A)] (6)
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where

Lk(A) =


1
π0

(
f̂0 −

〈
A, M (0)

〉)
k = 0

−1
πk

∣∣∣f̂k − 〈A, M (k)
〉∣∣∣ k ̸= 0.

(7)

Algorithm 1 PROJECTED STOCHASTIC GRADIENT ASCENT

Initialize A0 = 0
for t = 0, 1, . . . , T − 1 do
Ãt+1 = At + η∇Lkt(At) for kt ∼ π
At+1 = minA∥A− Ãt+1∥Frob. s.t. A ⪰ 0, ∥A∥Frob. ≤ R.

Return: ĀT = 1
T

∑T
t=1At

Using projected stochastic gradient ascent yields the following error guarantee:

Theorem 10. Let R ≥ ∥A∗∥Frob. be an upper bound the norm of a maximizing A∗, and let ĀT be
the output of Algorithm 1, with an optimally-chosen constant stepsize η and πk ∝ ∥M (k)∥Frob. +
(1 +

∑d
j=1(2πkj)

d+1)−1. Then ∥ĀT∥Frob. ≤ R and for any δ ∈ (0, 1), with probability 1− δ

Ek∼π

[
Lk(ĀT )

]
≥ c̄−

20R log(2/δ)
(
1 +

∑
k∈Zd∥M (k)∥Frob.

)
√
T

.

The proof, which we defer to Appendix C, simply requires proving that the functions Lk are
Lipschitz-continuous and then appealing to Proposition 2.2 from Nemirovski et al. (2009). This
result bounds, a priori, the optimization error incurred in trying to estimate A∗ which realizes
the maximum of (5). In Section 5, we combine this with Theorem 8 and the yet to be presented
Theorem 11 to state our a priori guarantees.

4 A Posteriori Certification

Obviously, it is nice to know a priori that our estimate ĀT will be close to attaining the optimum of
(5). However, with this estimate in hand, what we really want is to compute a lower bound on c∗,
so we need to actually evaluate Ek∼π[Lk(ĀT )], which is non-trivial since π has infinite support.

Things are easier when f and ϕϕ∗ are band-limited, meaning that for some K, |k| > K implies
f̂k = 0 and M (k) = 0. Specifically, we can choose πk ∝ ∥M (k)∥Frob., which is only supported on
{k : |k| ≤ K}, and then easily compute Ek∼π[Lk(ĀT )] to obtain an exact lower bound on c∗.

However, if one or both of f and ϕϕ∗ are not band-limited, then we are forced to estimate the value
of an infinite sum. One approach is to draw samples k ∼ π and estimate the value using a sample
average, and under suitable conditions on f and the matrices M (k), this allows us to accurately
estimate the value of the lower bound with high-probability. Alternatively, under stronger condi-
tions on f and the matrices M (k), we can compute Lk for a finite set of k’s and deterministically
bound the contribution of the remaining, uncomputed terms. The following Theorem indicates the
accuracy of these methods:

10



Theorem 11. Let f satisfy the conditions of Theorem 8 with m > d/2. Then for any K and
k1, . . . , kK

i.i.d.∼ π, for any δ ∈ (0, 1) and A ⪰ 0, with probability 1− δ,

c∗ ≥ c̄ ≥ ĉ1−δ :=
1

K

K∑
i=1

Lki(A)− Err1−δ ≥ Ek∼π[Lk(A)]− 2Err1−δ

Err1−δ := (
√
d+ 1∥f∥Cd+1(X) + ∥A∥Frob.)

√
2 log(2/δ)

K

(
1 +

∑
k∈Zd

∥M (k)∥Frob.
)
,

where ∥f∥Cd+1(X) = max1≤j≤d max1≤q≤d+1 ∥ ∂q

∂xq
j
f∥L∞(X). In addition, for any K, the following

holds deterministically:

c∗ ≥ c̄ ≥ ĉ1 :=
∑

k:|k|≤K

πkLk(A)− Err1 ≥ Ek∼π[Lk(A)]− 2Err1

Err1 :=
∑

k:|k|>K

[
|f̂k|+ ∥A∥Frob.∥M (k)∥Frob.

]

The proof, which we defer to Appendix D, analyzes ĉ1−δ and ĉ1 separately. For the former, we first
show that Lk(A) is bounded for each k, and then apply Hoeffding’s inequality. For the latter, we
decompose the sum over k ∈ Zd into those k’s with |k| ≤ K, and those k’s with |k| > K, and then
upper bound this second portion of the sum.

The Theorem shows that the sample average has additive error that decays with 1/
√
K with high

probability. Furthermore, this lower bound is tractable given the parameter ζ and enough knowl-
edge of our feature map for us to upper bound

∑
k∈Zd∥M (k)∥Frob.. For the deterministic lower

bound on c∗, we need to have some control over how quickly ∥M (k)∥Frob. decays with increas-
ing |k|, but if the feature map is chosen so that this decay is (eventually) rapid, then this lower
bound can be tight. In the particular case of Gt introduced in Section 2.1, we show in Appendix
E that we can bound

∑
k∈Zd∥M (k)∥Frob. ≤ n(8t)d, and for K ≥ 2t,

∑
k:|k|>K∥M (k)∥Frob. = 0.

Therefore, ĉ1−δ can provide a tight approximation of c̄ using K ≫ n(8t)d samples, and ĉ1 can
once the maximum bandwidth is set K ≥ 2t, as long as the Fourier coefficients f̂k decay suffi-
ciently quickly.

With Theorem 11, we can use the solution returned by our optimization algorithm to compute
a lower bound on c∗, one that holds with high probability and one that holds deterministically.
However, to actually compute a certificate of the accuracy of our lower bound, we also need an
upper bound on c∗. Getting some upper bound on c∗ is as easy as evaluating f(x) at any point x,
although most x’s will not be close to minimizing f , so this may not give us much information
about c∗. Of course, there are many better ways, and the bulk of the non-convex optimization
literature is devoted to designing algorithms for computing approximate minimizers of f , i.e.,
upper bounds on c∗. Upper bounds for c∗ are easier to produce, f(x0) for any point x0 ∈ X is
a valid upper bound. We can use the point x0 produced for example by Rudi et al. (2020), that
converges provably to a global minimizer with a rate that avoids the curse of dimensionality. In
our experiments (in low dimensions), we simply compute f(x1), . . . , f(xN) for N random points
and upper bound c∗ ≤ mini f(xi), which allows for tight enough certificates.
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5 A Priori and A Posteriori Guarantees

In the previous sections, we have described a method for estimating c∗ in the case of periodic
functions on [0, 1]d, and all the pieces are in place to state our method’s a priori and a posteriori
guarantees. To summarize so far:

1. Theorem 3 shows that the solution of the relaxed problem (3), c̄, is a lower bound on c∗ which
is tight up to the error of approximating f − c∗ with the class of non-negative functions, G.

2. In Theorem 8, we bound this approximation error for smooth, periodic functions with respect
to Gt, the class of PSD models defined in (4) with the band-limited kernel ϕt.

3. But, we need to actually solve (3) defined using the F norm and Gt. So, in Theorem 10, we
bound the optimization error of the solution returned by projected stochastic gradient ascent.

4. However, our optimization algorithm returns the parameters ĀT of a PSD model, and to
compute a lower bound on c∗ we need to actually evaluate the value of the objective at ĀT .
So, finally, Theorem 11 bounds the estimation error when using ĀT to estimate lower bounds
ĉ1−δ and ĉ1 on c∗ that holds with high probability and deterministically, respectively.

Therefore, our a priori guarantees amount to combining (Approximation Error) + (Optimization
Error) + (Estimation Error). On the other hand, given any PSD model parameters, A, we can
evaluate an a posteriori bound on the error by upper bounding c∗ ≤ f(x) for any x and lower
bounding c∗ using Theorem 11. The following Corollary summarizes these guarantees:

Corollary 12. For the F norm and family of PSD models Gt defined using ϕt, under the conditions
of Theorems 8, 10, and 11, let ĉ1−δ(ĀT ) and ĉ1(ĀT ) be lower bound estimates defined in Theorem
11. Then for any δ ∈ (0, 1), we provide the following a priori guarantee with probability 1− 2δ:

c∗ ≥ ĉ1−δ(ĀT ) ≥ c∗−Cf t
−m−Cdnt

d

(
20R log(2/δ)√

T
+

2(
√
d+ 1∥f∥Cd+1(X) +R)

√
2 log(2/δ)

√
K

)
,

with Cd = 8d. At the same time, given any point x and parameters A for the PSD model, we
guarantee a posteriori that f(x) ≥ c∗ ≥ ĉ1(A) and f(x) ≥ c∗ ≥ ĉ1−δ(A) with probability 1− δ.

The Corollary follows immediately by combining Theorems 8, 10, and 11. Since t = O(n1/d), by
choosing T = K = O(n4+2m/d), we have

c∗ ≥ ĉ1−δ(ĀT ) ≥ c∗ − C ′n−m/d,

when n is the dimension of the matrix ĀT . In this case the algorithm has a complexity that is
O(Tn3 +Kn2) = O(n7+2m/d). In particular, for the class of (m + d/2 + 2)-times differentiable
functions with m > d/2, we achieve a bound c∗ ≥ ĉ1−δ(ĀT ) ≥ c∗ − C ′n−1, with a computational
cost of O(n8). There is a lot of room for improvement in the constants of the exponents, but the
considered algorithm shows that it is possible to obtain the global optimum of a function with both
a posteriori guarantees and an a priori error rate that is adaptive to the degree of differentiability of
the function to minimize and that avoids the curse of dimensionality for very smooth functions.
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6 Empirical Evaluation

Finally, we apply our method to two simple non-convex optimization problems in one and two
dimensions. The results are summarized in Figures 1 and 2, and all of the details of the experiments
are deferred to Appendix F, in which we describe a new feature map ϕ, and describe a more
practical algorithm for solving (5) based on reparametrizing A = UU∗ (Burer and Monteiro,
2003).

7 Discussion

Convex duality. Following Rudi et al. (2020), we can provide a dual interpretation to the use of
PSD models. Indeed, the minimimization problem we solve is

inf
µ probability measure

∫
X

f(x)dµ(x)

which we reformulate as

inf
µ signed measure

∫
X

f(x)dµ(x) such that
∫
X

dµ(x) = 1 and
∫
X

Φ(x)Φ(x)∗dµ(x) ≽ 0.

Given that we expect the solution of the original problem to Dirac measures supported at global
minimizers, we can add constraint that are satisfied by Diracs, such as,∫

X

|dµ(x)| ⩽ 1 or Ω(µ) ⩽ 1,

for any norm Ω on signed measure that is larger than the total variation norm. The first constraint
leads to a dual problem

sup
c∈R, B≽0

c−
∥∥f − c1− ϕ(·)⊤Bϕ(·)

∥∥
∞,

while the second one leads to

sup
c∈R, B≽0

c− Ω∗(f − c1− ϕ(·)⊤Bϕ(·)
)
.

It turns out that the dual of the S norm and of F norm are domininating the total variation norm,
and thus have a dual interpretation. Thus, our method for obtaining a posteriori certificates directly
extends to optimization problems that are defined through probabilty measures and already tack-
led by kernel sum-of-squares, such as optimal transport (Vacher et al., 2021), or optimal control
(Berthier et al., 2021).

Comparison to previous work on kernel sums-of-square. Compared to Rudi et al. (2020),
the subsampling is now done differently than before: the constraint

∫
X
ϕ(x)ϕ(x)∗dµ(x) ≽ 0 is

replaced by the projection on the span of ϕ(x(1), . . . , ϕ(x(n)) being a positive semidefinite matrix.
This is a relaxation in the dual, which still leads to a lower bound for the optimization problem.
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Figure 1: For f : R → R as described in Appendix F, we use PSD models using feature maps
of dimension n = 25 and n = 100. To the left, we see that for n = 25, the model g(x) + c
does not approximate f well, so our a posteriori error guarantee is 0.24. But, when n = 100, the
model approximates f much better, and our a posteriori guarantee is 0.01. To the right, we plot the
absolute difference between f̂k and (̂g + c)k for small k’s, which is what drives the difference in
performance between n = 25 and n = 100.

This also suggests a candidate optimal solution when applied to the torus. Indeed, at optimality,
we expect µ to be close to a Dirac at x0, and then (in 1D for simplicity), µ̂1 should be close to
e−2iπx0 , and we can read off a candidate minimizer as the argument of the first Fourier coefficients
(we could imagine using more than one).
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A Proof of Lemma 7

Proof. The proof of the adaptation of Corollary 2 of Rudi et al. (2020) to the periodic setting is
organized in four steps that are summarized in this paragraph. By translation f̃(x) = f(x − b)
for a suitable vector b ∈ X, we show that all the global minima are contained in a closed set A
strictly contained in an open set Ω strictly contained in the closed set [0, 1]d. Then Corollary 2
of Rudi et al. (2020) shows that there exist q functions u1, . . . uq ∈ Cm+2(Rd) such that f̃(x) =∑q

j=1 uj(x)
2 for any x ∈ Ω. Then we build two bump functions such that 0 ≤ η, ν ≤ 1 and

η2 + ν2 = 1 on Rd, moreover η = 0 on X \ Ω and 1 on A (so ν = 1 on X \ Ω and 0 on A).

Then we create a new function ṽ =

√
f̃ · ν and we show that its periodic extension ṽper satisfies

ṽper ∈ Cm+2(Rd). We prove the same for ũj,per, the periodic extension of ũj = uj · ν. The result
is obtained by noting that ũ1,per, . . . , ũq,per, ṽper are m-times differentiable periodic functions that
satisfy f(x) = ṽper(x+ b)2 +

∑
j ũj,per(x+ b)2 for any x ∈ Rd.

Step 1. Translating the functions, applying Corollary 2 of Rudi et al. (2020). Let s ∈ N and
M = {x1, . . . , xs} be the set of minimizers on [0, 1)d. First, we work with a translated periodic
function f̃ = f(x− b), where b = (τ/2, . . . , τ/2) ∈ Rd and τ is the minimum distance of a point
in M from [0, 1]d \ [0, 1)d (note that τ > 0 by construction). Let A = [2τ/3, 1 − 2τ/3]d and
Ω = ∪x∈(τ/2,1−τ/2)dBτ/6(x), where Bτ/6(x) is the open ball of radius τ/6 centered in x. Note that
A ⊂ Ω ⊂ X and that A,X are closed, while Ω is open. Now in the translated version f̃ all the
zeros are in A. By applying Corollary 2 of Rudi et al. (2020) on f̃ and Ω, we obtain that there
exists q ∈ N and u1, . . . , uq ∈ Cm(Rd) such that

f̃(x) =

q∑
j=1

uj(x)
2, ∀x ∈ Ω.

Step 2. Building the bump functions. Let now α, β be two infinitely differentiable non-negative
functions on Rd such that α = 0 on Rd \Ω and is strictly positive on Ω, while β = 0 on A, strictly
positive on Rd \A. Since α2+β2 > 0 on Rd, the function

√
· ∈ C∞((0,∞)) and α, β ∈ C∞(Rd),

then η = α/
√

α2 + β2 and ν = β/
√

α2 + β2 are C∞(Rd) and satisfy η = 0 on Rd \ Ω, η = 1 on
A, analogously ν = 1 on Rd \ Ω and 0 on A, moreover η2 + ν2 = 1 on Rd.

Step 3. Construction of ṽper and ũj,per. Let C = [τ, 1− τ ]d. By construction, {x1, . . . , xs} ⊂ C

and so f̃ > 0 on the set X \ C. Then (f̃)1/2 ∈ Cm+2(X \ C) since it is the composition of√
· ∈ C∞((0,∞)) and f̃ that is f̃ > 0 on X \ C. Then ṽ = (f̃)1/2 · ν ∈ Cm+2(X), since (f̃)1/2

is m+ 2 times differentiable on the set X \ C and ν is infinitely differentiable and 0 on A ⊃⊃ C.
Denote by ṽper the periodic extension of ṽ, i.e. ṽper(x+ k) = ṽ(x) for any x ∈ X and k ∈ Zd.

We now prove that ṽper satisfies ṽper ∈ Cm+2(Rd). First note that it is m+ 2 times differentiable in
the interior of each cube X+k for k ∈ Zd, since ṽ has this property on the interior of X. Moreover
it has the same property also in a neighbourhood of the set S + k with S = [0, 1]d \ (0, 1]d and
k ∈ Zd. Indeed, let Bτ/6(x + k) be the open ball of radius τ/6 around x + k, with x ∈ S and
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k ∈ Zd. On Bτ/6(x + k) the function ṽ is equal to (f̃)1/2, which in that region is m + 2 times
differentiable, since we are in a translation of X \ Ω.

Define now ũj = uj ·η and denote by ũj,per its periodic extension. Similary to the case of ṽper, since
ũj is identically 0 on X \ Ω and it is m-times differentiable on X, we can prove that the periodic
extension of ũj satisfies ũj,per ∈ Cm(Rd).

Step 4. Conclusion. Note that Rd = ∪k∈Zd

{
X + k

}
. Then, by expanding the definitions, we

have that for all x ∈ X, k ∈ Zd,

ṽper(x+ k)2 +

q∑
j=1

ũj,per(x+ k)2 = ṽj(x)
2 +

q∑
j=1

ũj(x)
2

= ((f̃)1/2(x)ν(x))2 +

q∑
j=1

(uj(x)η(x))
2 = f̃(x)ν(x)2 + η(x)2

q∑
j=1

uj(x)
2

=


f̃(x) x ∈ X \ Ω
f̃(x)ν(x)2 + η(x)2

∑q
j=1 uj(x)

2 x ∈ Ω \A∑q
j=1 uj(x)

2 x ∈ A

= f̃(x),

where in the last two steps we use the fact that
∑

j uj(x)
2 = f̃(x) on x ∈ Ω and the fact that

η2 + ν2 = 1 everywhere and, in particular, η = 0 on X \ Ω, and on A, while ν = 1 on X \ Ω
and 0 on A. The proof is concluded by taking the translated version of by the vector b. I.e.
zj(x) = ũj,per(x+ b) for any x ∈ Rd and j = 1, . . . , q and moreover zq+1(x) = ṽper(x+ b) for any
x ∈ Rd, and Q = q + 1.

B Proof of Theorem 8

Proof. First, let s = m + d/2. Note that, by applying Lemma 7 to f , we have that there exist
Q ∈ N functions u1, . . . , uQ, that are periodic, s-times differentiable and which provide a new
characterization of f as f =

∑Q
j=1 u

2
j . The desired result is obtained by applying Theorem 6 to

this characterization of f . To apply Theorem 6, we need to find a suitable ρ ∈ ℓ1(Zd) such that
Hρ contains u1, . . . , uQ. In particular, we choose ρk = (1 +

∑d
j=1(2πkj)

s)−2. We prove now that
uj ∈ Hρ and we characterize the resulting convergence rate.

Denote i =
√
−1 and by ∂q

ju the function ∂q
ju = ∂q

∂xq
j
u, for all j ∈ {1, . . . , d} and q ∈ {0, . . . , s},

and u an s-times differentiable periodic function. Denote by ∥u∥Cs(X) the following norm ∥u∥Cs(X) =
max1≤j≤d max0≤q≤s ∥∂q

ju∥L∞(X). With the notation we are using of the Fourier series we have

(∂̂q
ju)k = (2πikj)

qûk (see, e.g., Prop. 3.1.2 of Grafakos, 2008). Now, by the Plancherel’s identity
(Prop 3.1.16 of Grafakos, 2008) and the fact that X has volume equal to 1,∑

k∈Zd

(2πkj)
2q|ûk|2 =

∑
k∈Zd

|(2iπkj)qûk|2 =
∫
X

|∂q
ju|2dx ≤ ∥∂q

ju∥2L∞(X) ≤ ∥u∥2Cs(X) < ∞,
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where the norm ∥u∥Cs(X) is finite, since, for any u that is periodic and s-times differentiable, we
have that ∂q

∂xq
j
u, with q ≤ s, is also continuous and periodic, so uniformly bounded on X. Now,

since (
∑d

j=0 aj)
2 ≤ cd

∑d
j=0 a

2
j for any aj ≥ 0, with c = d+ 1, by expanding the definition of ρk,

∑
k∈Zd

|ûk|2

ρk
=
∑
k∈Zd

∣∣∣ûk +
d∑

j=1

(2πkj)
sûk

∣∣∣2 ≤ c
(∑

k∈Zd

|ûk|2 +
d∑

j=1

∑
k∈Zd

|(2iπkj)sû|2
)
≤ c∥u∥2Cs(X).

(8)
This proves that the functions u1, . . . , uQ, that are periodic and s-times differentiable, belong to
the space Hρ. Now we can apply Theorem 6, which gives ming∈Gt ∥f − g∥F ≤ C ′

fRt, for any
t ∈ N, where now C ′2

f = c
∑Q

j=1 ∥uj∥F∥uj∥Cm(X) and Rt is bound as follows.

Since, (
∑d

j=0 a
s
j)

2 ≥ cs(
∑d

j=0 aj)
2s for any aj ≥ 0, with cs = (d + 1)−2(s−1), (see, e.g., page 11

of Grafakos, 2008), and the cardinality of the set of vectors in Zd summing up to a given number
corresponds to #

{
k
∣∣ |k| = r

}
=
(
r+d−1
d−1

)
≤ Cdr

d−1 for any r, d ∈ N (e.g., page 52 of Brualdi,
2009), with Cd = (2e)k−1, we have

R2
t =

∑
|k|>t

ρk ≤
∑
|k|>t

1

1 + cs|k|2s
=
∑
r>t

#
{
k
∣∣ |k| = r

}
1 + csr2s

≤
∑
r>t

Cdr
d−1

1 + csr2s
≤ Cd

(s− d) cs
t−(2s−d),

where, in the last step, we used the fact that Cdr
d−1

1+csr2s
≤ Cd

cs
r−(2s−d+1), moreover,

∑
r>t r

−(2s−d+1) ≤∫∞
t

x−(2s−d+1)dx = t−(2s−d)

2s−d
. The final constant is then C2

f = C ′2
f Cd/((s− d)cs).

C Proof of Theorem 10

Proof. When Lk is concave and G-Lipschitz w.r.t. the Frobenius norm for all k, then the average
of the iterates of projected stochastic gradient ascent with optimal constant stepsize applied to a
problem of the form in Eq. (6) will have error bounded by (Nemirovski et al., 2009, Proposition
2.2)

c̄− Ek∼π[Lk(ĀT )] ≤ a0 ·
GR log(2/δ)√

T
(9)

with probability at least 1− δ. For our particular objective, it is easy to see that for all k ∈ Zd,

sup
A,A′

|Lk(A)− Lk(A
′)|

∥A− A′∥Frob.

≤ ∥M (k)∥Frob.

πk

.

Therefore, with our choice of πk ∝ ∥M (k)∥Frob. + (1 +
∑d

j=1(2πkj)
d+1)−1, we can bound the

parameter of Lipschitz continuity for all k by

G ≤
∑
k∈Zd

∥M (k)∥Frob. +

(
1 +

d∑
j=1

(2πkj)
d+1

)−1
 ≤ 1 +

∑
k∈Zd

∥M (k)∥Frob.

Plugging this into Eq. (9) completes the proof.
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D Proof of Theorem 11

Proof. First, we prove the high-probability bound. We begin by arguing that Lk(A) is bounded.
Let µk = (1 +

∑d
j=1(2πkj)

d+1)−1 so that πk ∝ ∥M (k)∥Frob. + µk. For each k ̸= 0, we have

|Lk(A)| =
1

πk

∣∣∣f̂k − 〈A, M (k)
〉∣∣∣

≤
∑

k′∈Zd

[
∥M (k′)∥Frob. + µk′

]
∥M (k)∥Frob. + µk

(
|f̂k|+ ∥A∥Frob.∥M (k)∥Frob.

)
≤

(
1 +

∑
k′∈Zd

∥M (k′)∥Frob.

)(
|f̂k|
µk

+ ∥A∥Frob.

)
.

Now we need to bound |f̂k|/µk. Note that, by applying Eq. (8), with u = f , s = d+1 and ρk = µ2
k,

we have that for any k ∈ Zd,

|fk|
µk

≤

(∑
k∈Zd

|fk|2

µ2
k

)1/2

≤
√
d+ 1∥f∥Cd+1(X),

where ∥f∥Cd+1(X) = maxj=1,...,d maxq=1,...,d+1 ∥ ∂q

∂xq
j
f∥L∞(X). The result then follows by Hoeffd-

ing’s inequality: for any δ ∈ (0, 1)

P
(∣∣∣∣∣Ek∼π[Lk(A)]−

1

K

K∑
i=1

Lki(A)

∣∣∣∣∣ ≥
(
√
d+ 1∥f∥Cd+1(X) + ∥A∥Frob.)

√
2 log(2/δ)

K

(
1 +

∑
k∈Zd

∥M (k)∥Frob.

))
≤ δ.

Rearranging and noting that Ek∼π[Lk(A)] ≤ c̄ ≤ c∗, completes the first half of the proof.

For the second set of bounds, we note that

c̄ ≥ Ek∼π[Lk(A)]

=
∑

k:|k|≤K

πkLk(A)−
∑

k:|k|>K

∣∣∣f̂k − 〈A, M (k)
〉∣∣∣

≥
∑

k:|k|≤K

πkLk(A)−
∑

k:|k|>K

(
|f̂k|+ ∥A∥Frob.∥M (k)∥Frob.

)

This completes the proof.
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E Bound on ∥M (k)∥Frob. for ϕt

The k1, k2 entry of (ϕϕ∗)(x) is equal to ek1(x)ek2(x)
∗, so

[M (k)]k1,k2 =

∫
[0,1]d

ek1(x)ek2(x)
∗e−2πix⊤kdx

=

∫
[0,1]d

e−2πix⊤(k+k1−k2)dx = 1{k=k2−k1}.

Therefore, the entries of M (k) are bounded by 1, and if |k| ≥ 2t, then M (k) = 0. Therefore, we
can bound ∥M (k)∥Frob. ≤ n1{|k|≤2t}. Since #{|k| ≤ 2t} ≤ (4t+ 1)d ≤ 8dtd when t ≥ 1, then∑

k∈Zd

∥M (k)∥Frob. ≤ n82dt2d.

F Experimental Details

Here, we describe how we applied our approach to two simple non-convex optimization problems
to show its promise. As described, we can lower bound c∗ by solving the stochastic concave max-
imization problem Eq. (6) using an algorithm like projected stochastic gradient ascent. However,
each iteration requires projecting the algorithm’s iterate onto the PSD cone, which is computation-
ally expensive.

Therefore, following Burer and Monteiro (2003), we reparametrize A = UU∗, which is always
positive semidefinite, using new parameters U ∈ Cn×n, yielding the unconstrained objective

c̄ = max
U∈Cn×n

Ek∼π[Lk(UU∗)]. (10)

Due to the non-linear reparametrization, the objective is no longer concave, but just as Burer and
Monteiro (2003) exhibit for linear SDPs, we find that stochastic gradient ascent on U succeeds for
our problem when we optimize a smooth surrogate for our non-differentiable objective. Specifi-
cally, for k ̸= 0, we replace

Lk(A) =
−1

πk

∣∣∣f̂k − 〈A, M (k)
〉∣∣∣→ L̃k(A) =

−1

πk

√
(απk)2 +

∣∣∣f̂k − ⟨A, M (k)⟩
∣∣∣2,

where α is small scalar. Choosing α larger makes the objective smoother, but makes L̃k a worse
approximation of Lk. In our experiments, we tune α, along with the other hyperparameters—
including the stepsize, η and the number of iterations, T—with cross validation.

A random non-convex objective. We constructed a family of non-convex periodic functions on
[0, 1] and [0, 1]2 to test our algorithm. The functions are defined in terms of their Fourier series,
with f̂k ∼ N(0, 1/(1 + |k|)2) + i ·N(0, 1/(1 + |k|)2) for each k with |k| ≤ 15 in the 1D case and
|k| ≤ 4 in the 2D case. We then adjust the Fourier components so that they satisfying the necessary
property f̂k∗ = f̂ ∗

k . The value of f itself is then computed on a grid of points, x1, . . . , xN , and is
rescaled by dividing by maxi f(xi)−minj f(xj) so that f ’s range is of order 1.
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A different feature map The feature map that we use for our experiments has the form ϕn,ρ(x) =
ϕ̃n,ρ(x[1]) ◦ ϕ̃n,ρ(x[2]) ◦ · · · ◦ ϕ̃n,ρ(x[d]), where n ∈ N and ρ ∈ (0, 1) are hyperparameters to be
chosen later, ϕ̃n,ρ : R → Cn, and ◦ denotes the hadamard product, so the feature map decomposes
over the coordinates of x. To define ϕ̃n,ρ, we sample n points x1, . . . , xn uniformly at random from
[0, 1]d, and set

ϕ̃n,ρ(x[i])[j] = φρ(x[i]− xj[i]), φρ(x) =
∑
k∈Z

ρ|k|e2πikx.

The function φ is chosen so that its Fourier components φ̂k = ρ|k| decay exponentially quickly
with k. In Appendix F.1 below, we show how to compute the matrices M (k) that are needed to
implement our algorithm, and we bound ∥M (k)∥Frob., which is needed to compute the a posteriori
guarantees. For this feature map, larger n allows for a more expressive, but more computationally
expensive PSD model and Figures 1 and 2 demonstrate the effect of n on our a posteriori accuracy
guarantees in one and two dimensions, respectively. The parameter ρ, which we choose using
cross-validation, clearly affects the Fourier components of the PSD model that we learn, with
smaller ρ making them decay more quickly with k.

F.1 Analysis of the Feature Map

In what follows, we will drop the subscripts n and ρ and consider these hyperparameters to be
fixed and arbitrary. We recall the definition

ϕ̃(x[i])[j] = φ(x[i]− xj[i]), φ(x) =
∑
k∈Z

ρ|k|e2πikx.

We further note that

φ(x) =
∑
k∈Z

ρ|k|e2iπkx = −1 + 2 · Re
(∑

k∈N

ρke2iπkx
)

= −1 + 2 · Re
( 1

1− ρe2iπx

)
= −1 + 2

1− ρ cos 2πx

1 + ρ2 − 2ρ cos 2πx

=
1− ρ2

1 + ρ2 − 2ρ cos 2πx
. (11)

In this Appendix, we show how to compute M (k), the kth Fourier component of ϕϕ∗, which is
needed to implement our algorithm. Since ϕ(x) = ϕ̃(x[1]) ◦ · · · ◦ ϕ̃(x[d]) decomposes across
coordinates, this essentially boils down to computing the 1D version d times and multiplying across
dimensions.

So, for now we focus on the case d = 1, and attempt to compute

[M (k)]ij = [ϕ̂iϕj]k.
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Since ϕi(x) = ϕ(x−xi) and ϕj(x) = ϕ(x−xj), we need to know how to compute the k-th Fourier
coefficient of x 7→ φ(x− y)φ(x− z). We have:

φ(x− y)φ(x− z) =
∑

n,m∈Z

ρ|n|+|m|e2iπn(x−y)+2iπm(x−z)

=
∑

n,m∈Z

ρ|n|+|m|e−2iπny−2iπmze2iπ(n+m)x.

For simplification and by symmetry, we can consider T (y, x) = φ(x − y)φ(x), so that ϕ(x −
y)ϕ(x− z) = T (y − z, x− z). Thus, this k-th Fourier coefficient is simply

T̂ (y)k =
∑

n+m=k

ρ|n|+|m|e−2iπny =
∑
n∈Z

ρ|n|+|n−k|e−2iπny.

Moreover, we will need to compute e−2ikπzT̂ (y − z)k. We directly have T̂ (y)−k = T̂ (y)∗k, so we
can consider k ≥ 0 and

T̂ (y)k =
0∑

n=−∞

ρk−2ne−2iπny +
k−1∑
n=1

ρke−2iπny +
+∞∑
n=k

ρ2n−ke−2iπny

=
+∞∑
n=0

ρk+2ne2iπny + ρk
k−1∑
n=1

e−2iπny +
+∞∑
n=k

ρ2n−ke−2iπny

=

ρk
(

1
1−ρ2e2iπy + e−2iπy−e−2iπky

1−e−2iπy + e−2iπky

1−ρ2e−2iπy

)
y ̸= 0

ρk
(
k + 1+ρ2

1−ρ2

)
y = 0.

Therefore,

e−2ikπzT̂ (y − z)k =

ρk
(

e−2ikπz

1−ρ2e2iπ(y−z) +
e−2iπ(y+kz)−e−2iπ(ky+z)

e−2iπz−e−2iπy + e−2iπky

1−ρ2e−2iπ(y−z)

)
y ̸= z

ρke−2ikπz
(
k + 1+ρ2

1−ρ2

)
y = z.

Therefore, we have that the i, jth entry of M (k) for k ≥ 0 is given by

[M (k)]ij =

ρk
(

e−2ikπxj

1−ρ2e2iπ(xi−xj)
+ e−2iπ(xi+kxj)−e−2iπ(kxi+xj)

e−2iπxj−e−2iπxi
+ e−2iπkxi

1−ρ2e−2iπ(xi−xj)

)
xi ̸= xj

ρke−2iπxi

(
k + 1+ρ2

1−ρ2

)
xi = xj,

and for k < 0, we have M (k) = M (−k)∗. This allows us to compute [M (k)]ij in the 1D case, which
is the above function of k, xi, and xj; denote this function h(k, xi, xj). For the multidimensional
case, since the feature map decomposes over coordinates, we simply have

[M (k)]ij =
d∏

a=1

h(k, xi[a], xj[a]).

With this in hand, we can implement our algorithm.
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Special cases and bounds. Now, we try to control ∥M (k)∥Frob., which is needed to compute the
a posteriori error guarantees.

First, we note that in the special case k = 0, we get:

[M (0)]ij =
1− ρ4

1 + ρ4 − 2ρ2 cos 2π(xi − xj)
.

Moreover, we have:

T̂ (0)k = ρ|k|
[
|k|+ 1 + ρ2

1− ρ2

]
.

We also have, since φ is always non-negative (see (11)):

|T̂ (y)k| =
∣∣∣ ∫ 1

0

e−2ikπxφ(x)φ(x− y)dx
∣∣∣ ≤ ∫ 1

0

φ(x)φ(x− y)dx = T̂ (0)k.

Therefore, in 1D

|[M (k)]ij| = |e−2iπkxj T̂ (xi − xj)k| ≤ |T̂ (xi − xj)k| ≤ T̂ (0)k = ρ|k|
[
|k|+ 1 + ρ2

1− ρ2

]
Therefore, we can upper bound in 1D

∥M (k)∥Frob. =

√√√√ n∑
i,j=1

[M (k)]2ij ≤ nρ|k|
[
|k|+ 1 + ρ2

1− ρ2

]
.

In multiple dimensions, we can further bound

∥M (k)∥Frob. ≤ nd

d∏
i=1

ρ|ki|
[
|ki|+

1 + ρ2

1− ρ2

]
≤ ndρ|k|

[
|k|
d

+
1 + ρ2

1− ρ2

]d
=

(
n
1− ρ2

1 + ρ2

)d

ρ|k|

[
1 +

|k|1−ρ2

1+ρ2

d

]d

≤
(
n
1− ρ2

1 + ρ2

)d

ρ|k|e
|k| 1−ρ2

1+ρ2

=

(
n
1− ρ2

1 + ρ2

)d(
ρe

1−ρ2

1+ρ2

)|k|

= ζρ̃|k|,

where ζ is a constant independent of k and ρ̃ < 1. Therefore, ∥M (k)∥Frob. decays exponentially
quickly as |k| increases, which ensures that

∑
k∈Zd∥M (k)∥Frob. is finite and not too large, and that∑

k:|k|>K∥M (k)∥Frob. goes to zero as K increases, which can allow for a tight a posteriori guarantee
using Theorem 11.
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