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Abstract. Companies are progressively gathering data within the digitalization 

of production processes. By actively using these production data sets operational 

processes can be improved, hence empowering businesses to compete with other 

corporations. One way to achieve this is to use data from production processes to 

develop and offer smart services that enable companies to continuously improve 

and to become more efficient. In this paper, the authors present an industrial use 

case of how machine learning can be implemented into smart services in produc-

tion processes to decrease the time for resolving upcoming issues in manufactur-

ing. The implementation is carried out by using an assistance system that aids a 

team which attends to problems in the assembling of turbines. Therefore, the au-

thors have analyzed the assembly problems from an issue management system 

that the team had to resolve. Subsequently three different approaches based upon 

natural language processing, regression and clustering were selected. This paper 

also presents the development and evaluation of the assistance system. 

Keywords: Machine learning, data-driven service, issue resolution. 

1 Introduction 

An increasing amount of data is stored within enterprise systems and databases of many 

companies. By introducing Internet of Things (IoT) concepts more and more data 

throughout the whole product lifecycle are made available every second. This includes 

the production process where due to the advancing digitalization almost every step 

within that process leaves data behind. A key aspect for many manufacturing compa-

nies is to take advantage of these data to increase competitiveness through machine 

learning (ML), Smart Services and Data-Driven Applications [1].   

The application of ML on existing data is one approach to improve manufacturing 

processes. This paper shows on an example how one can set up a Smart Service with 

Machine Learning based on already available data and put it into practice. In the best 

case it can save time and increase the efficiency, hence saving costs. This is also the 

goal of the COCKPIT 4.0 project (funded by the Berlin Senate, the State of Branden-
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burg and the European Regional Development Fund – ERDF 1.8/03) in which a con-

sortium of Rolls-Royce Germany, Fraunhofer IPK and the BTU Cottbus are working 

together to address different challenges in the context of digitalization. This paper is 

about one work package of the COCKPIT 4.0 project which aims to improve the effi-

ciency of the gas turbine assembly at the Rolls-Royce site in Dahlewitz, Germany. The 

goal of the work package is to connect various data sources with semantic technologies 

[2] and support the resulting semantic network with machine leaning techniques to as-

sist in solving production issues efficiently. The learned models enable the creation of 

an assembly issue resolution system which will aid the fitters to fix manufacturing prob-

lems faster. The resulting assistance system improves problem identification, resolution 

and prevention by the fitters, shop floor management and assembly manufacturing en-

gineering. 

2 Problem description 

Modern aerospace products are not only highly complex but are also supplied by an 

equally complex and globally distributed supply chain. While this approach enables 

both a cost-effective and flexible product development and production, it also increases 

the risk of supply chain disruptions and part supply issues for the engine assembly pro-

cess [3]. Even though many of these risks can be managed upstream of the final engine 

assembly, it is necessary to quickly react to missing parts and other assembly issues in 

the build line in order to avoid build stops and delivery delays.  

Rolls-Royce Germany has established a small, dedicated “Voice of the Fitter” (VoF) 

team that focuses on resolving any assembly issues as quickly as possible. As the issues 

might arise from a number of sources, e.g. supplier production issues, delays in logistics 

or customs, transport or handling damage, the team needs to access seven data sources 

and uses different strategies to resolve the issues. Hence, a lot of time is spent on iden-

tifying the right data source, accessing the data source, finding the right information, 

assessing the data, taking a decision and implementing suitable action. In such cases, 

contextualized data sets assist the users in addressing some of the above tasks such as 

identifying, accessing, finding and assessing the right data [2]. In addition, ML can be 

used in enhancing those tasks and also in supporting decision making. This results in 

saving time for the VoF team.  

In this paper, the creation of a smart, ML enabled assistance system that connects all 

data sources in one location and provides context-related information and resolution 

strategies to the VoF team is developed. The resulting system can subsequently be ex-

panded to support related tasks in the company, e.g. concession assessments for non-

conforming parts. 

3 State of the art 

ML is an emerging technology which enables powerful applications and handling of 

complex data. Production systems are providing a lot of use cases for ML. Wuest et al. 
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[4] outlined the reasons for the increasing importance of ML and mentioned the chal-

lenges as well. However, some advantages mentioned are the capability “to handle 

high-dimensional, multi-variate data, and the ability to extract implicit relationships 

within large data-sets in a complex and dynamic, often even chaotic environment” [4]. 

There are already an abundance of applications such as the estimation of the manufac-

turing costs of jet engine components [5], the prediction of basic parameters for tur-

bomachinery design based on the load level [6] or approaches to do predictive mainte-

nance [7]. There are also several papers for different systems which support production 

tasks. In this work [8] an assistance system for operational workers is created which 

uses simulation and Proper Generalized Decomposition algorithms to provide decision 

support. Additionally another decision support system [9] uses Case Based Reasoning 

for scheduling tasks. However, there seems to be no suitable approach which addresses 

the resolution of single and diverse assembly problem in combination with ML. 

4 Solution definition 

The VoF use case was one of several use cases collected in the business understand-

ing phase of the Cockpit 4.0 project. The use case was further detailed by interviews 

with stakeholders involved in VoF. Opportunities for machine learning were identified 

as part of the requirements capturing during the interviews. Followed by the next phase 

of the CRISP-DM [10] process the actual data was fetched and reviewed. The source 

data for this use case consists of two tables.  

Table 1: Excerpt of VoF table with an exemplary problem case 

 
vof_en-
gine_type 

vof_part_num-
ber 

vof_prob-
lem_ident 

vof_part_descrip-
tion 

vof_organisa-
tion 

vof_respon-
sible_id 

BR725 FW85439 Missing com-
ponent 

BLADE,HPT 2 Production 83 

 

Table 2: Excerpt of VoF comments table with comments from VoF team 

vof_case_id vof_comment vof_com-
ment_up-
date_time 

vof_com-
ment_up-
date_user 

vof_com-
ment_type 

id 

1041 11off in transit, expected 
on dock today 05/04 
around noontime 

05.04.2017 
11:23 

x0030 Comment 41 

One table stores the recent VoF cases (see Table 1). The second table consists of 

comments (see Table 2) which are linked to the first table. One case can have zero to 

id 
vof_case_desc
ription 

vof_case_
state 

vof_o-
pen_date 

vof_close
_date 

vof_custo
mer 

vof_cate-
gory vof_priority 

41 

LAUNCH STOP 
due to short-
age blades Closed 

03.04.2017 
07:42 

10.04.201
7 12:25 x0036 Delivery Build Stop 

https://www.sciencedirect.com/topics/mathematics/decomposition-algorithms
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many comments. These comments describe different things like if a part needs to be 

reworked, if a part which was missing is ordered or is stuck in delivery. Furthermore, 

it is noted in the comment table if a VoF case is escalated to a higher level of manage-

ment. In order to aid the Voice of the Fitter team the authors considered three ap-

proaches based on the available data as useful: 

1. Natural language processing (NLP) based approach: The engineering goal was 

to identify cases with similar descriptions and similar comments, which might be 

useful for investigating new VoF case. The available data is not labeled which pre-

vents supervised learning. Therefore, NLP could be applied to show similar cases. 

2. Case length prediction: The goal here was to generate a model that could predict 

how long an incoming case will take to be resolved. This information could be help-

ful to judge the priority. For instance, if a single case would take very long, measures 

could be taken to reduce the time span like escalating the case or getting support 

from other departments. The start and end date of each case is available so the dura-

tion of every case can be calculated and supervised learning can be applied. 

3. Clustering: Unsupervised learning could be used to separate the data into clusters. 

Those clusters could provide the user with ‘similar’ cases which can be taken as 

starting point for their research on how to resolve the current issue 

5 Design and development of the prototype 

The approaches discussed in the previous sectors are further detailed in this section. 

This is done by explaining the data science aspects of the approaches followed by the 

implementation in the prototypes architecture. 

 

5.1 Data science 

NLP based approach. To select an optimal algorithm to find similar cases, three 

different algorithms were tested. The first one chosen was the commonly used Jaccard 

coefficient [11], which is an index for the similarity of two sets by the technique known 

as shingling [12]. This approach does not take into account the meaning of the words. 

The second approach was based on word2vec [13]. Word2vec is trained [14] on a large 

data set like the Google News corpus and calculates vector representations for each 

word. The vectors for semantic similar words should also be similar. In contrast the 

self-trained model was trained with a data set of the VoF case descriptions in order to 

cast the engineering vocabulary and abbreviations into the model. The calculation of 

the distance was done by the word mover’s distance [15].  

All models were tested with the same data set and subsequently some examples have 

been evaluated by an expert. The results provide information about the performance of 

the approaches to find a similar VoF cases. The evaluation revealed that the self-trained 

model performed best. This seems reasonable because the data set contains many indi-

vidual words that are not in common usage. Jaccard delivered the second best result, so 

the pre-trained model from Google was the least accurate. However, this evaluation 

was just a first test and further research needs to be conducted. 
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Case length prediction. Initially the label ‘duration in hours’ was calculated from the 

start and the end date to be able to train a regression model. After the data preparation 

of the two tables mentioned in the previous chapter the data was split into a training 

and a test data set. The evaluation makes it necessary to test the models with unknown 

data which was not involved in the training. For this purpose the test data set was used.  

The training data set was used for the training of several different models like linear 

regression, lasso regression and support vector regression which was taken from the 

scikitlearn library [16]. Additionally, a model tree (a decision tree with different models 

on each leaf [17]) was trained. The best model type for the leaf models have been esti-

mated with grid search. 

Table 3: Different trained models are compared regarding the root-mean-squared error 

Model type RMSE [in hours] 
Linear Regression 46.02 

Lasso Regression 45.83 

Support Vector Regression (SVR) 45.15 

Model Tree with (SVR) 43.54 

 

For the evaluation the model made predictions of the VoF case length based on the 

test data set as input. Those predictions can be compared to the actual values of the 

duration and the root-mean-squared error can be calculated which gives a metric to 

evaluate the models (Table 3). In this case the Model Tree approach (with SVR models 

on each leaf) scored best. 

Clustering. The authors compared several combinations of feature reduction meth-

ods and clustering algorithms. A subset of six configurations as shown in Table 4 was 

chosen from the best performing algorithms based on several scores. The subset in-

cludes centroid based k-means clustering and a density based DBSCAN clustering. Ad-

ditionally HDBSCAN was tested as proposed by [18], a combined approach between 

hierarchical and density based clustering.  

The best results were reached with a k-means clustering. The best performing di-

mensionality reduction method was UMAP which is used for non-linear dimensionality 

reduction introduced by McInnes et al. [19]. The Silhouette score was proposed in [20]. 

It measures the separateness and tightness of the clusters found by a clustering and can 

take values between -1 and 1, whereby a value close to -1 implies that the points are 

misclassified as, the distance towards the centers of the clusters are larger than the dis-

tances to the center of the closest neighboring cluster. A score around 1 implies that the 

result is very well-classified. The Calinski-Harabasz score was proposed in [21]. It min-

imizes within-cluster distances and maximizes between-cluster distances, therefore, 

compact, well-separated clusters get a better score. The larger the Calinski-Harabasz 

score of a clustering is, the better is the clustering [21]. The Davies-Bouldin score was 

presented in [22], unlike the other scores it is not maximized, but minimized. It calcu-

lates the average similarity of the rated clusters with their most similar cluster [22]. 

For the application the Kmeans1-clustering was chosen based on the performance 

metrics introduced above and the intended use. Kmeans2 had the best Silhouette score 

and Davies-Bouldin score, but the three resulting clusters were not practical for the 
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considered use case. The performance of Hdbscan1, Hdbscan2, Hdbscan3 and Dbscan 

was worse than that of Kmeans1. After examining whether the contents of the clusters 

produced by Kmeans1 are sound and realistic it was chosen as the final clustering ap-

proach. Furthermore, seven clusters were indeed the number expected by experts. For 

UMAP the implementation by [23] and for HDBSCAN the one by [24] was used. All 

other implementations were based on [16]. 

Table 4: Table shows the evaluation metrics of the different clustering. One of the HDBSCAN 

cluster always consist out of outliers. 

 Clustering Di-
mension 
Reduction 

Sil-
houette  

Calinski-
Harabasz  

Da-
vies-
Bouldin  

Num-
ber of 
Clusters 

Hdbscan1 HDBSCAN UMAP 0.6 3472 1.24 7  

Hdbscan2 HDBSCAN UMAP 0.55 3907 1.02 11  

Hdbscan3 HDBSCAN UMAP  0.62 9937 1.02 7  

Dbscan DBSCAN UMAP 0.62 4308 0.36 8 

Kmeans1 K-Means UMAP  0.64 13732 0.39 7 

Kmeans2 K-Means UMAP  0.7 9542 0.33 3 

5.2 Implementation of models into a Prototype 

The prototype for visualizing the ML results to the VoF team was designed based on a 

microservice architecture. The advantage is the separation of every functionality into a 

single, atomic web service. The technology stack consists of the Java Spring Boot 

framework for the backend and vue.js for the frontend. The gateway-service hosts the 

frontend and serves as controller between the user and the different services. These 

services take care of the database access or the filtering of the data. 

 

Fig. 1. Screenshot of the current version of the prototype. 1./3. shows the position of the NLP 

and the clustering. The duration prediction is shown on position 2.  
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For the voice of the fitter use case the user can see open and closed cases on a 3D model 

of an engine (see Fig. 1), furthermore, filter options are available in order to handle a 

larger set of cases. If a case is selected a box pops up with information about the case. 

If it is an open case the first ML model comes into play which predicts the duration. 

This gives the user an estimate of how long such a case usually takes, and therefore 

how critical this case might get. The clustering appears on the right hand side after a 

click on the “Clustering” button. The individual clusters consist of at least 100 cases. 

In order to show the user the most suitable case where the NLP approach is used. The 

cases from the same cluster are sorted by the textual similarity of their case description.  

6 Conclusion and outlook 

This paper briefly summarizes the approach and a use case to use ML and generate 

smart services, which helps reduce time of issue resolution in manufacturing. The sig-

nificance of this work is also to show how to improve production processes with Ma-

chine Learning based on existing data in practice. VoF team and their assembly issue 

resolution was selected as the initial use case to be enhanced with a smart service and 

machine learning. Three different approaches of the application of ML were investi-

gated: a NLP approach for text similarity, a prediction of the case duration with regres-

sion and a clustering of all the cases. This was further integrated into a prototype system 

to assist the team. The ML models and the prototype were presented and discussed with 

the experts from Rolls-Royce Germany. This prototype can be used as an example of 

how existing data can be turned into a smart service which can improve certain pro-

cesses. The results show the potential for time savings in solving assembly problems.  

However, the exact time savings still need to be investigated in further work. In addition 

more data from enterprise systems and databases will be added to the prototype which 

will allow new approaches for ML. Finally the usability and the usefulness of the pro-

totype and the ML models will be evaluated to assess how those models are assisting 

in resolving assembly issues.  
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