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Abstract The adoption of advanced deep learning architectures in stutter-
ing detection (SD) tasks is challenging due to the limited size of the available
datasets. To this end, this work introduces the application of speech embed-
dings extracted from pre-trained deep learning models trained on large audio
datasets for different tasks. In particular, we explore audio representations ob-
tained using emphasized channel attention, propagation, and aggregation time
delay neural network (ECAPA-TDNN) and Wav2Vec2.0 models trained on
VoxCeleb and LibriSpeech datasets respectively. After extracting the embed-
dings, we benchmark with several traditional classifiers, such as the K-nearest
neighbour (KNN), Gaussian naive Bayes, and neural network, for the SD tasks.
In comparison to the standard SD systems trained only on the limited SEP-
28k dataset, we obtain a relative improvement of 12.08%, 28.71%, 37.9% in
terms of unweighted average recall (UAR) over the baselines. Finally, we have
shown that combining two embeddings and concatenating multiple layers of
Wav2Vec2.0 can further improve the UAR by up to 2.60% and 6.32% respec-
tively.

Index Terms: stuttering, speech disorder, speech embeddings, voice disflu-
ency, SEP-28k, self-supervised learning.
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1 Introduction

Stuttering, a neurodevelopmental speech disorder, caused by the failure of
speech sensorimotor, is defined by the disturbance of uncontrolled utterances:
interjections (Insertion of sounds such as uh, uhm ), and core behaviors:
blocks (involuntary pauses), repetitions (involuntary recurring sounds, words
or phrases), and prolongations (abnormal extension of a speech sound seg-
ments) (Smith and Weber 2017; Guitar 2019; Duffy 2019; Ward 2018). Studies
show that persons who stutter (PWS) encounter several hardships in social
and professional interactions (Kehoe and Contributors 2006). In addition, more
people are progressively interacting with voice assistants, but they ignore and
fail to recognize stuttered speech (Sheikh et al. 2021a), and the stuttering de-
tection (SD) can be exploited to improve automatic speech recognition (ASR)
for PWS to access voice assistants such as Alexa, Siri, etc.

Usually, SD is addressed by various listening and brain scan tests (Ingham
et al. 1996; Smith and Weber 2017; Sheikh et al. 2021a). However, this method
of SD is high-priced and requires a demanding effort from speech therapists.
The presence of uncontrolled utterances is reflected in the acoustic domain,
which helps to discriminate them in various stuttering types. Based on the
acoustic cues present in stuttered speech, several people employed a machine
learning paradigm for SD. Some of the current state-of-the-art stuttering de-
tection deep learning modelling techniques include: ResNet+BiLSTM (Kourk-
ounakis et al. 2020; Jouaiti and Dautenhahn), FluentNet (Kourkounakis et al.
2021), StutterNet (Sheikh et al. 2021b, 2023). (Kourkounakis et al. 2021, 2020)
approached the SD as a multiple binary classification problem and trained sep-
arate ResNet+BiLSTM classifiers and FluentNet classifiers for each stuttering
type. The models were trained using spectrogram input features on a small
set of 24 UCLASS speakers. (Sheikh et al. 2021b) approached SD via single
branch StutterNet and proposed the time delay neural network based (TDNN)
first multi-class classifier for SD and its types. The classifier is trained with 20
Mel-frequency cepstral coefficient (MFCCs) (Huang et al. 2001) input features
on a large set of more than 100 UCLASS (Howell et al. 2009) speakers. (Lea
et al. 2021) recently introduced a new SEP-28k stuttering dataset. (Jouaiti
and Dautenhahn) exploited phoneme features and proposed BiLSTM method
for SD. The method is trained on mel-spectral and phoneme-based input fea-
tures by mixing SEP-28k, UCLASS, and FluencyBank datasets. In order to
show the efficacy of speech representations in SD, (Bayerl et al. 2022) em-
ployed SVM as a downstream binary classifier on the FluencyBank (English)
and KSoF (German) datasets.

They reported an average F1 score of 53.8% and 46.67% on the KSoF and
FluencyBank datasets, respectively. Although the method shows promising
results, however, they formulated SD as a binary class classification problem
(one vs rest) which requires separate training for each disfluency pair. Addi-
tionally, the fluent speech of PWS was not considered in their experimental
study which could have a substantial impact on SD, as also demonstrated
by (Sheikh et al. 2022b). Comprehensive detail on SD methods can be found
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in (Sheikh 2023) and in the review papers by (Sheikh et al. 2021a; Barrett
et al. 2022).

Over the years, several stuttering datasets including: SEP-28k (Lea et al.
2021), UCLASS (Sheikh et al. 2021a), LibriStutter (Kourkounakis et al. 2021),
and FluencyBank (Lea et al. 2021) have been developed for investigating dif-
ferent SD models. Even though the SD methods discussed show promising
results on these datasets, however, these datasets are relatively very small and
are limited to only a certain number of speakers. Due to the varying nature
of stuttering from person to person, these small datasets incline to be biased
towards these small pool of speakers (Guitar 2019). In addition, the DL has
shown tremendous improvement in ASR (Nassif et al. 2019), emotion detec-
tion (Pepino et al. 2021; Akgay and Oguz 2020), speaker verification (Li et al.
2020), etc, however, the improvement in SD is bounded, most likely due to
the limited size of stuttering datasets, which are unable to capture different
speaking styles, accents, linguistic content, etc. In addition, collecting medical
data requires big-budget and is very taxing, and stuttering data collection is
no exception.

To tackle this, we use the pre-trained speech embeddings that have been
successfully used in ASR (Baevski et al. 2020; Mohamed et al. 2022) and emo-
tion recognition (Pepino et al. 2021), for instance. In this paper, we mainly
focus on the speaker and Wave2Vec2.0 contextual embeddings. Pre-training a
model on such massive datasets can successfully capture the variable speak-
ing styles and emotional behaviors which are extremely important in the
SD (Sheikh et al. 2021a). The general framework of the proposed system is
shown in Fig. 3.

Our primary contributions to this paper are:

— We explore the use of speaker embeddings extracted from emphasized chan-
nel attention, propagation and aggregation (ECAPA)-TDNN (Desplanques
et al. 2020), and Wav2Vec2.0 speech representations for SD.

— We provide a novel way for SD, which exploits the information from the
fully connected (FC) layer of ECAPA-TDNN (Desplanques et al. 2020) and
draws on speech information from several hidden layers of the Wav2vec2.0
model (Baevski et al. 2020).

— We also provide an analysis of the impact of using different layers from
Wav2Vec2.0 and their concatenation in SD and also investigate the impact
of combining information from ECAPA-TDNN and Wav2Vec2.0 embed-
dings via score fusion.

2 Speaker and Contextual Embeddings
2.1 Speaker Embeddings
Speaker embeddings are usually computed from trained neural networks to

identify and classify speakers from a group of speakers (Desplanques et al.
2020). The pre-trained speaker embeddings have been successfully applied
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Speaker Embedding Extraction: (1 x 192)

Fig. 1: ECAPA-TDNN block diagram, k is kernel size, d is dilation, C is channel

and T is temporal dimension.

in speaker diarization (Dawalatabad et al. 2021). The ECAPA-TDNN is the
SOTA for extracting speaker embeddings. As depicted in Fig. 1, the ECAPA-
TDNN is composed of 1D convolution followed by three 1D squeeze and ex-
citation (SE) Res2Blocks, 1D convolution, attentive statistical pooling, and
an FC layer. A non-linear ReLU activation and batch normalization (BN) is
applied after each layer in SE-Res2Block. The model is fed with 80 dimen-
sional mean normalized log Mel-filterbank energy features and is trained on a
large Voxceleb dataset with A AM-softmax loss function using Adam optimizer
having a cycling learning rate between le-8 and le-3. In this paper, we use
ECAPA-TDNN as a feature vector on SEP-28k to exploit it for SD. We extract
R1*192 gspeaker embedding feature vector from the FC layer of ECAPA-TDNN
as shown by the purple block in Fig. 1.

2.2 Wav2Vec2.0 Contextual Embeddings

The WaveVec2.0 model (Baevski et al. 2020) is a self-supervised represen-
tation learning framework of raw audio, and is comprised of three modules
including feature encoder f: X — Z, contextual block transformer g: Z — C
and quantization block Z — Q as depicted in Fig. 2. The feature encoder is
comprised of multi-layer 1D convolution blocks followed by BN and GELU ac-
tivation functions, takes the normalized raw input X and encodes it into local
feature representations Z = f(X). These encoded feature representations of
size Z7*768 are then fed to contextual transformer block to learn contextual
speech representations C = ¢(Z). The paper uses two different transformer
networks with the base model consisting of 12 blocks having eight attention
heads at each block, and the large model is comprised of 24 blocks with 16
attention heads at each block. The feature representations Z are also fed to
the quantization module which is comprised of two codebooks having 320 pos-
sible entries in each. For each vector representation z; € Z, a logit of R2*320 ig
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Fig. 2: Block diagram of Wav2Vec2.0 architecture.

chosen using (1) by concatenating the corresponding entries from each code-
book, which is then followed by linear transformation to produce the quantized
vector ¢; of the local feature encoder representation z; € Z.

~expllg +m0)/T
= — (1)
> k=1 xplgw +m)/T

where [ is logit, v is v-th codebook entry, g is codebook group, n = — log(—log(u))
with « are uniform samples from U(0, 1), and 7 is the temperature which con-
trols the randomness.

Similar to the masked language modelling, the model is pre-trained in a
self-supervised fashion using eq. (2) by randomly masking certain time stamp
representation vectors of the feature encoder and the training objective is to
reproduce the quantized ¢; latent speech representation from a set of K+1
distractors including candidate vector ¢; and K distractors € Q for masked
time stamp vectors at the end of contextual transformer block. The distractors
are uniformly sampled from masked frames of the same speech utterance.

Pg,v

exp(sim(ct, q)/T)
> geq exp(sim(ct, q)/T) (2)

where sim(ct, ¢:) computes the cosine similarity between the quantized vector
g and contextualized transformer vector c;.

The authors have released several pre-trained feature embeddings with
dimensions of 768 (base) and 1024 (large) and we are using the base one
(768-dimensional) pre-trained on 960 hours of LibriSpeech dataset and then
fine-tuned for ASR using CTC loss function by adding a linear layer on top of
the contextual block.

The Wav2Vec2.0 showed remarkable improvement in ASR (Baevski et al.
2020), emotion detection (Pepino et al. 2021). In the stuttering speech, most
parts of the speech utterance are perturbed, and it seems a plausible way to
employ and explore the role of the contextual and encoder representations
in SD. In this work, without fine-tuning, we employ a total of 13 contextual
embeddings extracted from a local encoder and 12 layers of the contextual
transformer block as depicted in Fig. 2.

Lcont = - IOg

3 Classifier Description
3.1 K-Nearest Neighbourhood

A non-parametric supervised algorithm based on distance metric is used mostly
for classification tasks. The prediction of the query sample depends on the vot-
ing majority of its K nearest neighbors (Murphy 2012). In this work, use the
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Minkowski metric distance from eq. (3) with p = 2 (Euclidean) to fit the
K-NN on the SEP-28k dataset using embeddings computed from pre-trained
ECAPA-TDNN and Wav2Vec2.0.

k 1/p
D= [Z i - yinP)] )

3.2 Gaussian Back-End

A naive Bayes classifier (NBC) is simply a Bayesian network to handle continu-
ous features by representing the likelihood of features using Gaussian distribu-
tion (Murphy 2012). Given a data set D = (X;,d;) of N samples with R1*%!
pre-trained features , NBC assumes that the likelihood of class conditional
densities is normally distributed by

p(e|C = ¢, pic, Xe) = N(e|pte, Xe) (4)

where e € X, is extracted pre-trained representation, p and X are class-specific
mean vector and covariance matrix respectively. The posterior probability for
each target class is computed then by Bayes’ formula:

class conditional likelihood
p(€|C’ = C, ¢, EC) p(c = C)

p(C = C|€, e, Ec) =

(5)

class posterior
and then the query sample e is classified by taking argmax over the classes.

g(e) = argmax p(C = cle, e, X¢) (6)

3.3 Neural Network

A neural network (NN) with just a few layers can also be applied on top of
the pre-trained embeddings extracted from ECAPA-TDNN and Wav2Vec2.0.
In this work, we use two-branched NN with FluentBranch differentiating be-
tween fluent and stuttered utterances, and DisfluentBranch classifying stut-
tered speech utterances into several disfluency types. Each branch is composed
of three FC layers with each layer followed by ReLU activation (Apicella et al.
2021) and 1D BN (Ioffe and Szegedy 2015) functions. A dropout of 0.2 (Srivas-
tava et al. 2014) is applied for first two FC layers. A Softmax layer is used in
the end to get the desired classes. Following the approach in (Lea et al. 2021;
Sheikh et al. 2022b), for FluentBranch, we employ a pseudo labelling scheme,
where we re-label all different disfluent speech samples as one class and train
the binary FluentBranch branch to differentiate between fluent and stuttered

1 K is 768 for Wav2Vec2.0 and 192 for ECAPA-TDNN
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Fig. 3: Block diagram with raw speech as an input followed by embedding ex-
tractors, LDA for dimensionality reduction followed by downstream classifiers.

utterances. For the multi-class DisfluentBranch branch, we train it by penal-
izing the fluent class with zero loss. During evaluation phase, the outcome
from FluentBranch is considered if the prediction is fluent class, otherwise
predictions from DisfluentBranch are taken into consideration.

4 Experimental Setup
4.1 Embedding Extractors

ECAPA-TDNN: For each three-second speech utterance of the SEP-28k
dataset, we extract speaker embeddings of dimension R'*'92 after the FC layer
of ECAPA-TDNN as shown by the purple line in Fig. 1, resulting in RV>192
data (N is total samples). We use SpeechBrain toolkit (Ravanelli et al. 2021)
for the extraction of 192-dimensional speaker embeddings. In addition, we also
use linear discriminant analysis (LDA) for dimensionality reduction with the
component size of four resulting in RV*4 dimensional data before passing it
to the downstream classifiers.

Wav2Vec2.0: For contextual embedding extraction of each SEP-28k sample,
we extract R7*768 (T is a temporal dimension) dimensional representations
from local feature encoder Z and from each layer of contextual transformer
block C, each of which yields different contextual representation as shown by
purple block in Fig. 2. Before passing each layer representation separately to
the downstream classifiers, we apply statistical pooling across the temporal do-
main and concatenated the mean and standard deviation resulting in a feature
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vector of R1*768%2 ©\oreover, we also concatenate the contextual embeddings

of the local encoder (L1), L7, and layer L11 of C after applying the statisti-
cal pooling and LDA (with a component size of four) which results in RY*12
feature vector. LDA is useful when the number of features is large compared
to the number of samples, and there is a need to reduce the dimensionality of
the data while preserving the most relevant information for classification. We
extract embeddings from the PyTorch version of Wav2Vec2.0 (Paszke et al.
2019).

4.2 Dataset Description

In this case study, we used SEP-28k stuttering dataset (Lea et al. 2021)
which consists of 28,177 speech samples from 385 podcasts. After removing
non-stuttered samples, we are left with 23573 annotated speech segments.
We randomly selected 80% podcasts (without mixing podcasts). The speaker
information is missing from the SEP-28k dataset, so we divided the dataset
based on podcast ids (assuming each podcast is having a unique speaker). This
dataset contains two different types of annotations including stuttering and
non-stuttering. We considered only stuttering annotations (repetitions, blocks,
interjections, prolongations, and fluent speech) and avoided the non-stuttering
annotations (unsure, no speech, poor audio quality, music, unintelligible and
natural pauses) in this experimental study. The SEP-28k dataset is publicly
available, but the details about the train, validation and test set splits are not
provided. So, we decided to create a publicly available protocol that ensures
no overlap of podcasts between train, validation and test sets. For splitting
of the dataset, please see Table 1. The experimental results mentioned are
the average of 10-fold cross validation experiments, and are compared to the
baseline results from (Sheikh et al. 2021b, 2022b; Kourkounakis et al. 2020)
which is trained on MFCC features.

4.3 Implementation

For implementing the proposed pipeline for NN, we use PyTorch library (Paszke
et al. 2019), and for LDA, KNN, and NBC, we have used the Scikit-learn (Pe-
dregosa et al. 2011) toolkit. We have chosen a value of K = 5 using the
elbow method in the KNN classifier. The downstream NN is trained with
a batch size of 128 using a normal sum of cross entropy loss (Lot = Ly +
L4, Ly:FluentBranch loss, Lq:DisfluentBranch loss) function optimized by the
Adam optimizer with a learning rate of le-2, and the training is stopped us-
ing an early stopping scheme on validation loss with the patience of seven.
To evaluate the model performance, we use the following metrics: unweighted
average recall (UAR) and accuracy which are the standard and are widely
used in the stuttered speech domain (Sheikh et al. 2021a; Schuller et al. 2022;
Sheikh et al. 2022a).
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Table 1: SEP-28k Dataset Split into Train, Val and Test Sets ( B: Block , F:
Fluent , R: Repetition , P: Prolongation , I: Interjection, ID: SetID)

Distribution
1D R P B I F Tot.Count
Train
1 2681 1384 1726 3181 9950 18922
2 2696 1495 1758 3274 10356 19579
3 2652 1481 1761 3202 10301 19397
4 2676 1518 1753 3305 10293 19545
5 2513 1430 1679 3115 9832 18569
6 2745 1457 1716 3119 9806 18843
7 2805 1437 1718 3265 10174 19399
8 2491 1439 1666 3085 9914 18595
9 2409 1412 1701 3179 10091 18792
10 2556 1348 1680 3082 9505 18171
Val
1 331 277 245 486 1466 2805
2 314 157 182 349 1097 2099
3 287 133 154 349 973 1896
4 262 125 149 368 1081 1985
5 363 154 230 378 1241 2366
6 241 176 160 361 1287 2225
7 284 163 192 414 1139 2192
8 362 168 224 390 1200 2344
9 402 141 176 338 938 1995
10 396 265 228 488 1478 2855
Test
1 274 109 132 328 1003 1846
2 276 118 163 372 966 1895
3 347 156 188 444 1145 2280
4 348 127 201 322 1045 2043
5 410 186 194 502 1346 2638
6 300 137 227 515 1326 2505
7 197 170 193 316 1106 1982
8 433 163 213 520 1305 2634
9 475 215 226 478 1390 2784
10 334 157 195 425 1436 2547

5 Results and Discussion

For thorough evaluation, we train each of the proposed models 10 times. Ta-
ble 2. shows the average UAR and accuracy results of different stuttering and
fluent classes on exploiting different features extracted from ECAPA-TDNN
and Wav2Vec2.0. We compare the proposed speaker and contextual embed-
dings based SD models to the work ResNet+BiLSTM (Kourkounakis et al.
2020), StutterNet (Sheikh et al. 2021b) (For a fair comparison, we trained
these on the SEP-28k dataset with MFCC input features) and to the multi-
branched StutterNet (Sheikh et al. 2022b) having two different branches with
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one branch differentiating between fluent and stutter utterances and the other
branch distinguishing among different disfluency types. We use LDA for di-
mensionality reduction of features in each case before passing them to the
classifiers for prediction?.

Table 2: SD results (TA: Total accuracy, B: Block , F: Fluent , R: Repetition
, P: Prolongation , I: Interjection, UAR: Unweighted Average Recall, BLs:
Baselines, MB: Multi Branch) for different methods. The results reported for
Wav2Vec2.0 are from L11.

Model R P B I F TA UAR(%)
MFCCs (BLs)
(Sheikh et al. 2021b) 21.99 27.78 1.98 49.99 88.18 60.33 48.00
(Sheikh et al. 2022b) 28.70 37.89 9.58 57.65 74.43 57.04 41.80
(Kourkounakis et al. 2020)  34.79 30.19 5.92  49.26 75.47  55.62 39.13
Embedding: ECAPA-TDNN
KNN 17.82  6.40 6.09 26.58 71.55 45.73 25.80
NBC 22.15 13.84 9.42 31.46  63.57 44.04 28.00
NN 23.06 11.67 579 43.29 69.48 49.12 33.20
KNN + LDA 21.92 11.93  8.56 26.6  66.77  44.37 27.40
NBC + LDA 11.99 7.24 2.52 25.43 88.77  53.53 27.20
NN + LDA 2451 10.33 5.03 4449 68.73 48.81 32.40
Embedding: Wav2Vec2.0
KNN 24.48  8.88 11.33 54.02 84.10 58.85 36.40
NBC 41.62 17.33 35.75 36.88 60.96 48.74 38.60
NN 46.31 35.55 14.17 66.07 81.14 64.69 52.20
KNN + LDA 47.22 38.79 18.28 65.87 78.52 63.84 49.80
NBC + LDA 42.61 38.17 17.13 67.29 85.81 67.29 50.20
NN + LDA 50.15 39.25 18.03 71.83 80.50 66.59 53.80
Score fusion: ECAPA-TDNN and Wav2Vec2.0
KNN + LDA 44.06 36.95 16.13 64.61 82.70  65.18 49.00
NBC + LDA 41.75 38.63 16.60 66.83 86.78  67.73 50.40
NN + LDA 43.58 38.94 19.11 67.36 84.63 67.26 50.80
Embedding fusion: ECAPA-TDNN and Wav2Vec2.0
KNN + LDA 45.38 37.29 1792 62.18 80.68 64.08 48.60
NBC + LDA 44.22  40.01 19.70 67.61 84.55 67.44 51.40
NN + LDA 44.13 38.02 18.39 66.44 84.53 67.00 55.20
Embedding fusion: L1 + L7 4+ L11
KNN + LDA 46.98 42.18 20.96 66.28 82.24  66.30 51.60
NBC + LDA 48.46 47.84 2851 70.41 80.33 67.45 55.00
NN + LDA 46.79  40.79 23.86 69.54 84.32 68.35 57.20

2 We have not compared from an execution time perspective. However, since the LDA
transformed data has only four dimensions compared to the original 192 (for speaker embed-
dings) and 768 (for contextual embeddings), we expect that the “with LDA” configuration
drastically reduces the computational time.
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Fig. 4: Impact of various Wav2Vec2.0 contextual layers in SD with KNN (Top),
NBC (Middle), and NN (Bottom).

Speaker embeddings: We see from Table 2, that the downstream classi-
fiers trained on ECAPA-TDNN embeddings perform poorly in all the stutter-
ing classes as compared to the baseline results from Table 2. This is evident
from Fig. 5 as well, where the different stuttering type utterances are mixed
and no clear cluster is visible among the disfluency classes. Furthermore, ap-
plying magnitude normalization on ECAPA-TDNN embeddings before passing
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Fig. 5: t-SNE embeddings from the FC layer of ECAPA-TDNN (T) and L11
of the contextual block C of Wav2Vec2.0 (B). The visualisation is only for
exploration purposes to understand which embeddings are better for stuttering
detection downstream classifiers (Van der Maaten and Hinton 2008).
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them to the downstream classifiers, improves the SD performance marginally
in the majority of classes. The ECAPA-TDNN is trained and adapted for the
speaker identification task and it is likely possible that the information (such
as linguistic content, prosody, and emotion state) which isn’t essential for that
task but could be crucial for SD gets removed from the latent embeddings.

Wav2Vec2.0 contextual embeddings: Table 2. shows the results with
the last but two-layer of contextual transformer block C of Wav2Vec2.0 with
and without prior application of LDA. From the results, we can observe that
for SD, the contextual embeddings from Wav2Vec2.0 outperforms in all the
classes with an overall relative improvement (TA) of 5.82% using KNN, 11.54%
using NBC, 10.38% using NN over (Sheikh et al. 2021b) and over (Sheikh et al.
2022b) by 11.92% using KNN, 17.97% using NBC and 16.74% using NN. Fig-
ure 4. shows the impact of different contextual embeddings in the detection of
various stuttering classes. The plot shows almost a close trend in all the stut-
tering class accuracies. The detection accuracy of stuttering classes increases
with the layer® number. We hypothesize that the lower layers including local
encoder (L1) representations contain speech information only from the local
window of size 25 ms, and, in addition, passing the representations to the
downstream classifiers after applying the statistical pooling layer further re-
stricts it in capturing more stutter specific patterns. In addition, the results
show that the contextual layers from L6 to L12 of the Wav2Vec2.0 model
trained in a self-supervised fashion are able to capture rich stuttering patterns
as also depicted in Fig. 5. As for the last layer (L.12), it slightly degrades
performance in SD in comparison to its previous layer due to the fact that
the transformer block C was fine-tuned and adapted towards the ASR task.
By fine-tuning towards ASR, it is possible that the Wav2Vec2.0 model has
not focused on the information which is relevant to stuttering, resulting in
the loss of rich stuttering information. Consider such an example of prosodic
information, which is very essential in SD, but not that important for ASR.
Using Wav2Vec2.0 embeddings with NN in SD, there is an overall relative
improvement of 61.36%, 47.91%, 14.65%, and 9.02% in repetitions, blocks,
interjections, and fluents respectively over the MB StutterNet (Sheikh et al.
2022b), thus outperforms over the state-of-the-art results. Moreover, the prior
application of LDA on Wav2Vec2.0 representations further boosts the detec-
tion performance in repetitions by 8.29%, prolongation by 10.41%, blocks by
27.24%, and interjections by 8.72%.

Fusion: In addition, we fuse the ECAPA-TDNN and Wav2Vec2.0 embed-
dings via score and embedding fusion schemes, the results of which can be
seen in Table 2. While computing the final score p from ECAPA-TDNN and
Wav2Vec2.0 prediction probabilities, we empirically optimize the weighting
parameter o on test set in p = a * pyay2 + (1 - a) * Pecapa and we found
a = 0.9 gives the best results. The ECAPA-TDNN representations which
contain rich information about speakers’ identity further enhances the overall
detection performance of 2.1% using KNN, 0.65% using NBC, and 1% using

3 L1 is a local encoder, 113 is the last layer of C
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NN. However, it doesn’t contain enough rich information about suprasegmen-
tal, emotional content, etc, which are incredibly important for disfluent classes,
thus acting as a negative transfer for some of them. Moreover, concatenating
the ECAPA-TDNN and Wav2Vec2.0 speech embeddings results in a further
relative improvement of 8.66% in UAR using NN.

Each layer of the Wav2Vec2.0 model contains different speech represen-
tations, exploiting this fact, we integrate the representations after applying
LDA (of component size four) from the local encoder (L1), L7 and L11 from
contextual block C, resulting in a RY*'2 dimensional data. Concatenating in-
formation from multiple layers further improves the minority class recognition
including prolongations and blocks by a relative margin of 7.29% and 29.74%
respectively using NN. Moreover, the embedding fusion also enhances the UAR
by a relative margin of 19.17%, 36.84%, 46.18% over the MFCC-based base-
lines StutterNet (Sheikh et al. 2021b), MB StutterNet (Sheikh et al. 2022b),
and MB ResNet+BiLSTM (Kourkounakis et al. 2020) respectively.

6 Conclusion

The automated stuttering detection task suffers from a lack of unlabeled data
and thus limits the application of large deep models. To address this issue,
we introduced a self-supervised learning framework that first learns a feature
extractor for a pre-text task on a large amount of audio data and then employs
the learned feature extractor for the downstream stuttering detection task with
limited audio data. We investigated ECAPA-TDNN-based speaker recogni-
tion and Wav2Vec2.0-based speech recognition as two separate pre-text tasks
trained on VoxCeleb and LibriSpeech, respectively. Our study reveals that
contextual embeddings associated with speech recognition tasks are more ap-
propriate for SD than speaker embeddings. We found that Wav2Vec2.0-based
contextual embeddings yielded at least 19.17% relative improvement in UAR
over the competitive state-of-the-art systems trained only on limited labeled
data. We further improved SD performance by combining embedding from
different layers of the Wav2Vec2.0 model. We also found that post-processing
the extracted embeddings with LDA improves classification performance. Our
benchmarking experiments with three different classifiers for downstream tasks
reveal that a simple MLP-based neural network performs best and it opens up
opportunities for further advancements.

Even if the proposed self-supervised framework substantially improved the
SD performance over baselines, the performance is still relatively low, possibly
due to the presence of a mismatch effect in podcast recordings and data im-
balance during training. The future work includes further investigations of the
proposed approach by compensating for those effects. In our present work, we
did not utilize the stuttering labeled dataset for training the pre-text task. This
work can also be extended by including this dataset in this stage which may
mitigate the audio domain mismatch between pre-text and downstream tasks.
It is possible that the proposed system might fail in the cross lingual setup,
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and it would also be interesting to analyse the performance of the proposed
models in cross lingual setup, where the model is trained on one stuttering
language and tested on other. Due to inter-person variances, language/accen-
t/dialect variability, and other speaking variations, stuttering identification is
inherently a difficult process. In order to further enhance the stuttering de-
tection systems, speaker-adaptive training and domain adaptation techniques
can be exploited to learn these meta-data invariant features.
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