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Abstract

In this paper we consider rough differential equations with affine
boundary conditions. Using rough paths and fixed-point techniques, we
study properties of the solutions. We also prove a convergence theorem
and apply our results to differential equations driven by Brownian
motions and fractional Brownian motions.

Keywords: Rough path theory, differential equations, affine boundary
conditions.
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1 Introduction

In this paper we study rough differential equations with affine boundary
conditions. If U and V are two Banach spaces, we consider the problem

QY () = F(V (1)) dW(E) for all £ € [0,1] 1
{ HoY (0) + HyY (1) = v (1)

where W is a continuous function or a stochastic process with values in U,
f:V - L(U,V) is a smooth function, v is a vector in V, Hy and H;
are two operators on V, and Y is unknown. In the case where W is a
finite-dimensional Brownian motion and dW stands for the Stratonovich
integration, the existence, the uniqueness and other properties of the solutions
of such problems (with possibly other forms of two-point boundary conditions)
have been analyzed under various assumptions and with different methods.
Let us mention a few examples. Linear equations are studied in [23], where
anticipating stochastic calculus (see [21]) is used because the solutions are not
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adapted to W. Nonlinear equations with additive noises and more general
two-point boundary conditions are studied in [22] with a pathwise approach.
In [11] invariant imbedding (see [3]) is used for the analysis of nonlinear
equations. In addition to the works mentioned above, we may also cite
for instance [2}|719,24] where various stochastic differential equations with
two-point boundary conditions are studied in other frameworks or with other
methods.

In our paper we address the problem in a setting where W is a
more general continuous process (such as a fractional Brownian motion
for instance). We use the theory of rough paths (see for instance [10,18]).
This enable us to avoid any difficulties related to the anticipating stochastic
calculus. We use an enhanced Brownian motion or any other suitable
rough path W in place of W in order to define rough differential equations
Z(t) = Z(0) + Sé f(Z(s))dW (s). For every a € V, if f is regular enough
then there exists a unique solution Z such that Z(0) = a. Then the It6 map
I which assigns Z to (a, f, W) can be defined and is regular with respect to
all its variables.

In our work, setting 7 € [0, T] we relate (1)) to

Y(t f fy W (s) for t € [0,T], (2)
HOY(O) +HY(r

and study various properties. Equation (2] links the values of Y'(0) and Y'(7)
for a given value of 7 € [0,7], while the path {Y()},c[0,7) is defined on the
whole interval [0, T7].

Using the It6 map and a fixed-point method, we prove that there exits a
unique solution to (2)) if 7 < C' where C' is a constant that depends on T,
f, W, Hy, and H; (we note that possibly C' > T'). In this setting we also
establish regularity results, which enable us to prove limit theorems.

For 7 € [C,T] and when V is finite-dimensional, using the Brouwer degree
we show that there exists a solution. While the uniqueness is not ensured, the
number of solutions is finite for almost every v. The situation is summarized
in Figure[I]

o e e existence . _ _ _ ___________ N
uniqueness for dimV < +o0 only,
continuity non-uniqueness

for dimV < 400 (a priori)
[Banach fixed point] [Brouwer degree]

| |

[ I I T

0 C T

Figure 1: Summary of the results on existence and uniqueness depending
on 7 for fixed time T



Outline. In Section [2] we recall results on rough paths theory. In
Section [3| we prove the existence and uniqueness of a solution for a small
time 7. In Section [4] we study the regularity of the solution with respect to
the driving rough noise. In Sections [5] and [6] we establish more results on
regularity and convergence. In Section [7] we study the existence of solutions
for any time 7. Finally, in Section [8| we consider the case of a driving rough
noise with Holder regularity greater than 1/2. In this context, the rough
integrals coincide with the Young integrals.

2 Reminders about rough paths

We consider in this section the case of rough differential equations driven by
paths of Holder regularity « € (%, %]

For two Banach space U and V whose norms are written | - |, we denote
by L(U, V) the space of bounded, linear operators from U to V. Here, U
and V are finite or infinite dimensional.

We denote by C“(W, V) the space of a-Hélder continuous maps from W
to V for W < U. The space is equipped with the a-Hoélder semi-norm
flla = Sy 1f (2) — F(u)]/Jz—y[. When W = [0,T] € R, we write |- o
instead of | - [|q-

We denote by C*(U, V) for some integer k the space of continuous func-
tions which are differentiable up to order k& with continuous k-th derivatives.
We denote by CF(U, V) the space of functions in C*(U, V) with bounded
j-th derivatives for all 0 < j < k.

We denote by C*([0, 7], U) the space of a-Hélder rough paths X = (X, X)
with values in U@ (U® U). The elements of C*([0,T], U) satisfy the Chen

relation
X(rys) + X(s,t) = X(r,t), X(r,s) + X(s,t) + X(r,s) ® X(s,t) = X(r, )
for any 0 < r < s <t <T. Besides
| X (s,1)] 1X(s,1)|
Xlar= sup ——— <owand |X|oor = sup ——5—
Xl o<s#t<T |t — 5| IX 20 o<s#t<T [t — s[2

The metric on C*([0,7],U) is denoted by 0,7 and defined by

X S,t — X S,t X S,t _ X S,t
Qa’T(Xl,Xg) = sup ‘ 1( ) a2( )| +  sup | 1( ) 22( )|
0<sAL<T [t — s] O<asteT It — s

for all X; and X3 in C%([0,T],U).
Let U and V be two Banach spaces, X € C%([0,T],U), f € CZ(V,L(U,V))
and a € V. We consider the following differential equation

Y(t) = a+ L F(Y(5)) dX(s) for all £ € [0, T (3)



with unknown Y € C%([0,T], V). Following [6[10], a solution Y of (9 can
be defined as a path such that Y (0) = a and

Y(t) = Y(s) = f(Y()X(s,8) + DS (Y (5))f(Y ()X (s, 8) + O(lt = 5I") (4)

for some 6 > 1.

Following [10, Theorem 8.3], if f € C3(V,L(U,V)), then there exists a
unique solution Y € C%([0,7],V) to Equation (or (3)). In order to take
account of the dependence on (a,X), we set I(a,X) := Y. This defines
the It6 map I from V x C*([0,7],U) to C*([0,T],V). The next lemma
establishes the boundedness of this solution (see for instance |10, Proposition
8.2]).

Lemma 1. There ezists a positive constant K = K (a) depending only on «
such that for all a € V,

1@, X) o < K () max (| flezlXlar, (1 le2IX o)), (5)

where

Xl == 1 Xlasr + 4/ 1X]20,7-

By T. Lyons’ theorem [17] the It6 map I is continuous. Moreover it
is locally Lipschitz continuous, as recalled in the following lemma (see for
instance [5,|10/15]). Notice that some extended statements consider also
variations of the vector field f.

Lemma 2. We fir M > 0 and consider
By = {X e C*([0,T],U) : [X[lo,r < M}, (6)

where | X|lo,r is defined in Lemmal[l There exists a positive constant Cy j.n1
depending only on «, f and M such that for all a and b€V, and for all X4
and X2 € BM,T;

1 (a,X1) = I(b, X2)|la,r < Ca,pm (Ja — b + 00,7(X1,X2)). (7)

In particular, for every X € C*([0,T],U) there exists a positive constant
Ca.5x depending only on «, f and | X||o,z such that for all a and be V,

HI(Q’X> - I(ba X)”a,T < Ca,f,X|a - b| (8)

For the sake of simplicity, we do not consider optimal hypotheses on the
vector field. The assumptions on the regularity of f can be weakened (for
example when [ € CEJW with a(2 +v) > 1) but to get a global Lipschitz
condition with respect to the starting point, we highlight that f shall be
bounded. This latter hypothesis is used in several proofs.



3 Existence and uniqueness

Let v € V and Hy and H; be two bounded operators on V (finite or infinite
dimensional). We set 7 and 7" such that 0 <7 < T.

Throughout the paper and unless otherwise mentioned, we assume that
feC3(V,L(U,V)).

In this section we fix X € C%([0,T],U) and we wish to find a continuous
function Y such that

Y(t) = Y(0) + f " F(¥(s) dX(s) for all £ € [0.7],

0 (9)
HoY (0) + H1Y (1) = v

Then we consider the following problem. We look for an element a € V
such that

Hoa + HiI(a)(T) = v, (10)

where I is the It6 map and I(a,X) is denoted by I(a) since X is fixed. The
following lemma establishes the relation between and @

Lemma 3. If there exists a € V such that holds, then Y = I(a)
satisfies @D Moreover, if there exists a unique a € V such that holds,
then Y = I(a) is the unique function in C*([0,T), V) satisfying (9).

Proof. The first part of the lemma is obvious. Assume there exists a unique

a € V such that and set Y = I(a). Consider another Z € C*([0,T],V)
such that

ff X(s) for all t € [0,T1],
H()Z(O) + H1Z
By the definition of the It6 map, Z = I(Z(0)), so that HyZ(0)+H11(Z(0))(1) =

)
v. This implies that Z(0) = a (by uniqueness of a), and then Z = I(Z(0))
I(a) = Y. O

The following theorem establishes the existence of a unique solution of
the problem @ for small values of 7. It is proved with the use of , which
is solved with the Banach fixed-point theorem.

For a € V and 7 € [0,T], we define

L(a), := H o — H 'H,(I(a)(7) — a) (11)

when H := Hy + Hj is invertible.

Remark 1. The condition that Hy + H; is invertible means that our results
cannot be applied to deal with a periodic solution.



Theorem 1. Let Cy s x be the constant of . If H := Ho+ Hy is invertible
and T satisfies

T|H Hi|Cayx < 1, (12)
then there exists a unique solution to (9) in C*([0,T7],V).

Proof. By Lemma [3] it suffices to prove that there exists a unique solution

a€V to . We rewrite (10) as
(Ho + Hy)a + Hi(I(a)(T) —a) = v.
Then, since H = Hy + H; is invertible,
Hoa + HyI(a)(t) = v if and only if a = H v — H~'Hy(I(a)(7) — a).
With , can be reformulated as the fixed-point problem
a=L(a);. (13)

By the Banach fixed-point theorem, it suffices to prove that L(-), is a
contraction. For all a,be V,

H™'Hy| - |[I(a)(r) —a—I(b)(r) + b

H™'Hy|- (II(G)O*G* I(b)o + bl + 7% (a) — a = I(b) + bla1)
= H™ Hyl - [1(a) = a = 1(b) + bllar

= 7H" " H| - I(a) — ()HaT

Following (),
[1(a) = 1(b)

As a consequence of above,

ol S Ca,f7x|a — b‘.

|L(a); — L(b),| < TO‘|H_1H1|Ca7f’X|a —b|.

Then for every 7 satisfying , the function L(-), is a contraction. Then
by the Banach fixed-point theorem, there exists a unique fixed point a € V
such that , and then are satisfied. O

As an application of Theorem [1} fix 7 € [0,7] and consider that W =
(W1,...,Wy) is a Brownian motion with values in U = R? which is enhanced
with W = (W, W) e C*([0, T], R?) with for all 1 < j, k < d,

t
W;k(s,t) = J (Wi(r) = Wj(s)) odWy(r) forany 0 < s <t <T. (14)

s



Then, Theoremestablishes that for every w € Q such that 7*|H~'H;|C,,, FW(w) <
1, there exists a unique solution Y (w) € C*([0,T],V) to

Y0 = @0+ [ 2 [ @) 0 dWy@)(e). te0.T] o
HOY(w)(O) + H Y (w) (1 ) = 0.

Notice that §2 2%, £5(Y (w)(s))odVV; (w e sands o §5 £(Y (@) () AW () (5)
because of the Stratonovich integration in (14)) and both rough and Stratonovich
integrals coincide. This result follows from Theorem [4] below which is the
rough counterpart of the stochastic Wong-Zakai theorem, and the construc-
tion of [11] based on characteristics as solutions to some Stratonovich SDE.

This problem can also be solved in an infinite-dimensional setting. Sup-
pose that U is a separable Banach space and consider a U-valued Brow-
nian motion W on the Wiener space (U,H, ) where p is a zero-mean
Gaussian measure on U and H is the Cameron-Martin space of u. Fol-
lowing [14], under suitable conditions, there exists an enhanced Brownian
motion W = (W, W) € C*([0,7],U) obtained as follows. We consider the
sequence (W(m))m=1 = (W (m), W(m))m>1 where (W (m))m,>1 is the dyadic
piecewise linear approximation of W, and (W(m))m>1 is defined by

t

W(m)(s,t) = J (W(m)(r) = W(m)(s)) ® dW (m)(r)

S
for all s, ¢, and m. Assume that the tensor norm | - |ygu on U® U is exact
for p, which means that there exist two constants v € [1/2,1) and C > 0
such that for all independent sequences (G, )n>1 and (én)n>1 of independent
U-valued random variables with distribution u, and for every N = 0,

]E (
U®U

By [14], under this assumption, as m — oo the sequence W(m) converges in
C*([0,T],U) almost surely. Its limit defines an enhanced Brownian motion.
Then by Theorem [1, for every w € © such that 7*|H ' H1|Cy s w(w) < 1,
there exists a unique solution Y (w) € C*([0,T],V) to

Y (w)(t) f £y W (w)(s) for all £ € [0,T],
H()Y(w)(()) + H1Y

N ~
>, G ®Gh

n=1

) <o

4 Continuity of the solution with respect to the
path
In the previous section the driving path X is fixed. In this section we

consider X as a variable and we establish the continuity of the solution of @
with respect to X.



We set M > 0 and 7 satisfying
T H Y Hy|Copr < 1. (16)

When X € By, (defined by (@), implies (12)).
We define the function

I:Byr— C*([0,T],V)

such that for every X € By, I(X) is the unique solution Y to

jf X(s) for all t € [0,T1,
H()Y(O) + H1Y

The main theorem of this subsection establishes the continuity of I.

Theorem 2. The map I is Lipschitz continuous with respect to Oa, T ON
By, with constant

‘HilHl‘Ca,ﬁMTa

C + .

Proof. Previously we proved that for every X, I(X) can be written as
I(X) = I(ax,X) where I is the It6 map and ax is the fixed point of the
function L(-,X), : a > L(a,X), = H v — H~'H{(I(a,X)(7) — a).

By @, for all X and Y € By T,

I11(X) = I(Y)[a,r = [ (ax, X) = I(ay, Y)]a,r
< Copm(lax — ay| + 001 (X,Y)). (17)

Moreover,
lax —ay| =|L(ax,X); — L(ay,Y)s|
<|L(ax,X)r — L(ax, Y)-| + |L(ax, Y); — L(ay, Y);|
=|H'Hy| - |I(ax,X); — I(ax,Y),|
+ |HYHy| - |I(ax,Y)r — I(ay,Y); — ax + ay]
<|H'Hy| - |1(ax,X). — I(ax,Y).|la7T"
+ |H Hy| - |1(ax,Y). — I{ay,Y)JarT®
<|H 'H1|Co p 01 00,7(X, Y)T?
+ |H_1H1]Ca7fyM\ax —ay|T¢.

As a consequence, for all X and Y € By r,

|H_1H1|Ca f,MTa
|H 1H1’CanTa

’ax — ay‘ (X Y)



and, by ,

|H_1H1|Ca7f7M7'a
1 — |H 1 H|Cy, f T

I71(X) = I(Y)

ol S <Ca,f,M + ) Qa,T(X7Y)~

This completes the proof. O

5 Regularity and numerical analysis

In Section {4] we proved the continuity of the solution with respect to the
path X. In this section, with the implicit function theorem, we consider the
regularity with respect to the other variables. Then we briefly present an
application to numerical analysis.

For v € (0,1] and k € N*, we denote by C**7 the class of functions f
of class C* such that D*f is y-Hélder continuous. We denote by Cf 7 the
space of functions in C**7 with bounded j-th derivatives for all 0 < j < k.
This space is equipped with

| flern := max{|£]os, - .., [ID*f o, [DF £}

Let X € C*([0,T],U). We define

P =V x CFFN(V, LU, V),
and Q := Cy M (V, L(U, V) x V x L(V,V) x L(V, V).

Proposition 1 ( |5, Theorem 3]). For any k € (0,1) such that (24 k7y) > 1,
the Ité map I : P — C([0,T],V) is locally of class C*+1=r)7,

Let us write
P(CL, Q)T = HOa + Hl](aa fa X)(T) — v with q= (f?UaHOaHl) € Q

If Hy + H; is invertible, the problem L(a), = a is equivalent to P(a,q); =
0. Besides, by Proposition [l P is locally of class C**(1=%)7 on Q when
a(2 + Kk7v) > 1. Moreover,

DaP(a7 Q)T = HO + HlDaI(aa f7 X) (T)a (18)

where

t

Dal(a, £,X)(t) = Id + fo Df(I(a, f,X)(s)) - Dal(a, f,X)(s) ds.

The regularity is established by the following result, which is a generalized
implicit function theorem (see e.g., [1]) applied to P.



Theorem 3. Let 7€ [0,T], al € V and ¢' € Q such that P(a',q"); =0 and
DaP(aT, ", e L(V,V) is an isomorphism. Then there exist neighborhoods
Ut of ¢ and VT of a' as well as a function A e C’:Jr(l*n)'y(UT,VT) with
A(q") = a¥ such that P(A(q),q) = 0 for any qe UT.

Remark 2. At 7 =0, DyI(a, f,X)(0) = Id and then D,P(a,q)o = Ho + H;.
To apply the implicit function theorem, D,P(a,q)o has to be invertible.

Hence, Hy + H; shall be invertible which is an hypothesis we used to get the
existence and uniqueness of a solution.

Remark 3. If Hy + H; is invertible, then we can deduce from that
D,P(a,q); is invertible when 7 is small enough. This not ensured for large 7.

Theorem 3| implies that the solution a is locally Lipschitz continuous
with respect to ¢ = (f,v, Hp, H1). Notice that we can also establish that a
is globally Lipschitz continuous with respect to v. More precisely, using
we get

Ja(v1) = a(va)| < (1= 7%|H " Hi|Cy, 1 x) |01 — v2 (19)

for all v; and vs.

We now present an application to numerical analysis. Let us consider
that for any starting point a we have a numerical scheme J(a) such that
J(a) = I(a, f,X)(7) + R(a) for a Lipschitz continuous error a — R(a) with
a Lipschitz norm ¢ smaller than 1. Several numerical schemes exist for
rough paths and for RDE driven by Brownian motion or fractional Brownian
motion (see for instance [13}|16}20]).

Besides, let us assume that we are able to solve the fixed-point problem
Hoa + HyJ(a) — v = 0 at precision 7, that is we find a’ such that

Hod' + HiJ(d') = v +n.

This is the case for example when we use a finite number of iterations in the
fixed-point iteration, or the Newton scheme. Then

Hoad' + HiI(d, f,X)(7) =v +n— HiR(d).

It follows from Theorem 3| or that there exists a constant K, depending
onT, ¥, f, X, Hy and H; such that

la’ —a| < K|n| + K|R(a)|.

This implies that the numerical scheme converges.

6 Limit theorems

In this section we deal with limit theorems. We fix 7 and M such that ,
namely

TQ|H71H1|Ca,f7M < 1.

10



For every T > 0 we denote by C%*([0,T],U) the closure of smooth rough
paths in C*([0,T],U). We assume that the Banach space U is separable and
recall that, as a consequence, C*%([0, T'], U) is a Polish space (see Exercise 2.8
of |10] for instance). The main result is the following.

Theorem 4. Suppose and let X and (X"),, be a random variable and
a sequence of random variables with values in C%*([0,T],U) such that X"
converges in distribution to X in C%([0,T],U) and P(|X|ar = M) = 0.
For every continuous bounded function h : C*([0,T],V) — R,

Jim B(A(I(X")Lyxny, p<nr) = E(R(I(X)) 1 xy, p<nr)-

Proof. Since C%*([0,T7], U) is a Polish space, by the Skorokhod representation
theorem there exists a probability space (2*,7*,P*) and random variables

X*m and X* from (QF,T*,P*) to C%%([0,T],U) such that X*n & X7,
X 1A X and X*" converges P*-almost surely to X*. Then P*-almost
surely, h(I(X*’”))1|”X*,n|”a,TSM converges to h(I(X*))lmx*ma’TsM asn — o0.
Moreover, by the bounded convergence theorem, since for all n,

R(IL(X*™") ey, p<ar < [floo,
we deduce that

Jim B(A(I(X*™) Ljxcs g, pear) = BRI (X)) ey, )
This completes the proof. O

As an application, we consider for every n € N* the problem

dy ™ (¢ d
L Vi X oY) for all £ (0.7,

HoY™(0) + HiY™(1) = v,

where & := (1) (jk)ef1, dyxiv 15 @ discrete family of independent random
variables with mean zero, variance 1, same distribution and finite moments.
We define the sequence of R%valued processes W" = (Wt,...,W}) such
that for all j =1,...,d,

[nt]—1
Wr(t) = NG ; &k + (nt — [nt])&; [nn
—0

Notice that W™ is Lipschitz-continuous. Therefore, W™ can be enhanced
with W = (W™, W") e C%([0, T], R?) where
¢
W (s,8) = [ V() = W) @ AW ().
S
The following theorem establishes the convergence in distribution of Y™
as n goes to infinity.

11



Theorem 5. For every continuous bounded function h : C*([0,T],V) — R,

nh_%loE(h(Yn)IW”EBM,T) = E(h(Y)IWEBM,T)v
where W is the enhanced Brownian motion defined by and Y 1is the
solution of

d
dY (t) = Y f;(Y(£)) o dW(t) for all t € [0, T,
j=1
H()Y(O) + H1Y(T) = .
This theorem is similar to [11, Theorem 7] but its proof is different.

Proof. Tt is a direct consequence of [4, Theorem 1] and of Theorem O]

7 Global existence result

In Section (3| we prove that @D (and ) has a unique solution for every 7
small enough. In this section we use the Brouwer degree in order to prove
that (9) has a solution (maybe more than one) for every 7 € [0,7], yet only
when V is finite-dimensional.

Throughout the section, we assume that V = R for some N € N*. We
equip V with the Lebesgue measure.

Before we establish the existence of solution for @ in Theorem @, we
remind the definition and some properties of the Brouwer degree. For a more
complete exposition on the degree theory we refer the reader for instance
to [12].

Consider a bounded open subset @ < RY = V| a continuous function
®: O — RN and y € V such that y ¢ ®(00). The Brouwer degree
deg(®, O, y) with ® € C*(O, V) can be defined as follows (see for instance [12,
Definition 13.2.9]).

Definition 1. If y is a regular value of ® (namely such that det Jg(z) + 0
for all v € = 1({y})), then deg(®, O, y) is defined by

deg(®,0,y) = Z sign (det Jo(x)) .
2e®~1({y})

If y is a critical value of ® (y is not a regular value of ®), then deg(®,O,y)
1s defined by

deg(®,0,y) = deg(®,0,y'),

where y' is a regular value of ® such that |y — y'| < dist(y, (00)).

12



The Brouwer degree has the following property (see for instance [12,
Theorem 13.2.11(iv)]).

Lemma 4. Let y € V such that y ¢ ®(00). If deg(P,O,y) + 0 then there
exists a solution x € O to the equation ®(z) = y.

The invariance by homotopy is another important property of the Brouwer
degree and can be stated as follows (see for instance |12, Theorem 13.2.11(ii)]).

Lemma 5. We fir 7 > 0 and consider a continuous function H : [0,7]x O —
V. If we assume that y ¢ H(t,00) for allt € [0,7], then

deg(H(Ov ')’ 0, y) = deg(H(T7 ')7 0, y)

The existence of solutions of @ can now be established in the following
theorem.

Theorem 6. If H := Hy + H; is invertible, then for every T € [0,T], there
exists Y € C*([0,T],V) such that @ is satisfied. Moreover, for almost every
v € V the number of solutions of @D is finite.

Proof. As a consequence of Lemma [3] and the beginning of the proof of
Theorem [} it suffices to prove that there exists a € V such that a = L(a);.
With £ defined by

L(r,a) = a+ H 'H (I(a)(r) — a) for (1,a) € [0,T] x V,
the problem a = L(a);, is equivalent to
L(7,a) = ¥ where & = H 'v. (20)

Hence, we look for a € V solving . In order to prove the existence of
solutions it suffices to prove that for r > 0 large enough and for all 7 € [0,T]
the Brouwer degree of £(7,-) exists and satisfies

deg(L(T,-), B, (0),0) # 0, (21)

where B, (0) stands for the ball in V' of center ¥ and radius r.
For all r > 0,

deg(£(0,), By (#),7) = deg(Id, B,(5),5) = 1.
By Lemmall] for all (,z) € [0,T] x V such that £(r,z) = ¥, we have
| = o =[H Hy(I(2)(r) — )]
< [H™HHy| - [1(2)(7) — 1(x)(0)]
|H™ Hyl - 1(2)ar®
‘H71H1|Ca7f’xTa.

/

NN
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This implies that for all r > |H 1 Hy|c, ;xT* and all 7 € [0, T,
0 ¢ L(1,0B,(7))

and then the degree deg(L(r,-), By (), (0)) is well-defined. Moreover, by
the continuity of I, the function £ is a homotopy. This implies that for all
T€[0,7T7,

deg(£(7—7 '>7Br(7~))71~1) = deg(£(07 ')7BT(1~1)76) =1

and then and the existence of a solution a € B, (9) to a = L(a),.

It remains to prove that for every 7 € [0,7] the number of solutions
of a = L(a), is finite for almost every v, or equivalently for almost every
9. We fix r > [H 'Hi|co s xT®. Since f € C} the function a — I(a) is
C'. Following the Sard theorem [12, Lemma 13.2.1, p. 331], the Lebesgue
measure of the set of critical values of L(7,-) is equal to 0. Consider a
regular value o of £(r,-). The set B,.(9) n L(7,-)~(?) is closed and bounded,
and consequently compact because V is finite-dimensional. Since ¢ is a
regular value, £(7,-) is locally invertible on a neighborhood of each point
of B.(?) n L(7,)"1(#). Then each point of B,(7) n L(7,-)"1(?) is isolated.
Since |L(7,-)| is bounded (by |H 'v| + |[H 'Hy|t%,, rx for instance), we
choose 7 large enough and deduce that £(7,-)~!(?) is finite. This completes
the proof. O

Remark 4. If f is not bounded, the existence of solutions is not ensured for
every 7. Consider for instance the real-valued differential equation

dY (t) =Y (t) dW (¢)
where W is a Holder function and a € R. The solutions are written as
Y (t) = a exp(W(t) — W(0)).
where a is a constant. The condition
HoY(0) + HhY(T) = v
can be rewritten as
Hopa + Hia exp(W(T) —W(0)) =v

and then
v

“= Ho + Hy exp(W(T) — W(0))

which is defined if and only if Hy + Hy exp(W (T') — W (0)) # 0. The solution
is then

_ v exp(W(t) — W(0)) _ v exp(W(t))
Hy + Hyexp(W(T) —W(0))  Hyexp(W(0)) + Hyexp(W(T))"

Y (t)
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If Hy and Hp have different signs and are different from 0, then the condition
Hy + Hyexp(W(T') — W(0)) # 0 is equivalent to

W(T) — W(0) # In (-fﬁ) |

This is not ensured even when W is bounded.

8 Young differential equations

In this section we wish to extend previous results to a framework with
long-range dependence. This generally involves more regular processes and
the Young integration suffices. We consider in this section « € (%, 1. If U
is a Banach space we denote by C*([0,77],U) the space of a-Holder rough
paths X and define

| X (s,1)]
X7 = sup —L
1X e, e B
The metric on C*([0,7],U) is defined by
X S7t _X S,t
0a,17(X1,X2) = sup [ X1(s,1) a2( )
0<s#t<T |t — s]

for all X; and Xs in C*([0,7],U). If V is another Banach space, f €
CZ(V,L(U,V)) and a € V then the following differential equation

Y(t)=a+ fot f(Y(s))dX(s) for all t € [0,T]

(in the Young sense) has a unique solution Y € C%([0,T],V). If we denote
this solution by I(a, X) to take account of the dependence on (a, X), then it
defines the It6 map I from V x C*([0,7],U) to C*([0,T], V). Moreover it
can be proved that, if we set

Barr = (X € C*([0,T1,U) || X o < M},

that there exists a positive constant C, r s depending only on «, f and M
such that for all a,b € V, and for all X; and X2 € By 7,

[ I(a, X1) = 1(b, X2)|a1 < Ca,fm (Ja = b| + 0a,7(X1, X2)). (22)

In particular, for every X € C*([0,7], U) there exists a positive constant
Cq,f,x depending only on «, f and | X |7 such that for all a and be V,

HI(CL, X) _I(va)Ha,T < Ca,f,X|a’_b|' (23)

From , we can deduce the following result whose proof is similar to
that of Theorem [l

15



Theorem 7. Let 7 > 0 such that

1
T < . 24
(B | Ca g )Ve (2

If H := Hy + Hi is invertible, then there exists a unique solution Y €
C([0,T],V) to

dY (t) = f(Y (t)) dX (¢) for all t € [0,T], o5
HoV (0) + HyY (7) — v. (25)

We fix M > 0 and 7 > 0 such that
T < ! (26)

(|H = Hy|Cop.ar) "/

Theorem [7| enables us to define the function I : By 7 — C([0,T], V) such
that for every X € C%([0,T1],U), I(X) is the unique solution of (25). The

following theorem states that I is continuous. Its proof is similar to that of
Theorem [21

Theorem 8. The map I is Lipschitz continuous with respect to Oa,T 0N BT,
with constant

|H™ Hy|Co p a7
1-— ‘H_1H1|Ca7f’MTO“

Co,f,M +

We can deduce the following limit theorem.

Theorem 9. We assume that U is separable and that s satisfied.
Let X and (X™),, be a random variable and a sequence of random variables
with values in C%*([0,T],U) such that X™ converges in distribution to X
in C%%([0,T],U) and P(| X||a.r = M) = 0. For every continuous bounded
function h : C*([0,T],V) — R,

lim E(h(I(Xn))lX”EBM,T) = E(h(I(X))lXEBM,T)-

n—0o0

Now we give an application of the above result. We consider for every
e € (0,1] the problem

d

dY=(t) _ Z %mj <;2> fj(Ye(t)) for all t € [0,T],

it A
H()YE(O) + H1YE(T) =,

(27)

where for every j, v; € (0,1) and m; is a continuous stationary Gaussian
process with mean zero and such that there exists c¢; such that the covariance
satisfies as t — o0,
¢
E(m; (0)m;(#)) ~ 47
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Moreover we assume that mi,mo, ..., mg are independent, and without loss
of generality, that v = -+ = 4.

We define for every e the Lipschitz continuous process w® such that for
all (s,1),

we(s,t) = (wi(s,t),...,wi(s,t))

where for all j,

- b r
w;(s,t) = f =5 (5—2> dr.

s

The following result deals with the asymptotic behavior of .

Theorem 10. Consider o € (%, 2_271). For every continuous bounded func-

tion h : C*([0,T],V) — R,

lim E(h(Y*)Luscyr) = E((Y) Lwvesy, ). (28)

n—o0

where Y is the solution of

d
dY(t) = Y f5(Y(£)) dW;(t) for all t € [0,T],
j=1
HyY (0)+ HhY (1) =v
and W = (Wy,...,Wy) is a multidimensional fractional Brownian motion

such that for all (,k),

E(W(E)Wi(s) = 0= 2 ([t + |52 — |t — 5*)

with Hj = (2 —7;)/2 and p; = H;l(ZHj —1)7tej.
Proof. Since « € (3, 2;71) and by |19, Theorem 5], w® converges in dis-
tribution to W in C%%([0,T],V) as ¢ — 0. By Theorem @ the proof is
completed. ]

9 Conclusion

We reduced the affine boundary value problem @ to a fixed-point problem.
This approach may be used whenever the It6 map is well defined. This is
especially suitable for a large range of driving rough signals (semi-martingales,
fractional Brownian motion and many more) and enable us to avoid any
technical difficulties related to anticipating stochastic calculus.

For every time 7 small enough, using properties of the It6 map we
established the existence and uniqueness of a solution, regularity results, and
limit theorems.
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Using the Brouwer degree we proved a global existence result. The
number of solutions is finite for almost every v. We also gave counterexample
showing that, if f is not bounded, then the existence of a solution for every
time 7 is not ensured. This is related to the behavior of the It6 map and to
the operators Hy and Hi.

Further studies could concern sharper hypotheses, counterexamples for
the existence or the uniqueness of a solution, as well as asymptotic results
and their applications in multiscale modeling.

Finally, let us mention that the use of regularity structures [10] could
lead to similar results where the ordinary/rough differential equations are
replaced by (rough) partial differential equations.
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