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Rough differential equations

with affine boundary conditions

Antoine Lejay∗ Renaud Marty†

June 26, 2023

Abstract

In this paper we consider rough differential equations with affine
boundary conditions. Using rough paths and fixed-point techniques, we
study properties of the solutions. We also prove a convergence theorem
and apply our results to differential equations driven by Brownian
motions and fractional Brownian motions.

Keywords: Rough path theory, differential equations, affine boundary
conditions.
MSC (2020): 60H10, 34K10, 60L90

1 Introduction

In this paper we study rough differential equations with affine boundary
conditions. If U and V are two Banach spaces, we consider the problem

"

𝑑𝑌 p𝑡q “ 𝑓p𝑌 p𝑡qqd𝑊 p𝑡q for all 𝑡 P r0, 1s

𝐻0𝑌 p0q ` 𝐻1𝑌 p1q “ 𝑣
(1)

where 𝑊 is a continuous function or a stochastic process with values in U,
𝑓 : V Ñ LpU,Vq is a smooth function, 𝑣 is a vector in V, 𝐻0 and 𝐻1

are two operators on V, and 𝑌 is unknown. In the case where 𝑊 is a
finite-dimensional Brownian motion and d𝑊 stands for the Stratonovich
integration, the existence, the uniqueness and other properties of the solutions
of such problems (with possibly other forms of two-point boundary conditions)
have been analyzed under various assumptions and with different methods.
Let us mention a few examples. Linear equations are studied in [23], where
anticipating stochastic calculus (see [21]) is used because the solutions are not
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adapted to 𝑊 . Nonlinear equations with additive noises and more general
two-point boundary conditions are studied in [22] with a pathwise approach.
In [11] invariant imbedding (see [3]) is used for the analysis of nonlinear
equations. In addition to the works mentioned above, we may also cite
for instance [2, 7–9,24] where various stochastic differential equations with
two-point boundary conditions are studied in other frameworks or with other
methods.

In our paper we address the problem (1) in a setting where 𝑊 is a
more general continuous process (such as a fractional Brownian motion
for instance). We use the theory of rough paths (see for instance [10, 18]).
This enable us to avoid any difficulties related to the anticipating stochastic
calculus. We use an enhanced Brownian motion or any other suitable
rough path W in place of 𝑊 in order to define rough differential equations
𝑍p𝑡q “ 𝑍p0q `

ş𝑡
0 𝑓p𝑍p𝑠qqdWp𝑠q. For every 𝑎 P V, if 𝑓 is regular enough

then there exists a unique solution 𝑍 such that 𝑍p0q “ 𝑎. Then the Itô map
𝐼 which assigns 𝑍 to p𝑎, 𝑓,Wq can be defined and is regular with respect to
all its variables.

In our work, setting 𝜏 P r0, 𝑇 s we relate (1) to

$

&

%

𝑌 p𝑡q “ 𝑌 p0q `

ż 𝑡

0
𝑓p𝑌 p𝑠qqdWp𝑠q for 𝑡 P r0, 𝑇 s,

𝐻0𝑌 p0q ` 𝐻1𝑌 p𝜏q “ 𝑣.
(2)

and study various properties. Equation (2) links the values of 𝑌 p0q and 𝑌 p𝜏q

for a given value of 𝜏 P r0, 𝑇 s, while the path t𝑌 p𝑡qu𝑡Pr0,𝑇 s is defined on the
whole interval r0, 𝑇 s.

Using the Itô map and a fixed-point method, we prove that there exits a
unique solution to (2) if 𝜏 ă 𝐶 where 𝐶 is a constant that depends on 𝑇 ,
𝑓 , W, 𝐻0, and 𝐻1 (we note that possibly 𝐶 ě 𝑇 ). In this setting we also
establish regularity results, which enable us to prove limit theorems.

For 𝜏 P r𝐶, 𝑇 s and when V is finite-dimensional, using the Brouwer degree
we show that there exists a solution. While the uniqueness is not ensured, the
number of solutions is finite for almost every 𝑣. The situation is summarized
in Figure 1.

0 TC

τ

uniqueness
continuity

for dimV ≤ +∞
[Banach fixed point]

for dimV < +∞ only,
non-uniqueness

(a priori)
[Brouwer degree]

existenceexistence

Figure 1: Summary of the results on existence and uniqueness depending
on 𝜏 for fixed time 𝑇 .
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Outline. In Section 2 we recall results on rough paths theory. In
Section 3 we prove the existence and uniqueness of a solution for a small
time 𝜏 . In Section 4 we study the regularity of the solution with respect to
the driving rough noise. In Sections 5 and 6 we establish more results on
regularity and convergence. In Section 7 we study the existence of solutions
for any time 𝜏 . Finally, in Section 8 we consider the case of a driving rough
noise with Hölder regularity greater than 1{2. In this context, the rough
integrals coincide with the Young integrals.

2 Reminders about rough paths

We consider in this section the case of rough differential equations driven by
paths of Hölder regularity 𝛼 P p13 ,

1
2 s.

For two Banach space U and V whose norms are written | ¨ |, we denote
by LpU,Vq the space of bounded, linear operators from U to V. Here, U
and V are finite or infinite dimensional.

We denote by 𝐶𝛼pW,Vq the space of 𝛼-Hölder continuous maps from W
to V for W Ă U. The space is equipped with the 𝛼-Hölder semi-norm
}𝑓}𝛼 :“ sup𝑥‰𝑦 |𝑓p𝑥q´𝑓p𝑦q|{|𝑥´𝑦|𝛼. When W “ r0, 𝑇 s Ă R, we write }¨}𝛼,𝑇

instead of } ¨ }𝛼.
We denote by 𝐶𝑘pU,Vq for some integer 𝑘 the space of continuous func-

tions which are differentiable up to order 𝑘 with continuous 𝑘-th derivatives.
We denote by 𝐶𝑘

𝑏 pU,Vq the space of functions in 𝐶𝑘pU,Vq with bounded
𝑗-th derivatives for all 0 ď 𝑗 ď 𝑘.

We denote by 𝒞𝛼pr0, 𝑇 s,Uq the space of 𝛼-Hölder rough paths X “ p𝑋,Xq

with values in U ‘ pU b Uq. The elements of 𝒞𝛼pr0, 𝑇 s,Uq satisfy the Chen
relation

𝑋p𝑟, 𝑠q ` 𝑋p𝑠, 𝑡q “ 𝑋p𝑟, 𝑡q, Xp𝑟, 𝑠q ` Xp𝑠, 𝑡q ` 𝑋p𝑟, 𝑠q b 𝑋p𝑠, 𝑡q “ Xp𝑟, 𝑡q

for any 0 ď 𝑟 ď 𝑠 ď 𝑡 ď 𝑇 . Besides

}𝑋}𝛼,𝑇 “ sup
0ď𝑠‰𝑡ď𝑇

|𝑋p𝑠, 𝑡q|

|𝑡 ´ 𝑠|𝛼
ă 8 and }X}2𝛼,𝑇 “ sup

0ď𝑠‰𝑡ď𝑇

|Xp𝑠, 𝑡q|

|𝑡 ´ 𝑠|2𝛼
ă 8.

The metric on 𝒞𝛼pr0, 𝑇 s,Uq is denoted by 𝜚𝛼,𝑇 and defined by

𝜚𝛼,𝑇 pX1,X2q “ sup
0ď𝑠‰𝑡ď𝑇

|𝑋1p𝑠, 𝑡q ´ 𝑋2p𝑠, 𝑡q|

|𝑡 ´ 𝑠|𝛼
` sup

0ď𝑠‰𝑡ď𝑇

|X1p𝑠, 𝑡q ´ X2p𝑠, 𝑡q|

|𝑡 ´ 𝑠|2𝛼

for all X1 and X2 in 𝒞𝛼pr0, 𝑇 s,Uq.
Let U and V be two Banach spaces, X P 𝒞𝛼pr0, 𝑇 s,Uq, 𝑓 P 𝐶2

𝑏 pV,LpU,Vqq

and 𝑎 P V. We consider the following differential equation

𝑌 p𝑡q “ 𝑎 `

ż 𝑡

0
𝑓p𝑌 p𝑠qqdXp𝑠q for all 𝑡 P r0, 𝑇 s (3)
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with unknown 𝑌 P 𝐶𝛼pr0, 𝑇 s,Vq. Following [6,10], a solution 𝑌 of (9) can
be defined as a path such that 𝑌 p0q “ 𝑎 and

𝑌 p𝑡q ´ 𝑌 p𝑠q “ 𝑓p𝑌 p𝑠qq𝑋p𝑠, 𝑡q ` 𝐷𝑓p𝑌 p𝑠qq𝑓p𝑌 p𝑠qqXp𝑠, 𝑡q ` Op|𝑡 ´ 𝑠|𝜃q (4)

for some 𝜃 ą 1.
Following [10, Theorem 8.3], if 𝑓 P 𝐶3

𝑏 pV,LpU,Vqq, then there exists a
unique solution 𝑌 P 𝐶𝛼pr0, 𝑇 s,Vq to Equation (4) (or (3)). In order to take
account of the dependence on p𝑎,Xq, we set 𝐼p𝑎,Xq :“ 𝑌 . This defines
the Itô map 𝐼 from 𝑉 ˆ 𝒞𝛼pr0, 𝑇 s,Uq to 𝐶𝛼pr0, 𝑇 s,Vq. The next lemma
establishes the boundedness of this solution (see for instance [10, Proposition
8.2]).

Lemma 1. There exists a positive constant 𝐾 “ 𝐾p𝛼q depending only on 𝛼
such that for all 𝑎 P V,

}𝐼p𝑎,Xq}𝛼,𝑇 ď 𝐾p𝛼qmax
´

}𝑓}𝐶2 |||X|||𝛼,𝑇 , p}𝑓}𝐶2 |||X|||𝛼,𝑇 q1{𝛼
¯

, (5)

where

|||X|||𝛼,𝑇 :“ }𝑋}𝛼,𝑇 `

b

}X}2𝛼,𝑇 .

By T. Lyons’ theorem [17] the Itô map 𝐼 is continuous. Moreover it
is locally Lipschitz continuous, as recalled in the following lemma (see for
instance [5, 10, 15]). Notice that some extended statements consider also
variations of the vector field 𝑓 .

Lemma 2. We fix 𝑀 ą 0 and consider

ℬ𝑀,𝑇 “ tX P 𝒞𝛼pr0, 𝑇 s,Uq : |||X|||𝛼,𝑇 ď 𝑀u, (6)

where |||X|||𝛼,𝑇 is defined in Lemma 1. There exists a positive constant 𝐶𝛼,𝑓,𝑀

depending only on 𝛼, 𝑓 and 𝑀 such that for all 𝑎 and 𝑏 P 𝑉 , and for all X1

and X2 P ℬ𝑀,𝑇 ,

}𝐼p𝑎,X1q ´ 𝐼p𝑏,X2q}𝛼,𝑇 ď 𝐶𝛼,𝑓,𝑀 p|𝑎 ´ 𝑏| ` 𝜚𝛼,𝑇 pX1,X2qq . (7)

In particular, for every X P 𝒞𝛼pr0, 𝑇 s,Uq there exists a positive constant
𝐶𝛼,𝑓,X depending only on 𝛼, 𝑓 and |||X|||𝛼,𝑇 such that for all 𝑎 and 𝑏 P V,

}𝐼p𝑎,Xq ´ 𝐼p𝑏,Xq}𝛼,𝑇 ď 𝐶𝛼,𝑓,X|𝑎 ´ 𝑏|. (8)

For the sake of simplicity, we do not consider optimal hypotheses on the
vector field. The assumptions on the regularity of 𝑓 can be weakened (for
example when 𝑓 P 𝐶2`𝛾

b with 𝛼p2 ` 𝛾q ą 1) but to get a global Lipschitz
condition with respect to the starting point, we highlight that 𝑓 shall be
bounded. This latter hypothesis is used in several proofs.
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3 Existence and uniqueness

Let 𝑣 P V and 𝐻0 and 𝐻1 be two bounded operators on V (finite or infinite
dimensional). We set 𝜏 and 𝑇 such that 0 ă 𝜏 ď 𝑇 .

Throughout the paper and unless otherwise mentioned, we assume that
𝑓 P 𝐶3

𝑏 pV,LpU,Vqq.
In this section we fix X P 𝒞𝛼pr0, 𝑇 s,Uq and we wish to find a continuous

function 𝑌 such that
$

&

%

𝑌 p𝑡q “ 𝑌 p0q `

ż 𝑡

0
𝑓p𝑌 p𝑠qqdXp𝑠q for all 𝑡 P r0, 𝑇 s,

𝐻0𝑌 p0q ` 𝐻1𝑌 p𝜏q “ 𝑣.
(9)

Then we consider the following problem. We look for an element 𝑎 P V
such that

𝐻0𝑎 ` 𝐻1𝐼p𝑎qp𝜏q “ 𝑣, (10)

where 𝐼 is the Itô map and 𝐼p𝑎,Xq is denoted by 𝐼p𝑎q since X is fixed. The
following lemma establishes the relation between (10) and (9).

Lemma 3. If there exists 𝑎 P V such that (10) holds, then 𝑌 “ 𝐼p𝑎q

satisfies (9). Moreover, if there exists a unique 𝑎 P V such that (10) holds,
then 𝑌 “ 𝐼p𝑎q is the unique function in 𝐶𝛼pr0, 𝑇 s,Vq satisfying (9).

Proof. The first part of the lemma is obvious. Assume there exists a unique
𝑎 P V such that (10) and set 𝑌 “ 𝐼p𝑎q. Consider another 𝑍 P 𝐶𝛼pr0, 𝑇 s,Vq

such that
$

&

%

𝑍p𝑡q “ 𝑍p0q `

ż 𝑡

0
𝑓p𝑍p𝑠qqdXp𝑠q for all 𝑡 P r0, 𝑇 s,

𝐻0𝑍p0q ` 𝐻1𝑍p𝜏q “ 𝑣.

By the definition of the Itô map, 𝑍 “ 𝐼p𝑍p0qq, so that𝐻0𝑍p0q`𝐻1𝐼p𝑍p0qqp𝜏q “

𝑣. This implies that 𝑍p0q “ 𝑎 (by uniqueness of 𝑎), and then 𝑍 “ 𝐼p𝑍p0qq “

𝐼p𝑎q “ 𝑌 .

The following theorem establishes the existence of a unique solution of
the problem (9) for small values of 𝜏 . It is proved with the use of (10), which
is solved with the Banach fixed-point theorem.

For 𝑎 P V and 𝜏 P r0, 𝑇 s, we define

𝐿p𝑎q𝜏 :“ 𝐻´1𝑣 ´ 𝐻´1𝐻1p𝐼p𝑎qp𝜏q ´ 𝑎q (11)

when 𝐻 :“ 𝐻0 ` 𝐻1 is invertible.

Remark 1. The condition that 𝐻0 ` 𝐻1 is invertible means that our results
cannot be applied to deal with a periodic solution.
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Theorem 1. Let 𝐶𝛼,𝑓,X be the constant of (8). If 𝐻 :“ 𝐻0`𝐻1 is invertible
and 𝜏 satisfies

𝜏𝛼|𝐻´1𝐻1|𝐶𝛼,𝑓,X ă 1, (12)

then there exists a unique solution to (9) in 𝐶𝛼pr0, 𝑇 s,Vq.

Proof. By Lemma 3, it suffices to prove that there exists a unique solution
𝑎 P V to (10). We rewrite (10) as

p𝐻0 ` 𝐻1q𝑎 ` 𝐻1p𝐼p𝑎qp𝜏q ´ 𝑎q “ 𝑣.

Then, since 𝐻 “ 𝐻0 ` 𝐻1 is invertible,

𝐻0𝑎 ` 𝐻1𝐼p𝑎qp𝜏q “ 𝑣 if and only if 𝑎 “ 𝐻´1𝑣 ´ 𝐻´1𝐻1p𝐼p𝑎qp𝜏q ´ 𝑎q.

With (11), (10) can be reformulated as the fixed-point problem

𝑎 “ 𝐿p𝑎q𝜏 . (13)

By the Banach fixed-point theorem, it suffices to prove that 𝐿p¨q𝜏 is a
contraction. For all 𝑎, 𝑏 P V,

|𝐿p𝑎q𝜏 ´ 𝐿p𝑏q𝜏 | ď |𝐻´1𝐻1| ¨ |𝐼p𝑎qp𝜏q ´ 𝑎 ´ 𝐼p𝑏qp𝜏q ` 𝑏|

ď |𝐻´1𝐻1| ¨ p|𝐼p𝑎q0 ´ 𝑎 ´ 𝐼p𝑏q0 ` 𝑏| ` 𝜏𝛼}𝐼p𝑎q ´ 𝑎 ´ 𝐼p𝑏q ` 𝑏}𝛼,𝑇 q

“ 𝜏𝛼|𝐻´1𝐻1| ¨ }𝐼p𝑎q ´ 𝑎 ´ 𝐼p𝑏q ` 𝑏}𝛼,𝑇

“ 𝜏𝛼|𝐻´1𝐻1| ¨ }𝐼p𝑎q ´ 𝐼p𝑏q}𝛼,𝑇 .

Following (8),

}𝐼p𝑎q ´ 𝐼p𝑏q}𝛼,𝑇 ď 𝐶𝛼,𝑓,X|𝑎 ´ 𝑏|.

As a consequence of above,

|𝐿p𝑎q𝜏 ´ 𝐿p𝑏q𝜏 | ď 𝜏𝛼|𝐻´1𝐻1|𝐶𝛼,𝑓,X|𝑎 ´ 𝑏|.

Then for every 𝜏 satisfying (12), the function 𝐿p¨q𝜏 is a contraction. Then
by the Banach fixed-point theorem, there exists a unique fixed point 𝑎 P 𝑉
such that (13), and then (10) are satisfied.

As an application of Theorem 1, fix 𝜏 P r0, 𝑇 s and consider that 𝑊 “

p𝑊1, . . . ,𝑊𝑑q is a Brownian motion with values in U “ R𝑑 which is enhanced
with W “ p𝑊,Wq P 𝒞𝛼pr0, 𝑇 s,R𝑑q with for all 1 ď 𝑗, 𝑘 ď 𝑑,

W𝑗,𝑘p𝑠, 𝑡q “

ż 𝑡

𝑠
p𝑊𝑗p𝑟q ´ 𝑊𝑗p𝑠qq ˝ d𝑊𝑘p𝑟q for any 0 ď 𝑠 ď 𝑡 ď 𝑇. (14)

6



Then, Theorem 1 establishes that for every 𝜔 P Ω such that 𝜏𝛼|𝐻´1𝐻1|𝐶𝛼,𝑓,Wp𝜔q ă

1, there exists a unique solution 𝑌 p𝜔q P 𝐶𝛼pr0, 𝑇 s,Vq to
$

’

&

’

%

𝑌 p𝜔qp𝑡q “ 𝑌 p𝜔qp0q `

ż 𝑡

0

𝑑
ÿ

𝑗“1

𝑓𝑗p𝑌 p𝜔qp𝑠qq ˝ d𝑊𝑗p𝜔qp𝑠q, 𝑡 P r0, 𝑇 s,

𝐻0𝑌 p𝜔qp0q ` 𝐻1𝑌 p𝜔qp𝜏q “ 𝑣.

(15)

Notice that
ş𝑡
0

ř𝑑
𝑗“1 𝑓𝑗p𝑌 p𝜔qp𝑠qq˝d𝑊𝑗p𝜔qp𝑠q stands for

ş𝑡
0 𝑓p𝑌 p𝜔qp𝑠qq dWp𝜔qp𝑠q

because of the Stratonovich integration in (14) and both rough and Stratonovich
integrals coincide. This result follows from Theorem 4 below which is the
rough counterpart of the stochastic Wong-Zakai theorem, and the construc-
tion of [11] based on characteristics as solutions to some Stratonovich SDE.

This problem can also be solved in an infinite-dimensional setting. Sup-
pose that U is a separable Banach space and consider a U-valued Brow-
nian motion 𝑊 on the Wiener space pU,H, 𝜇q where 𝜇 is a zero-mean
Gaussian measure on U and H is the Cameron-Martin space of 𝜇. Fol-
lowing [14], under suitable conditions, there exists an enhanced Brownian
motion W “ p𝑊,Wq P 𝒞𝛼pr0, 𝑇 s,Uq obtained as follows. We consider the
sequence pWp𝑚qq𝑚ě1 “ p𝑊 p𝑚q,Wp𝑚qq𝑚ě1 where p𝑊 p𝑚qq𝑚ě1 is the dyadic
piecewise linear approximation of 𝑊 , and pWp𝑚qq𝑚ě1 is defined by

Wp𝑚qp𝑠, 𝑡q “

ż 𝑡

𝑠
p𝑊 p𝑚qp𝑟q ´ 𝑊 p𝑚qp𝑠qq b d𝑊 p𝑚qp𝑟q

for all 𝑠, 𝑡, and 𝑚. Assume that the tensor norm } ¨ }UbU on U b U is exact
for 𝜇, which means that there exist two constants 𝛾 P r1{2, 1q and 𝐶 ą 0
such that for all independent sequences p𝐺𝑛q𝑛ě1 and p r𝐺𝑛q𝑛ě1 of independent
U-valued random variables with distribution 𝜇, and for every 𝑁 ě 0,

E

˜›

›

›

›

›

𝑁
ÿ

𝑛“1

𝐺𝑛 b r𝐺𝑛

›

›

›

›

›

UbU

¸

ď 𝐶𝑁𝛾 .

By [14], under this assumption, as 𝑚 Ñ 8 the sequence Wp𝑚q converges in
𝒞𝛼pr0, 𝑇 s,Uq almost surely. Its limit defines an enhanced Brownian motion.
Then by Theorem 1, for every 𝜔 P Ω such that 𝜏𝛼|𝐻´1𝐻1|𝐶𝛼,𝑓,Wp𝜔q ă 1,
there exists a unique solution 𝑌 p𝜔q P 𝐶𝛼pr0, 𝑇 s,Vq to

$

&

%

𝑌 p𝜔qp𝑡q “ 𝑌 p𝜔qp0q `

ż 𝑡

0
𝑓p𝑌 p𝜔qp𝑠qqdWp𝜔qp𝑠q for all 𝑡 P r0, 𝑇 s,

𝐻0𝑌 p𝜔qp0q ` 𝐻1𝑌 p𝜔qp𝜏q “ 𝑣.

4 Continuity of the solution with respect to the
path

In the previous section the driving path X is fixed. In this section we
consider X as a variable and we establish the continuity of the solution of (9)
with respect to X.
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We set 𝑀 ą 0 and 𝜏 satisfying

𝜏𝛼|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀 ă 1. (16)

When X P ℬ𝑀,𝑇 (defined by (6)), (16) implies (12).
We define the function

𝐼 : ℬ𝑀,𝑇 Ñ 𝐶𝛼pr0, 𝑇 s,Vq

such that for every X P ℬ𝑀,𝑇 , 𝐼pXq is the unique solution 𝑌 to

$

&

%

𝑌 p𝑡q “ 𝑌 p0q `

ż 𝑡

0
𝑓p𝑌 p𝑠qqdXp𝑠q for all 𝑡 P r0, 𝑇 s,

𝐻0𝑌 p0q ` 𝐻1𝑌 p𝜏q “ 𝑣.

The main theorem of this subsection establishes the continuity of 𝐼.

Theorem 2. The map 𝐼 is Lipschitz continuous with respect to 𝜚𝛼,𝑇 on
ℬ𝑀,𝑇 , with constant

𝐶𝛼,𝑓,𝑀 `
|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜏𝛼

1 ´ |𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜏𝛼
.

Proof. Previously we proved that for every X, 𝐼pXq can be written as
𝐼pXq “ 𝐼p𝑎X,Xq where 𝐼 is the Itô map and 𝑎X is the fixed point of the
function 𝐿p¨,Xq𝜏 : 𝑎 ÞÑ 𝐿p𝑎,Xq𝜏 “ 𝐻´1𝑣 ´ 𝐻´1𝐻1p𝐼p𝑎,Xqp𝜏q ´ 𝑎q.

By (7), for all X and Y P ℬ𝑀,𝑇 ,

}𝐼pXq ´ 𝐼pYq}𝛼,𝑇 “ }𝐼p𝑎X,Xq ´ 𝐼p𝑎Y,Yq}𝛼,𝑇

ď 𝐶𝛼,𝑓,𝑀 p|𝑎X ´ 𝑎Y| ` 𝜚𝛼,𝑇 pX,Yqq. (17)

Moreover,

|𝑎X ´ 𝑎Y| “|𝐿p𝑎X,Xq𝜏 ´ 𝐿p𝑎Y,Yq𝜏 |

ď|𝐿p𝑎X,Xq𝜏 ´ 𝐿p𝑎X,Yq𝜏 | ` |𝐿p𝑎X,Yq𝜏 ´ 𝐿p𝑎Y,Yq𝜏 |

“|𝐻´1𝐻1| ¨ |𝐼p𝑎X,Xq𝜏 ´ 𝐼p𝑎X,Yq𝜏 |

` |𝐻´1𝐻1| ¨ |𝐼p𝑎X,Yq𝜏 ´ 𝐼p𝑎Y,Yq𝜏 ´ 𝑎X ` 𝑎Y|

ď|𝐻´1𝐻1| ¨ }𝐼p𝑎X,Xq¨ ´ 𝐼p𝑎X,Yq¨}𝛼,𝑇 𝜏
𝛼

` |𝐻´1𝐻1| ¨ }𝐼p𝑎X,Yq¨ ´ 𝐼p𝑎Y,Yq¨}𝛼,𝑇 𝜏
𝛼

ď|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜚𝛼,𝑇 pX,Yq𝜏𝛼

` |𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀 |𝑎X ´ 𝑎Y|𝜏𝛼.

As a consequence, for all X and Y P ℬ𝑀,𝑇 ,

|𝑎X ´ 𝑎Y| ď
|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜏𝛼

1 ´ |𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜏𝛼
𝜚𝛼,𝑇 pX,Yq
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and, by (17),

}𝐼pXq ´ 𝐼pYq}𝛼,𝑇 ď

ˆ

𝐶𝛼,𝑓,𝑀 `
|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜏𝛼

1 ´ |𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜏𝛼

˙

𝜚𝛼,𝑇 pX,Yq.

This completes the proof.

5 Regularity and numerical analysis

In Section 4 we proved the continuity of the solution with respect to the
path X. In this section, with the implicit function theorem, we consider the
regularity with respect to the other variables. Then we briefly present an
application to numerical analysis.

For 𝛾 P p0, 1s and 𝑘 P N˚, we denote by 𝐶𝑘`𝛾 the class of functions 𝑓

of class 𝐶𝑘 such that D𝑘𝑓 is 𝛾-Hölder continuous. We denote by 𝐶𝑘`𝛾
𝑏 the

space of functions in 𝐶𝑘`𝛾 with bounded 𝑗-th derivatives for all 0 ď 𝑗 ď 𝑘.
This space is equipped with

}𝑓}𝐶𝑘`𝛾 :“ maxt}𝑓}8, . . . , }D𝑘𝑓}8, }D𝑘𝑓}𝛾u.

Let X P 𝒞𝛼pr0, 𝑇 s,Uq. We define

𝒫 :“ V ˆ 𝐶𝑘`1`𝛾
𝑏 pV, 𝐿pU,Vqq,

and 𝒬 :“ 𝐶𝑘`1`𝛾
𝑏 pV, 𝐿pU,Vqq ˆ V ˆ 𝐿pV,Vq ˆ 𝐿pV,Vq.

Proposition 1 ( [5, Theorem 3]). For any 𝜅 P p0, 1q such that 𝛼p2`𝜅𝛾q ą 1,
the Itô map 𝐼 : 𝒫 Ñ 𝐶𝛼pr0, 𝑇 s,Vq is locally of class 𝐶𝑘`p1´𝜅q𝛾.

Let us write

𝑃 p𝑎, 𝑞q𝜏 “ 𝐻0𝑎 ` 𝐻1𝐼p𝑎, 𝑓,Xqp𝜏q ´ 𝑣 with 𝑞 “ p𝑓, 𝑣,𝐻0, 𝐻1q P 𝒬.

If 𝐻0 ` 𝐻1 is invertible, the problem 𝐿p𝑎q𝜏 “ 𝑎 is equivalent to 𝑃 p𝑎, 𝑞q𝜏 “

0. Besides, by Proposition 1, 𝑃 is locally of class 𝐶𝑘`p1´𝜅q𝛾 on 𝒬 when
𝛼p2 ` 𝜅𝛾q ą 1. Moreover,

D𝑎𝑃 p𝑎, 𝑞q𝜏 “ 𝐻0 ` 𝐻1D𝑎𝐼p𝑎, 𝑓,Xqp𝜏q, (18)

where

D𝑎𝐼p𝑎, 𝑓,Xqp𝑡q “ Id `

ż 𝑡

0
D𝑓p𝐼p𝑎, 𝑓,Xqp𝑠qq ¨ D𝑎𝐼p𝑎, 𝑓,Xqp𝑠q d𝑠.

The regularity is established by the following result, which is a generalized
implicit function theorem (see e.g., [1]) applied to 𝑃 .
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Theorem 3. Let 𝜏 P r0, 𝑇 s, 𝑎: P V and 𝑞: P 𝒬 such that 𝑃 p𝑎:, 𝑞:q𝜏 “ 0 and
D𝑎𝑃 p𝑎:, 𝑞:q𝜏 P 𝐿pV,Vq is an isomorphism. Then there exist neighborhoods

𝑈 : of 𝑞: and 𝑉 : of 𝑎: as well as a function 𝐴 P 𝐶
𝑘`p1´𝜅q𝛾
𝑏 p𝑈 :, 𝑉 :q with

𝐴p𝑞:q “ 𝑎: such that 𝑃 p𝐴p𝑞q, 𝑞q “ 0 for any 𝑞 P 𝑈 :.

Remark 2. At 𝜏 “ 0, D𝑎𝐼p𝑎, 𝑓,Xqp0q “ Id and then D𝑎𝑃 p𝑎, 𝑞q0 “ 𝐻0 ` 𝐻1.
To apply the implicit function theorem, D𝑎𝑃 p𝑎, 𝑞q0 has to be invertible.
Hence, 𝐻0 ` 𝐻1 shall be invertible which is an hypothesis we used to get the
existence and uniqueness of a solution.

Remark 3. If 𝐻0 ` 𝐻1 is invertible, then we can deduce from (18) that
D𝑎𝑃 p𝑎, 𝑞q𝜏 is invertible when 𝜏 is small enough. This not ensured for large 𝜏 .

Theorem 3 implies that the solution 𝑎 is locally Lipschitz continuous
with respect to 𝑞 “ p𝑓, 𝑣,𝐻0, 𝐻1q. Notice that we can also establish that 𝑎
is globally Lipschitz continuous with respect to 𝑣. More precisely, using (8)
we get

|𝑎p𝑣1q ´ 𝑎p𝑣2q| ď p1 ´ 𝜏𝛼|𝐻´1𝐻1|𝐶𝛼,𝑓,Xq|𝑣1 ´ 𝑣2| (19)

for all 𝑣1 and 𝑣2.
We now present an application to numerical analysis. Let us consider

that for any starting point 𝑎 we have a numerical scheme 𝐽p𝑎q such that
𝐽p𝑎q “ 𝐼p𝑎, 𝑓,Xqp𝜏q ` 𝑅p𝑎q for a Lipschitz continuous error 𝑎 ÞÑ 𝑅p𝑎q with
a Lipschitz norm ℓ smaller than 1. Several numerical schemes exist for
rough paths and for RDE driven by Brownian motion or fractional Brownian
motion (see for instance [13,16,20]).

Besides, let us assume that we are able to solve the fixed-point problem
𝐻0𝑎 ` 𝐻1𝐽p𝑎q ´ 𝑣 “ 0 at precision 𝜂, that is we find 𝑎1 such that

𝐻0𝑎
1 ` 𝐻1𝐽p𝑎1q “ 𝑣 ` 𝜂.

This is the case for example when we use a finite number of iterations in the
fixed-point iteration, or the Newton scheme. Then

𝐻0𝑎
1 ` 𝐻1𝐼p𝑎1, 𝑓,Xqp𝜏q “ 𝑣 ` 𝜂 ´ 𝐻1𝑅p𝑎1q.

It follows from Theorem 3 or (19) that there exists a constant 𝐾, depending
on 𝜏 , ℓ, 𝑓 , X, 𝐻0 and 𝐻1 such that

|𝑎1 ´ 𝑎| ď 𝐾|𝜂| ` 𝐾|𝑅p𝑎q|.

This implies that the numerical scheme converges.

6 Limit theorems

In this section we deal with limit theorems. We fix 𝜏 and 𝑀 such that (16),
namely

𝜏𝛼|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀 ă 1.
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For every 𝑇 ą 0 we denote by 𝒞0,𝛼pr0, 𝑇 s,Uq the closure of smooth rough
paths in 𝒞𝛼pr0, 𝑇 s,Uq. We assume that the Banach space U is separable and
recall that, as a consequence, 𝒞0,𝛼pr0, 𝑇 s,Uq is a Polish space (see Exercise 2.8
of [10] for instance). The main result is the following.

Theorem 4. Suppose (16) and let X and pX𝑛q𝑛 be a random variable and
a sequence of random variables with values in 𝒞0,𝛼pr0, 𝑇 s,Uq such that X𝑛

converges in distribution to X in 𝒞0,𝛼pr0, 𝑇 s,Uq and Pp|||X|||𝛼,𝑇 “ 𝑀q “ 0.
For every continuous bounded function ℎ : 𝐶𝛼pr0, 𝑇 s,Vq Ñ R,

lim
𝑛Ñ8

Epℎp𝐼pX𝑛qq1|||X𝑛|||𝛼,𝑇 ď𝑀 q “ Epℎp𝐼pXqq1|||X|||𝛼,𝑇 ď𝑀 q.

Proof. Since 𝒞0,𝛼pr0, 𝑇 s,Uq is a Polish space, by the Skorokhod representation
theorem there exists a probability space pΩ˚, 𝒯 ˚,P˚q and random variables

X˚,𝑛 and X˚ from pΩ˚, 𝒯 ˚,P˚q to 𝒞0,𝛼pr0, 𝑇 s,Uq such that X˚,𝑛 law
“ X𝑛,

X˚ law
“ X and X˚,𝑛 converges P˚-almost surely to X˚. Then P˚-almost

surely, ℎp𝐼pX˚,𝑛qq1|||X˚,𝑛|||𝛼,𝑇 ď𝑀 converges to ℎp𝐼pX˚qq1|||X˚|||𝛼,𝑇 ď𝑀 as 𝑛 Ñ 8.
Moreover, by the bounded convergence theorem, since for all 𝑛,

ℎp𝐼pX˚,𝑛qq1|||X˚,𝑛|||𝛼,𝑇 ď𝑀 ď }ℎ}8,

we deduce that

lim
𝑛Ñ8

Epℎp𝐼pX˚,𝑛qq1|||X˚,𝑛|||𝛼,𝑇 ď𝑀 q “ Epℎp𝐼pX˚qq1|||X˚|||𝛼,𝑇 ď𝑀 q.

This completes the proof.

As an application, we consider for every 𝑛 P N˚ the problem
$

’

&

’

%

d𝑌 𝑛p𝑡q

d𝑡
“

?
𝑛

𝑑
ÿ

𝑗“1

𝜉𝑗,r𝑛𝑡s𝑓𝑗p𝑌
𝑛p𝑡qq for all 𝑡 P r0, 𝑇 s,

𝐻0𝑌
𝑛p0q ` 𝐻1𝑌

𝑛p𝜏q “ 𝑣,

where 𝜉 :“ p𝜉𝑗,𝑘qp𝑗,𝑘qPt1,¨¨¨ ,𝑑uˆN is a discrete family of independent random
variables with mean zero, variance 1, same distribution and finite moments.
We define the sequence of R𝑑-valued processes 𝑊𝑛 “ p𝑊𝑛

1 , . . . ,𝑊
𝑛
𝑑 q such

that for all 𝑗 “ 1, . . . , 𝑑,

𝑊𝑛
𝑗 p𝑡q “

1
?
𝑛

¨

˝

r𝑛𝑡s´1
ÿ

𝑘“0

𝜉𝑗,𝑘 ` p𝑛𝑡 ´ r𝑛𝑡sq𝜉𝑗,r𝑛𝑡s

˛

‚.

Notice that 𝑊𝑛 is Lipschitz-continuous. Therefore, 𝑊𝑛 can be enhanced
with W𝑛 “ p𝑊𝑛,W𝑛q P 𝒞𝛼pr0, 𝑇 s,R𝑑q where

W𝑛p𝑠, 𝑡q “

ż 𝑡

𝑠
p𝑊𝑛p𝑟q ´ 𝑊𝑛p𝑠qq b d𝑊𝑛p𝑟q.

The following theorem establishes the convergence in distribution of 𝑌 𝑛

as 𝑛 goes to infinity.
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Theorem 5. For every continuous bounded function ℎ : 𝐶𝛼pr0, 𝑇 s,Vq Ñ R,

lim
𝑛Ñ8

Epℎp𝑌 𝑛q1W𝑛Pℬ𝑀,𝑇
q “ Epℎp𝑌 q1WPℬ𝑀,𝑇

q,

where W is the enhanced Brownian motion defined by (14) and 𝑌 is the
solution of

$

’

&

’

%

d𝑌 p𝑡q “

𝑑
ÿ

𝑗“1

𝑓𝑗p𝑌 p𝑡qq ˝ d𝑊𝑗p𝑡q for all 𝑡 P r0, 𝑇 s,

𝐻0𝑌 p0q ` 𝐻1𝑌 p𝜏q “ 𝑣.

This theorem is similar to [11, Theorem 7] but its proof is different.

Proof. It is a direct consequence of [4, Theorem 1] and of Theorem 4.

7 Global existence result

In Section 3 we prove that (9) (and (10)) has a unique solution for every 𝜏
small enough. In this section we use the Brouwer degree in order to prove
that (9) has a solution (maybe more than one) for every 𝜏 P r0, 𝑇 s, yet only
when V is finite-dimensional.

Throughout the section, we assume that V “ R𝑁 for some 𝑁 P N˚. We
equip V with the Lebesgue measure.

Before we establish the existence of solution for (9) in Theorem 6, we
remind the definition and some properties of the Brouwer degree. For a more
complete exposition on the degree theory we refer the reader for instance
to [12].

Consider a bounded open subset 𝒪 Ă R𝑁 “ V, a continuous function
Φ : 𝒪 Ñ R𝑁 and 𝑦 P 𝑉 such that 𝑦 R ΦpB𝒪q. The Brouwer degree
degpΦ,𝒪, 𝑦q with Φ P 𝐶1p𝒪,Vq can be defined as follows (see for instance [12,
Definition 13.2.9]).

Definition 1. If 𝑦 is a regular value of Φ (namely such that det 𝐽Φp𝑥q ­“ 0
for all 𝑥 P Φ´1pt𝑦uq), then degpΦ,𝒪, 𝑦q is defined by

degpΦ,𝒪, 𝑦q “
ÿ

𝑥PΦ´1pt𝑦uq

sign pdet 𝐽Φp𝑥qq .

If 𝑦 is a critical value of Φ (𝑦 is not a regular value of Φ), then degpΦ,𝒪, 𝑦q

is defined by

degpΦ,𝒪, 𝑦q “ degpΦ,𝒪, 𝑦1q,

where 𝑦1 is a regular value of Φ such that |𝑦 ´ 𝑦1| ă distp𝑦,ΦpB𝒪qq.
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The Brouwer degree has the following property (see for instance [12,
Theorem 13.2.11(iv)]).

Lemma 4. Let 𝑦 P V such that 𝑦 R ΦpB𝒪q. If degpΦ,𝒪, 𝑦q ­“ 0 then there
exists a solution 𝑥 P 𝒪 to the equation Φp𝑥q “ 𝑦.

The invariance by homotopy is another important property of the Brouwer
degree and can be stated as follows (see for instance [12, Theorem 13.2.11(ii)]).

Lemma 5. We fix 𝜏 ą 0 and consider a continuous function 𝐻 : r0, 𝜏 sˆ𝒪 Ñ

V. If we assume that 𝑦 R 𝐻p𝑡, B𝒪q for all 𝑡 P r0, 𝜏 s, then

degp𝐻p0, ¨q,𝒪, 𝑦q “ degp𝐻p𝜏, ¨q,𝒪, 𝑦q.

The existence of solutions of (9) can now be established in the following
theorem.

Theorem 6. If 𝐻 :“ 𝐻0 ` 𝐻1 is invertible, then for every 𝜏 P r0, 𝑇 s, there
exists 𝑌 P 𝐶𝛼pr0, 𝑇 s,Vq such that (9) is satisfied. Moreover, for almost every
𝑣 P V the number of solutions of (9) is finite.

Proof. As a consequence of Lemma 3 and the beginning of the proof of
Theorem 1, it suffices to prove that there exists 𝑎 P V such that 𝑎 “ 𝐿p𝑎q𝜏 .
With ℒ defined by

ℒp𝜏, 𝑎q “ 𝑎 ` 𝐻´1𝐻1p𝐼p𝑎qp𝜏q ´ 𝑎q for p𝜏, 𝑎q P r0, 𝑇 s ˆ V,

the problem 𝑎 “ 𝐿p𝑎q𝜏 is equivalent to

ℒp𝜏, 𝑎q “ 𝑣 where 𝑣 “ 𝐻´1𝑣. (20)

Hence, we look for 𝑎 P V solving (20). In order to prove the existence of
solutions it suffices to prove that for 𝑟 ą 0 large enough and for all 𝜏 P r0, 𝑇 s

the Brouwer degree of ℒp𝜏, ¨q exists and satisfies

degpℒp𝜏, ¨q, 𝐵𝑟p𝑣q, 𝑣q ‰ 0, (21)

where 𝐵𝑟p𝑣q stands for the ball in 𝑉 of center 𝑣 and radius 𝑟.
For all 𝑟 ą 0,

degpℒp0, ¨q, 𝐵𝑟p𝑣q, 𝑣q “ degpId, 𝐵𝑟p𝑣q, 𝑣q “ 1.

By Lemma 1, for all p𝜏, 𝑥q P r0, 𝑇 s ˆ V such that ℒp𝜏, 𝑥q “ 𝑣, we have

|𝑥 ´ 𝑣| “|𝐻´1𝐻1p𝐼p𝑥qp𝜏q ´ 𝑥q|

ď |𝐻´1𝐻1| ¨ |𝐼p𝑥qp𝜏q ´ 𝐼p𝑥qp0q|

ď |𝐻´1𝐻1| ¨ }𝐼p𝑥q}𝛼𝜏
𝛼

ď |𝐻´1𝐻1|𝑐𝛼,𝑓,X𝑇𝛼.
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This implies that for all 𝑟 ą |𝐻´1𝐻1|𝑐𝛼,𝑓,X𝑇𝛼 and all 𝜏 P r0, 𝑇 s,

𝑣 R ℒp𝜏, B𝐵𝑟p𝑣qq

and then the degree degpℒp𝜏, ¨q, 𝐵𝑟p𝑣q, p𝑣qq is well-defined. Moreover, by
the continuity of 𝐼, the function ℒ is a homotopy. This implies that for all
𝜏 P r0, 𝑇 s,

degpℒp𝜏, ¨q, 𝐵𝑟p𝑣q, 𝑣q “ degpℒp0, ¨q, 𝐵𝑟p𝑣q, 𝑣q “ 1

and then (21) and the existence of a solution 𝑎 P 𝐵𝑟p𝑣q to 𝑎 “ 𝐿p𝑎q𝜏 .
It remains to prove that for every 𝜏 P r0, 𝑇 s the number of solutions

of 𝑎 “ 𝐿p𝑎q𝜏 is finite for almost every 𝑣, or equivalently for almost every
𝑣. We fix 𝑟 ą |𝐻´1𝐻1|𝑐𝛼,𝑓,X𝑇𝛼. Since 𝑓 P 𝐶3

𝑏 the function 𝑎 ÞÑ 𝐼p𝑎q is
𝐶1. Following the Sard theorem [12, Lemma 13.2.1, p. 331], the Lebesgue
measure of the set of critical values of ℒp𝜏, ¨q is equal to 0. Consider a
regular value 𝑣 of ℒp𝜏, ¨q. The set 𝐵𝑟p𝑣q Xℒp𝜏, ¨q´1p𝑣q is closed and bounded,
and consequently compact because V is finite-dimensional. Since 𝑣 is a
regular value, ℒp𝜏, ¨q is locally invertible on a neighborhood of each point
of 𝐵𝑟p𝑣q X ℒp𝜏, ¨q´1p𝑣q. Then each point of 𝐵𝑟p𝑣q X ℒp𝜏, ¨q´1p𝑣q is isolated.
Since |𝐿p𝜏, ¨q| is bounded (by |𝐻´1𝑣| ` |𝐻´1𝐻1|𝜏𝛼𝑐𝛼,𝑓,X for instance), we
choose 𝑟 large enough and deduce that ℒp𝜏, ¨q´1p𝑣q is finite. This completes
the proof.

Remark 4. If 𝑓 is not bounded, the existence of solutions is not ensured for
every 𝜏 . Consider for instance the real-valued differential equation

d𝑌 p𝑡q “ 𝑌 p𝑡q d𝑊 p𝑡q

where 𝑊 is a Hölder function and 𝑎 P R. The solutions are written as

𝑌 p𝑡q “ 𝑎 expp𝑊 p𝑡q ´ 𝑊 p0qq.

where 𝑎 is a constant. The condition

𝐻0𝑌 p0q ` 𝐻1𝑌 p𝑇 q “ 𝑣

can be rewritten as

𝐻0𝑎 ` 𝐻1𝑎 expp𝑊 p𝑇 q ´ 𝑊 p0qq “ 𝑣

and then

𝑎 “
𝑣

𝐻0 ` 𝐻1 expp𝑊 p𝑇 q ´ 𝑊 p0qq

which is defined if and only if 𝐻0 `𝐻1 expp𝑊 p𝑇 q ´𝑊 p0qq ‰ 0. The solution
is then

𝑌 p𝑡q “
𝑣 expp𝑊 p𝑡q ´ 𝑊 p0qq

𝐻0 ` 𝐻1 expp𝑊 p𝑇 q ´ 𝑊 p0qq
“

𝑣 expp𝑊 p𝑡qq

𝐻0 expp𝑊 p0qq ` 𝐻1 expp𝑊 p𝑇 qq
.
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If 𝐻0 and 𝐻1 have different signs and are different from 0, then the condition
𝐻0 ` 𝐻1 expp𝑊 p𝑇 q ´ 𝑊 p0qq ‰ 0 is equivalent to

𝑊 p𝑇 q ´ 𝑊 p0q ‰ ln

ˆ

´
𝐻0

𝐻1

˙

.

This is not ensured even when 𝑊 is bounded.

8 Young differential equations

In this section we wish to extend previous results to a framework with
long-range dependence. This generally involves more regular processes and
the Young integration suffices. We consider in this section 𝛼 P p12 , 1s. If U
is a Banach space we denote by 𝒞𝛼pr0, 𝑇 s,Uq the space of 𝛼-Hölder rough
paths 𝑋 and define

}𝑋}𝛼,𝑇 “ sup
0ď𝑠‰𝑡ď𝑇

|𝑋p𝑠, 𝑡q|

|𝑡 ´ 𝑠|𝛼
ă 8.

The metric on 𝒞𝛼pr0, 𝑇 s,Uq is defined by

𝜚𝛼,𝑇 p𝑋1, 𝑋2q “ sup
0ď𝑠‰𝑡ď𝑇

|𝑋1p𝑠, 𝑡q ´ 𝑋2p𝑠, 𝑡q|

|𝑡 ´ 𝑠|𝛼

for all 𝑋1 and 𝑋2 in 𝒞𝛼pr0, 𝑇 s,Uq. If V is another Banach space, 𝑓 P

𝐶2
𝑏 pV,LpU,Vqq and 𝑎 P V then the following differential equation

𝑌 p𝑡q “ 𝑎 `

ż 𝑡

0
𝑓p𝑌 p𝑠qqd𝑋p𝑠q for all 𝑡 P r0, 𝑇 s

(in the Young sense) has a unique solution 𝑌 P 𝐶𝛼pr0, 𝑇 s,Vq. If we denote
this solution by 𝐼p𝑎,𝑋q to take account of the dependence on p𝑎,𝑋q, then it
defines the Itô map 𝐼 from V ˆ 𝒞𝛼pr0, 𝑇 s,Uq to 𝐶𝛼pr0, 𝑇 s,Vq. Moreover it
can be proved that, if we set

ℬ𝑀,𝑇 “ t𝑋 P 𝒞𝛼pr0, 𝑇 s,Uq | }𝑋}𝛼,𝑇 ď 𝑀u,

that there exists a positive constant 𝐶𝛼,𝑓,𝑀 depending only on 𝛼, 𝑓 and 𝑀
such that for all 𝑎, 𝑏 P V, and for all 𝑋1 and 𝑋2 P ℬ𝑀,𝑇 ,

}𝐼p𝑎,𝑋1q ´ 𝐼p𝑏,𝑋2q}𝛼,𝑇 ď 𝐶𝛼,𝑓,𝑀 p|𝑎 ´ 𝑏| ` 𝜚𝛼,𝑇 p𝑋1, 𝑋2qq . (22)

In particular, for every 𝑋 P 𝒞𝛼pr0, 𝑇 s,Uq there exists a positive constant
𝐶𝛼,𝑓,𝑋 depending only on 𝛼, 𝑓 and }𝑋}𝛼,𝑇 such that for all 𝑎 and 𝑏 P V,

}𝐼p𝑎,𝑋q ´ 𝐼p𝑏,𝑋q}𝛼,𝑇 ď 𝐶𝛼,𝑓,𝑋 |𝑎 ´ 𝑏|. (23)

From (22), we can deduce the following result whose proof is similar to
that of Theorem 1.
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Theorem 7. Let 𝜏 ą 0 such that

𝜏 ă
1

p|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑋q1{𝛼
. (24)

If 𝐻 :“ 𝐻0 ` 𝐻1 is invertible, then there exists a unique solution 𝑌 P

𝐶𝛼pr0, 𝑇 s,Vq to
"

d𝑌 p𝑡q “ 𝑓p𝑌 p𝑡qqd𝑋p𝑡q for all 𝑡 P r0, 𝑇 s,
𝐻0𝑌 p0q ` 𝐻1𝑌 p𝜏q “ 𝑣.

(25)

We fix 𝑀 ą 0 and 𝜏 ą 0 such that

𝜏 ă
1

p|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀 q1{𝛼
. (26)

Theorem 7 enables us to define the function 𝐼 : ℬ𝑀,𝑇 Ñ 𝐶𝛼pr0, 𝑇 s,Vq such
that for every 𝑋 P 𝒞𝛼pr0, 𝑇 s,Uq, 𝐼p𝑋q is the unique solution of (25). The
following theorem states that 𝐼 is continuous. Its proof is similar to that of
Theorem 2.

Theorem 8. The map 𝐼 is Lipschitz continuous with respect to 𝜚𝛼,𝑇 on ℬ𝑀,𝑇 ,
with constant

𝐶𝛼,𝑓,𝑀 `
|𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜏𝛼

1 ´ |𝐻´1𝐻1|𝐶𝛼,𝑓,𝑀𝜏𝛼
.

We can deduce the following limit theorem.

Theorem 9. We assume that U is separable and that (26) is satisfied.
Let 𝑋 and p𝑋𝑛q𝑛 be a random variable and a sequence of random variables
with values in 𝒞0,𝛼pr0, 𝑇 s,Uq such that 𝑋𝑛 converges in distribution to 𝑋
in 𝒞0,𝛼pr0, 𝑇 s,Uq and Pp}𝑋}𝛼,𝑇 “ 𝑀q “ 0. For every continuous bounded
function ℎ : 𝐶𝛼pr0, 𝑇 s,Vq Ñ R,

lim
𝑛Ñ8

Epℎp𝐼p𝑋𝑛qq1𝑋𝑛Pℬ𝑀,𝑇
q “ Epℎp𝐼p𝑋qq1𝑋Pℬ𝑀,𝑇

q.

Now we give an application of the above result. We consider for every
𝜀 P p0, 1s the problem

$

’

&

’

%

d𝑌 𝜀p𝑡q

d𝑡
“

𝑑
ÿ

𝑗“1

1

𝜀𝛾𝑗
𝑚𝑗

ˆ

𝑡

𝜀2

˙

𝑓𝑗p𝑌
𝜀p𝑡qq for all 𝑡 P r0, 𝑇 s,

𝐻0𝑌
𝜀p0q ` 𝐻1𝑌

𝜀p𝜏q “ 𝑣,

(27)

where for every 𝑗, 𝛾𝑗 P p0, 1q and 𝑚𝑗 is a continuous stationary Gaussian
process with mean zero and such that there exists 𝑐𝑗 such that the covariance
satisfies as 𝑡 Ñ 8,

Ep𝑚𝑗p0q𝑚𝑗p𝑡qq „
𝑐𝑗
𝑡𝛾𝑗

.
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Moreover we assume that 𝑚1,𝑚2, . . . ,𝑚𝑑 are independent, and without loss
of generality, that 𝛾1 ě ¨ ¨ ¨ ě 𝛾𝑑.

We define for every 𝜀 the Lipschitz continuous process 𝑤𝜀 such that for
all p𝑠, 𝑡q,

𝑤𝜀p𝑠, 𝑡q “ p𝑤𝜀
1p𝑠, 𝑡q, . . . , 𝑤𝜀

𝑑p𝑠, 𝑡qq

where for all 𝑗,

𝑤𝜀
𝑗 p𝑠, 𝑡q “

ż 𝑡

𝑠

1

𝜀𝛾𝑗
𝑚𝑗

´ 𝑟

𝜀2

¯

d𝑟.

The following result deals with the asymptotic behavior of (27).

Theorem 10. Consider 𝛼 P p12 ,
2´𝛾1
2 q. For every continuous bounded func-

tion ℎ : 𝐶𝛼pr0, 𝑇 s,Vq Ñ R,

lim
𝑛Ñ8

Epℎp𝑌 𝜀q1𝑤𝜀Pℬ𝑀,𝑇
q “ Epℎp𝑌 q1𝑊Pℬ𝑀,𝑇

q, (28)

where 𝑌 is the solution of

$

’

&

’

%

d𝑌 p𝑡q “

𝑑
ÿ

𝑗“1

𝑓𝑗p𝑌 p𝑡qqd𝑊𝑗p𝑡q for all 𝑡 P r0, 𝑇 s,

𝐻0𝑌 p0q ` 𝐻1𝑌 p𝜏q “ 𝑣

and 𝑊 “ p𝑊1, . . . ,𝑊𝑑q is a multidimensional fractional Brownian motion
such that for all p𝑗, 𝑘q,

Ep𝑊𝑗p𝑡q𝑊𝑘p𝑠qq “ 𝛿𝑗“𝑘
𝜌𝑗
2

`

|𝑡|2𝐻𝑗 ` |𝑠|2𝐻𝑗 ´ |𝑡 ´ 𝑠|2𝐻𝑗
˘

with 𝐻𝑗 “ p2 ´ 𝛾𝑗q{2 and 𝜌𝑗 “ 𝐻´1
𝑗 p2𝐻𝑗 ´ 1q´1𝑐𝑗.

Proof. Since 𝛼 P p12 ,
2´𝛾1
2 q and by [19, Theorem 5], 𝑤𝜀 converges in dis-

tribution to 𝑊 in 𝒞0,𝛼pr0, 𝑇 s,Vq as 𝜀 Ñ 0. By Theorem 9, the proof is
completed.

9 Conclusion

We reduced the affine boundary value problem (9) to a fixed-point problem.
This approach may be used whenever the Itô map is well defined. This is
especially suitable for a large range of driving rough signals (semi-martingales,
fractional Brownian motion and many more) and enable us to avoid any
technical difficulties related to anticipating stochastic calculus.

For every time 𝜏 small enough, using properties of the Itô map we
established the existence and uniqueness of a solution, regularity results, and
limit theorems.
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Using the Brouwer degree we proved a global existence result. The
number of solutions is finite for almost every 𝑣. We also gave counterexample
showing that, if 𝑓 is not bounded, then the existence of a solution for every
time 𝜏 is not ensured. This is related to the behavior of the Itô map and to
the operators 𝐻0 and 𝐻1.

Further studies could concern sharper hypotheses, counterexamples for
the existence or the uniqueness of a solution, as well as asymptotic results
and their applications in multiscale modeling.

Finally, let us mention that the use of regularity structures [10] could
lead to similar results where the ordinary/rough differential equations are
replaced by (rough) partial differential equations.
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[21] D. Nualart and É. Pardoux. Stochastic calculus with anticipating
integrands. Probab. Theory Related Fields, 78(4):535–581, 1988.
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