Supplementary Material for Learning Rate Adaptation by Line
Search in Evolution Strategies with Recombination

Armand Gissler
forename.lastname@polytechnique.edu
Inria and CMAP, Ecole Polytechnique,

IP Paris, CNRS
Palaiseau, France

ABSTRACT
This is the supplementary material (proofs) for [1].

ProoF oF LEMMA 2.3 IN [1]. Let t € N. We know that Xy =
X; + w1 2P wiU with ey = ROXG, @l Xl B, wiU 2.
Then, by (A1)

Zy =

[1X;
[1Xe+l H ( aS(q)] )Sz ‘
(1l [IX¢ || 11X t+1 1

But then, according to (A2), we have that Z; has the same dis-
tribution than ||e; + ak(e, aS‘qj)S‘q;H. Thus, all the Z;,t € N are
identically distributed.
Lets € R, and denote /*: R” — C the measurable function such
that *(X;) = E[expisZ; | X;]. Then, for x € R, according to (A2)
Y (x) =EBexpis

applied to X = x
X
- SG" S‘/’
|| it (||x|| * U) Ura
=y (er).

Thus, E[expisZ; | X;] = ¥°(Xt) = ¥°(e1). Define ¥; the filtration
induced by Xj, . .., X;. We get then
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=E

+5tZt)]

+5tZt) | Ftl]
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Hence, Z; is independent from (Zy, Z1, . . ., Z;—1). By induction, we
get that (Zy, Z1, . .., Z;) is mutually independent. O

PRrROOF OF LEMMA 3.2 IN [1]. Assumption (A1) holds by [1, Lemma
2.1].

Let R be a rotation matrix. Then &p s (Rx, Rv) = arg min, . [|[Rx+
kRo|| = argmin, ., [|R(x+x0)|| = arg min, . ||x+xo|| = kprs(x,0).
Hence kprg is rotation-invariant and [1, Lemma 2.2] implies that
(A2) holds.

Now, let us show that (A4) is satisfied. Let Ul ..., U* e RY be
i.i.d. infinite dimensional standard Gaussian vectors. Then, when
n — oo, the following limit holds a.s. by the strong LLN

of <25 S,

2

_’ﬂw’

Anne Auger
forename.lastname@inria.fr
Inria and CMAP, Ecole Polytechnique,
IP Paris, CNRS
Palaiseau, France

Nikolaus Hansen
forename.lastname@inria.fr
Inria and CMAP, Ecole Polytechnique,
IP Paris, CNRS
Palaiseau, France

thus by [1, Lemma 3.1]
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Thus (A4) holds. O

PRrOOF OF LEMMA 4.2 IN [1]. First, let us prove the scaling-invariance

condition (A1) for KDfS Consider kgfs (x/r,v/r,Kinit). Then, as in
line 4 of [1, Algorithm 2], the condition f(x + k%) < f(x + «lv)
is equivalent to f(x/r + k%/r) < f(x/r + x'v/r), as f is the
sphere function is scaling-invariant, then kgfs (x/r,o/r,Kinit) =
kP (x,0, Kinit). Thus, (A1) holds.

The function KDfs is rotation-invariant. Indeed if R is a rotation
matrix, then, as in line 4 of [1, Algorithm 2], the condition f(x +
k%) < f(x+xlv) is equivalent to f(Rx+k°Ro) < f(Rx+x'Ro), as
f is the sphere function is invariant by rotation, then this implies
that KDLS (Rx, Ru, kinit) = K BLS (x 0, Kinit)- Thus, by [1, Lemma 2.2],
(A2) holds.

We prove now that (A4) is satisfied. Consider U, ..., U € RN
p 1i.d. infinite dimensional standard Gaussian vectors, and denote

= 2 wil U] <.

Consider the line search obtained with kgfs (el, %Sg, Kinit). We

denote (x*°, Ki’l)i:(),...,c(ﬁ’g)_z the value of k! and k° over the
iterations of this line search.

We prove now by induction that foralli = 0,1,...,
limits when n — oo hold a.s. k%0 — K0
(b0 gLl e given in the line 5 and line 7 of [1, Algorithm 2]
over iteration initialized with parameters X = o~ prllj eRlLo=

the following

0,1,1

and k4! — , where

1 eR! and given Kipit, &, f. At iteration i = 0, this is trivially true
as kb0 = kb0 = ;0 /2, and kB! = K°b1
Now consider an arbitrary step i of the line search, and assume

that k%0 — k%50 and kb1 — k51 Then, xt10 = 10 + (1-

) (Ki,l — )ci,o) l{ha/n(Ki’ISl'j)<ha/n(l€i’055)}, where

= 2Kinit
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Hence, a.s. hq/, (k%) S[}) tends to 21(?00’1’-’5[1] +a (k)" pg! when
n — oo, so that

hm l{ha/ (Klls )<ha/n(K105n)}

n—oo

=1 o N
{(eot —ki0) (257 + (k4040 ) a DU ) >0}

i+1,0 i+1,1 00,i+1,1

hence — kOO Similarly, lim x =K
n—oo

In the end, by induction, we get that

: = X n R Y «) i -
nlg%ok (el, ;SUs Klnlt) =K (([U ]l)i=1,._,,/1’Klmt) .

where € is defined in [1, Lemma 4.2]. Hence (A4) holds.
O

LEMMA A.1. Forn € N*, let U,%, e, U,’,l be i.i.d. standard multi-
variate normal distribution of dimension n. Suppose that the functions
Kn: R®" X R" — Ry are either all equal to kprs or all upperbounded
by a positive constant k™. Then,

a/nZwl

nln|le; + &k, (el,a/nZw,

i=1

neN*

is uniformly integrable.

PrOOF. Suppose first that for all n € N*, k,, = kprs. Note then
that, as in the proof of [1, Theorem 3.3], we have

nln|le; + &n (el,a/nz wlU’

i=1

n (2 WiUrl;]f 1
=8l |l1- £ WU <0°
A R

But it is proven in [2, Proof of Proposition 4, page 23] that
[z w?
Izt witi]l

-n/8

Lis# wUili<o
neN*

is uniformly integrable.

Suppose now that there exists ™ > 0 such that for all n € N*,
&n < kM. We will prove the uniform integrability of the positive
part and of the negative part of

nln|le; + kp (el,a/nZw,

i=1

)a/nZwlU’

For the negative part, note that, by definition of &pr g, then

a/nZwlU’

> |le1 + KpLs (el,a/nZwl

i=1

neN*

e1 +Kn el,a/nZw,

a/nZw,
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In addition, the negative part of the logarithm In~ is a decreasing
function, thus

a/nZwlU’
)a/nZwlU’ . (1)

Note that, as ||e; +kprs(e1, a/n Zle wiUb)ar/n P wiUL|| < |ler+

Ol = 1, then In [leg + Rprs(er, a/n X1, wiUa/n X wiULl| <

[le1 +0]] < 0, thus is equal in absolute value to its negative part.
However, as

nln™ |le; + kp (el,a/nZw,

< nln™ |ley + kprs (el,a/nZw,

i=1

p 2
nln ||e; + &prLs (el,a/nz w;U}

n
oc/nZw,-U,ll
i=1 e

is uniformly integrable (since it is equal to the sequence with In
instead of In~ which is uniformly integrable as seen above) , then
according to Eq. (1) so is

a/nZwlU’

nln™ |le; + kn (el,a/nZwl

neN*
We claim that for all x € R”, and 0 < k < ™, then
In* |ler + kx|| < In* ||eg + xMx]].
Indeed, the above equation is equivalent to
llex +1exl|* ey sexyz1 < llex +1MxlP), orn 1

However, the derivative of the function x + ||e; + kx| is equal to
K > 2[x]1 + k(x, x), hence is nonnegative for any x > 0 that also
satisfies that |le; + kx||2 = 1+ x(2[x]1 + x{x, x)) is greater than or
equal to 1. Thus, the above condition is satisfied.

For the positive part, we have then

2
p !
¥ _ a il i
nln™ (e + Ky |e1, — E wil, | — E w;iUy,
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But it is proven in [2]! that the RHS of the above equation is uni-
formly integrable. All in all, we get that

el,a/nZwl a/nZwl
neN*

i=1
is uniformly integrable. O

nln|le; + kp
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Ireplace o* by ax™ in the proof of Proposition 4 of [2]
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