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Abstract

We consider the problem of localizing a spatio-temporal
tube in a video corresponding to a given text query. This is
a challenging task that requires the joint and efficient mod-
eling of temporal, spatial and multi-modal interactions. To
address this task, we propose TubeDETR, a transformer-
based architecture inspired by the recent success of such
models for text-conditioned object detection. Our model
notably includes: (i) an efficient video and text encoder
that models spatial multi-modal interactions over sparsely
sampled frames and (ii) a space-time decoder that jointly
performs spatio-temporal localization. We demonstrate the
advantage of our proposed components through an exten-
sive ablation study. We also evaluate our full approach on
the spatio-temporal video grounding task and demonstrate
improvements over the state of the art on the challenging
VidSTG and HC-STVG benchmarks.

1. Introduction

Grounding natural language in visual content is a fun-
damental skill to build powerful and explainable vision and
language models. In particular, understanding the associa-
tion of language with spatial regions and temporal bound-
aries in videos is particularly important to analyze and im-
prove multi-modal video models. This goes beyond associ-
ating a global visual representation with a textual represen-
tation [57,62], as it requires to reason about detailed spatio-
temporal visual representations and their association with
natural language, as illustrated in Figure 1.

Spatio-temporal video grounding, recently introduced
in [102], is an interesting and challenging task that lies at
the intersection of visual grounding [33, 59, 74] and tem-
poral localization [9, 25, 30]. Given an untrimmed video
and a textual description of an object, spatio-temporal video
grounding aims at localizing a spatio-temporal tube (i.e., a
sequence of bounding boxes) for the target object described
by the input text. This task is particularly challenging as
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Input text query: What does the adult ride in the playground?

... ...

tstart tend

...

Output spatio-temporal tube:

Figure 1. Spatio-temporal video grounding requires reasoning
about space, time, and language.

videos are highly diverse and often present challenging sce-
narios where different entities have similar appearance or
perform similar actions within one scene.

The success of attention-based models in natural lan-
guage processing [21, 75] has recently inspired approaches
to integrate transformers into computer vision tasks, such
as image classification [22], object detection [8], semantic
segmentation [52] or action recognition [3, 7, 60, 100]. No-
tably, with DETR [8], transformers have shown competitive
performance on object detection while removing the need
of multiple hand-designed components encoding a prior
knowledge about this task. More recently, MDETR [37] has
extended this framework for various text-conditioned object
detection tasks in the image domain, such as phrase ground-
ing, referring expression comprehension and segmentation.

Inspired by these works, and the fact that attention-
based architectures are an intuitive choice for modelling
multi-modal and spatio-temporal contextual relationships in
videos, we develop a transformer encoder-decoder model
for spatio-temporal video grounding, as illustrated in Fig-
ure 2. While existing approaches for this task rely on pre-
extracted object proposals [102], tube proposals [72] or up-
sampling layers [68], our architecture simply reasons about
abstractions called time queries to jointly perform temporal
localization and visual grounding. Our framework enables
to use the same representations for both subtasks in order to
learn powerful contextualized representations.

More specifically, our architecture includes key compo-
nents to jointly model temporal, spatial and multi-modal in-
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teractions. Our video-text encoder efficiently encodes spa-
tial and multi-modal interactions by computing these inter-
actions over sparsely sampled frames, and separately re-
covers temporally local information with a lightweight fast
branch. Our space-time decoder models temporal interac-
tions with temporal self-attention layers, and spatial and
multi-modal interactions with time-aligned cross-attention
layers. Spatio-temporal video grounding is then tackled
with multiple heads on top of the decoder outputs, which
predict the object boxes and temporal start and end prob-
abilities. We conduct various ablation studies, where we
notably show the benefit of our video-text encoder in terms
of performance-memory trade-off, and the efficiency of our
space-time decoder in terms of spatio-temporal grounding
results. Finally, we show that our method significantly im-
proves over state-of-the-art methods on two benchmarks,
VidSTG [102] and HC-STVG [72].
In summary, our contributions are three-fold: (i) We pro-
pose a novel architecture for spatio-temporal video ground-
ing that performs this task with a space-time transformer
decoder. (ii) We propose a dual-stream encoder that effi-
ciently encodes spatial and multi-modal interactions, based
on a slow multi-modal stream and a lightweight fast visual
stream. (iii) We conduct comprehensive experiments on
two benchmarks, VidSTG and HC-STVG, showing the ef-
fectiveness of our framework for the spatio-temporal video
grounding task. Our approach, referred to as TubeDETR,
outperforms all state-of-the-art methods by a large margin.
Code and trained models are publicly available at [1].

2. Related Work
Spatio-temporal video grounding. Visual grounding con-
sists in spatially localizing an object given a referring ex-
pression, and has been an active area of research both in
the image domain [18, 32, 33, 51, 59, 77, 83, 91, 97, 107] and
the video domain [35,66,74]. A standard paradigm consists
in using pre-extracted object proposals [48, 49, 78, 84, 86,
87, 90], while some recent works [19, 34, 37, 46, 56, 88, 89]
have proposed one-stage approaches which do not rely on
such proposals. Our work follows the one-stage framework
of MDETR [37], but extends it to spatio-temporal video
grounding with temporal localization losses (see Equa-
tion 1), slow-fast encoding (see Figure 3), and space-time
decoding (see Figure 4).

A separate line of work focuses on temporally localizing
moments in a video given a natural language query [9, 10,
12, 25, 27, 30, 31, 47, 58, 64, 76, 80, 92, 95, 96, 98, 99, 101].
These works build architectures that reason about time but
do not preserve spatial information. Spatio-temporal video
grounding lies at the intersection of temporal localization
and visual grounding. While some approaches [15, 72, 84]
rely on pre-extracted tube proposals, or object propos-
als [102], our method does not require any pre-extracted

proposals. A recent work [68] proposes STVGBert, a one-
stage approach that extends the VilBERT model [54] pre-
trained on Conceptual Captions [65] to this task. STVG-
Bert uses deconvolutions to perform visual grounding, and
symmetrically models temporal and spatial interactions. In
contrast, our architecture performs visual grounding with a
transformer decoder, and separately reasons about the tem-
poral and spatial dimensions.
Temporal modeling for video understanding. The rise of
powerful models for image understanding such as ViT [22]
or DETR [8] has fostered research extending these models
to the video domain [3,7,29,41,60,100]. In particular, Lei et
al. [41] propose an architecture that views moment retrieval
as a direct set prediction problem, but is unsuitable to vi-
sual grounding as it does not preserve spatial information.
He et al. [29] extend the DETR framework to videos, and
propose an architecture built with sequentially added mod-
ules on top of Deformable DETR [106], while ours is built
on inner modifications of a pretrained encoder and decoder
and also reasons about language. Our dual-branch encoder
is also related to SlowFast networks [23,82] which combine
fast and slow video streams. In contrast, in our case, both
streams operate on features extracted from the same back-
bone, and our dual-stream architecture is motivated by the
computational complexity related to multi-modal modeling.
Vision and language. Transformer-based architectures
have become ubiquitous in various vision and language
tasks [11, 14, 17, 20, 36, 38, 43, 45, 54, 55, 69, 71, 103]. Most
video-text transformers rely either on pre-extracted object
features [105], or spatially pooled features [24, 26, 44, 70,
85, 104], which do not preserve detailed spatial informa-
tion. In contrast, our architecture is designed to preserve
spatial information to perform visual grounding. Some re-
cent works propose transformer-based architectures reason-
ing on videos and text that do preserve spatial informa-
tion [2, 5, 42, 94]. However, these works typically aim to
learn global video representations to tackle video-level pre-
diction tasks, while we focus on learning detailed frame-
level representations to address a dense prediction task re-
quiring spatial and temporal localization.

3. Method
We first give an overview of our model in Section 3.1.

Next, we describe in detail the two main components of our
model, the video-text encoder (Section 3.2) and the space-
time decoder (Section 3.3). Then in Section 3.4 we explain
the loss used to train our model. Finally in Section 3.5 we
present how we initialize our model weights.

3.1. Overview

Our objective is, given a video and a language query, to
output a spatio-temporal tube, i.e. a sequence of bounding
boxes with temporal boundaries, grounding the language
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Figure 2. TubeDETR model overview. All input video frames vt and the sentence s are first processed with a Visual Backbone and a Text
Encoder. The resulting text and video features y0(s) and x0(v) are then jointly encoded with a Video-Text Encoder that computes spatial
and multi-modal interactions for M short clips of k frames (about 1 second). The resulting video-text features F (v, s) are then decoded
into the output spatio-temporal tube b̂ using a Space-Time Decoder that jointly reasons about time, space and text over the entire video.

query in the video. This is challenging as it requires mod-
elling long-range spatial and temporal interactions between
the language query and the video where the video may have
hundreds of frames represented by tens of thousands spatio-
temporal video features. Hence efficiency is a major chal-
lenge. To address this issue we design an encoder-decoder
architecture, illustrated in Figure 2, that enables accurate
yet efficient modelling of video-language spatial and tem-
poral interactions across the entire video. In particular, our
two-stream video-text encoder (Section 3.2) models video-
language interactions only over short clips of about one sec-
ond but allows for detailed spatial localization. Our space-
time decoder (Section 3.3) then models long-range tempo-
ral interaction over the entire video to produce a temporally
consistent output and accurate predictions of the start and
end times of the output spatio-temporal tube.

3.2. Video-Text Encoder

Our encoder is illustrated in Figure 3 and described
next. Its objective is to model spatial and multi-modal
interactions between the language query and the video to
accurately spatially ground the query in each frame. To
achieve this, we leverage the ability of the self-attention
layers to jointly model spatial and visual-linguistic inter-
actions [36, 37, 42]. However, computing self-attention be-
tween visual features and textual features for every frame is
computationally expensive. For this reason, we propose to
compute spatial and multi-modal interactions only for every
k-th frame. We denote the resulting stream as slow multi-
modal branch. We use a separate lightweight fast visual-
only branch that preserves the original frame rate and allows
us to recover some of the high frequency spatio-temporal
details lost by the sparse sampling in the slow branch.

Formally, our encoder takes as input a set of 2D flattened
image features x0(v) ∈ RT×HW×d from the visual back-
bone for all T frames of the input video together with a set
of L text features y0(s) ∈ RL×d extracted by the text en-
coder from the query sentence, and outputs a set of video-
text features F (v, s) ∈ RT×(HW+L)×d, one for each frame.
Next we give the details of the Slow and Fast branches, and
the final feature aggregation module.

Slow multi-modal branch. The goal of this branch (see
top of Figure 3) is to model interactions between visual and
textual representations. This branch first samples features
from one frame for a short clip of k consecutive frames. A
typical clip length is one second, i.e. k = 5 with a standard
frame rate of 5 frames per second [102]. Formally, the re-
sulting feature map is written as xp ∈ RM×HW×d where
M = ⌈T

k ⌉ is the number of clips, k is the length of the clip
and T is the length of the entire video. We then concate-
nate, for each clip m, its visual features xp

m with text fea-
tures y0(s) and forward it to a N-layer transformer encoder.
The outputs are contextualized visual-text representations
hp(v, s) ∈ RM×(HW+L)×d, which effectively combine in-
formation from the input video v and the query sentence s.

Fast visual-only branch. The previously explained tempo-
ral sparse sampling scheme reduces significantly the mem-
ory requirements of the video-text encoder but results in
a loss of spatio-temporal details which are important for
spatio-temporal video grounding. To alleviate this issue,
we introduce module f (see bottom of Figure 3) which op-
erates on 2D flattened image features for all frames. For-
mally, given feature map x0(v), this module outputs visual
features f(v) ∈ RT×HW×d. This fast branch preserves the
spatial and temporal resolution of the features but is com-
putationally light as it does not compute any multi-modal
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Figure 3. Video-Text Encoder takes as input a set of 2D flattened image features x0(v) together with a set of text features y0(s) from the
query sentence, and outputs a set of video-text features F (v, s), one for each frame. Top: the Slow multi-modal branch first samples video
features xp

m, one from every k frames. Then it computes multi-modal interactions between the sampled features xp
m and text features y0

using a transformer encoder. The temporal sampling reduces the number of video features in order to efficiently compute the attention-
based interactions. Bottom: lightweight “Fast visual-only” branch f processes features from all frames but without any attention layers for
increased efficiency. Features from both branches are then combined in module g into the final set of per-frame features F (v, s).

or spatial interactions. For additional efficiency, at training
time, this branch does not back-propagate gradients to the
visual backbone. Furthermore, we show in Section 4.2 that
it is able, when combined with the temporally sparse fea-
tures obtained from the slow branch, to recover some of the
temporal information lost during the temporal sampling.
Slow-Fast feature aggregation. We now describe the
slow and fast branches aggregation module (see Figure 3,
right), which fuses information from both branches and
outputs final video-text features. To match the temporal
dimension of the output from the fast branch f(v), the
output of the slow multi-modal branch hp(v, s) is tempo-
rally replicated k times for each clip resulting in video-
text encodings h(v, s) ∈ RT×(HW+L)×d. These encodings
are a concatenation of text-contextualized visual encodings
hv(v, s) ∈ RT×HW×d and visually-contextualized textual
encodings hs(v, s) ∈ RT×L×d. The text-contextualized
visual encodings hv(v, s) are combined with the outputs
of the fast branch with an additional aggregation module
g and a residual connection, resulting in aggregated vi-
sual encodings Fv(v, s) = g(hv(v, s), f(v)) + hv(v, s).
The final output of our video-text encoder is obtained by
concatenating these aggregated visual encodings with the
visually-contextualized textual encodings i.e. F (v, s) =
[Fv(v, s), hs(v, s)] ∈ RT×(HW+L)×d. In detail, the mod-
ule g is implemented as a sum followed by a linear layer,
i.e. g(hv(v, s), f(v)) = Linear(hv(v, s) + f(v)).

3.3. Space-Time Decoder

Our decoder is illustrated in Figure 4 and detailed next.
Its objective is to model the temporal interactions within
the entire video of T frames and decode the multi-modal
features from the encoder into a temporally coherent out-
put tube with accurate start and end times. This is achieved
by an efficient decoder architecture that alternates (i) tem-
poral self-attention layers, which model temporal interac-
tions across the entire video, with (ii) time-aligned cross at-
tention layers, which efficiently incorporate the video-text

features for individual frames obtained from the encoder.
In detail, the decoder operates on T positional encodings
{qt}Tt=1, one per frame, referred to as time queries. The ini-
tial encoding of each time query is obtained by summing a
learnt object encoding common to all frames, and a frozen
sinusoidal time encoding. The decoder also takes as input
T × (HW + L) video-language embeddings F (v, s) out-
put from the video-text encoder. The decoder is a suc-
cession of N decoder blocks. Each block is composed
of temporal self-attention, time-aligned cross-attention, and
feed-forward layers, interleaved with normalization [4], as
shown in Figure 4. The decoder outputs refined time queries
{Qt}Tt=1, which are contextualized across all frames in the
video together with video-text features produced by the en-
coder. The refined time queries are then jointly used for
outputting the spatio-temporal video tube that grounds the
input sentence in the video. The individual layers are de-
scribed in detail next.
Temporal self-attention. The T input time queries qt at-
tend to each other using the temporal self-attention layer.
This layer is in each of the N blocks of the decoder and
is responsible for modelling the long-range temporal inter-
actions in the entire video. This is possible because of the
relatively low complexity of this layer, which does not de-
pend on the spatial resolution of the input video.
Time-aligned cross-attention. Allowing each time query
to cross-attend to all T × (HW + L) video-text features
can be highly computationally expensive due to the large
number of video frames T and a large spatial resolution
HW of the video features. Instead, in our cross-attention
module, each time query qt only cross-attends to its tem-
porally corresponding multi-modal features F (v, s)[t] at
frame t. Note that with our time-aligned cross-attention for-
mulation, the time encoding and the temporal self-attention
layers are all the more important, as they are responsible
for the temporal modelling across the entire video. Without
them, our decoder would be decoding each frame indepen-
dently. Their importance is ablated in Section 4.2.
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Figure 4. Space-Time Decoder. The decoder is composed of N repeated blocks. In each block, time queries qt successively attend to
each other via temporal self-attention and to their respective time-aligned video-text features F (v, s) via time-aligned cross-attention. The
cross-attention mask (bottom) indicates the non-zero weights (white) between the input HW +L video-language features for each of the T
input frames (x-axis) and T time queries (y-axis). The cross-attention mask ensures that each time query qt only cross-attends to video-text
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of T frames. The temporal modelling over the entire length of the video is ensured by the temporal self-attention layers.

Prediction heads. The output of the decoder is a set of
refined time queries {Qt}Tt=1. They are jointly used for vi-
sual grounding and temporal localization to simultaneously
obtain predictions for all frames of the video. In detail,
normalized coordinates of all bounding boxes (2D center
and size) b̂ ∈ [0, 1]T×4 are predicted with a 3-layer MLP.
Probabilities of the start and the end of the output video
tube, τ̂s ∈ [0, 1]T and τ̂e ∈ [0, 1]T , respectively, are pre-
dicted with 2-layer MLPs. At inference time, the start and
end times of the output tube, t̂s and t̂e, are computed by
choosing the maximum of the joint start and end proba-
bility distribution (τ̂s, τ̂e) ∈ [0, 1]T×T with invalid com-
binations where t̂e ≤ t̂s masked out. The predicted spatio-
temporal tube {b̂t}t̂et=t̂s

is composed from bounding boxes

b̂t predicted within the chosen start and end times t̂s and t̂e.

3.4. Training loss

The input training data is in the form of a set of videos,
where each video is annotated with a query sentence s and
the corresponding video tube b composed of a set of bound-
ing boxes and corresponding start and end times, ts and te.
Inspired by [64], we construct a target start (respectively
end) distribution τs ∈ [0, 1]T (respectively τe) which fol-
lows a quantized Gaussian centered at ts ∈ [0, T − 1] (re-
spectively te) with standard deviation 1. We train our archi-
tecture with a linear combination of four losses

L = λL1LL1(b̂, b) + λgIoULgIoU (b̂, b)

+λKLLKL(τ̂s, τ̂e, τs, τe) + λattLatt(A) (1)

where b ∈ [0, 1]4(te−ts+1) denotes the normalized ground
truth box coordinates and b̂ the predicted bounding boxes
and A ∈ [0, 1]T×T denotes the temporal self-attention ma-
trix. Finally, different λ• are scalar weights of the indi-
vidual losses. LL1 is a L1 loss on bounding box coor-
dinates. LgIoU is a generalized “intersection over union”

(IoU) loss [63] on the bounding boxes. Both L1 and LgIoU

are used for spatial grounding. LKL(τ̂s, τ̂e, τs, τe) is the
Kullback-Leibler divergence loss measuring the distance
between the predicted and the target start distribution as
well as the distance between the predicted and the target
end distribution [64]. Latt(A) is a guided attention loss [64]
that encourages weights corresponding to time queries out-
side of the temporal boundaries to be lower than the weights
inside these boundaries. LKL and Latt(A) are both used for
temporal grounding. Losses are computed at each layer of
the decoder following [8].

3.5. Weight initialization

We initialize our architecture with weights from
MDETR [37] pretrained on Flickr30k [61], MS COCO [13]
and Visual Genome [40]. In detail, weights of our video-
text encoder are initialized from the MDETR multi-modal
encoder, except for the fast and aggregation modules. We
also use the weights from the MDETR single-image multi-
object decoder to initialize our multi-frame single-object
space-time decoder, except for the temporal localization
head. We show the benefit of this initialization notably
by comparing it to an ImageNet initialization, i.e. using a
visual backbone pretrained on ImageNet with a randomly
initialized transformer, in Section 4.2. We also evaluate a
MDETR-equivalent baseline in Section 4.2.

4. Experiments
This section demonstrates the effectiveness of our archi-

tecture and compares our method to the state of the art. We
first introduce the datasets, evaluation metrics and imple-
mentation details in Section 4.1. We then present ablation
studies in Section 4.2. The comparison to the state of the art
in spatio-temporal video grounding is given in Section 4.3.
Finally, we show qualitative results in Section 4.4.
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4.1. Experimental setup

Datasets. We evaluate our approach on the VidSTG [102]
and HC-STVG [72] datasets. Both are annotated with
spatio-temporal tubes corresponding to text queries. Vid-
STG consists of 99,943 sentence descriptions with 44,808
declarative sentences and 55,135 interrogative sentences de-
scribing 79 types of objects appearing in 10,303 different
videos. The dataset is divided into training, validation and
test subsets with 80,684, 8,956 and 10,303 distinct sen-
tences respectively, and 5,436, 602 and 732 distinct videos
respectively. HC-STVG consists of videos in multi-person
scenes, each annotated with one sentence referring to a per-
son. For ablation, we use the second improved version of
the dataset HC-STVG2.0 which is divided into training and
validation subsets with 10,131 and 2,000 video-sentence
pairs, respectively. The test set is not publicly available at
the time of writing. To compare with prior work, we use
the first version of the dataset HC-STVG1 which is divided
into training and test subsets with 4,500 and 1,160 video-
sentence pairs, respectively.

Evaluation metrics. We follow [102] and define vIoU
as vIoU = 1

|Su|
∑

t∈Si
IoU(b̂t, bt) where Su (respectively

Si) is the set of frames in the union (respectively inter-
section) between the ground truth (GT) and the predicted
timestamps. b̂t (respectively bt) are the predicted (respec-
tively GT) boxes at time t. To evaluate spatio-temporal
video grounding, we use m vIoU , which is the average of
vIoU . We also use vIoU@R, the proportion of samples for
which vIoU > R. To isolate the evaluation of temporal
localization, we use m tIoU which is the average of tem-
poral IoU between the GT start and end and the predicted
start and end. Likewise, to evaluate spatial grounding only,
we use m sIoU , which is computed by using the GT start
and end times. For ablations we report results averaged over
all samples. More detailed ablation results presented sepa-
rately for declarative and interrogative sentences in VidSTG
are reported in Appendix Section C. We also report peak
GPU memory usage during training (Mem.) to measure the
memory footprint of alternative models.

Implementation details. The visual backbone is ResNet-
101 [28], the text encoder is RoBERTa [50] and the fast
module f is a linear layer. Following [102], we sample 5
frames per second for videos, and for videos with more than
200 sampled frames we uniformly sample 200 frames. We
use hyper-parameters T = 200, N = 6, d = 256, λL1

= 5,
λgiou = 2, λKL = 10 and λatt = 1. We train our networks
for 10, 20 and 40 epochs on VidSTG, HC-STVG2.0 and
HC-STVG1, respectively. The final model is selected based
on the best spatio-temporal video grounding performance
on the validation set. For the largest dataset VidSTG, the
optimization takes 2 days on 16 Tesla V100 GPUs. Further
details are included in Appendix Section B.

Time
Encoding

Self
Attention

m tIoU m vIoU
vIoU
@0.3

vIoU
@0.5

m sIoU

1. ✗ - 23.9 18.5 26.3 14.5 47.0
2. ✗ Temporal 25.2 19.8 29.1 16.3 47.3
3. ✓ - 41.7 27.5 38.5 25.2 46.5
4. ✓ Temporal 45.9 30.3 42.3 29.8 47.7

Table 1. Effect of the time encoding and the temporal self-
attention in our space-time decoder on the VidSTG validation set.

Pre-
Training

Decoder Self-
Attention Transfer

m tIoU m vIoU
vIoU
@0.3

vIoU
@0.5

m sIoU

1. ✗ ✗ 42.8 23.5 33.2 20.9 38.5
2. ✓ ✗ 43.8 28.6 39.8 27.3 46.6
3. ✓ Temporal 45.9 30.3 42.3 29.8 47.7

Table 2. Effect of the weight initialization for our model on the
VidSTG validation set.

4.2. Ablation studies

In this section, we ablate the hyper-parameters of our
model and evaluate alternative design choices of the en-
coder and decoder. Unless stated otherwise, we use spatial
frame resolution of 224 pixels and temporal stride k = 5.
Space-time decoder. We first ablate the design choices
of the proposed space-time decoder. We compare our full
decoder model with variants without time encoding, with-
out temporal self-attention and without both. The variant
without both corresponds to a space-only decoder, similar
to MDETR [37] applied independently to every frame. Ta-
ble 1 shows that there is a substantial improvement over
the space-only decoder when using both time encoding
and temporal self-attention (+16.0% on vIoU@0.3 between
rows 1 and 4). The gain comes mostly from the temporal lo-
calization (+22.0% on m tIoU ), while the spatial ground-
ing moderately increases (+0.7% in m sIoU ). Further-
more, we can observe that the time encoding brings most
of the gain (+12.2% on vIoU@0.3 between rows 1 and 3).
Finally, the temporal self-attention results in an additional
improvement (+3.8% on vIoU@0.3 between rows 3 and 4)
over using time encoding only.
Initialization. We now ablate the importance of initializ-
ing our model with pretrained MDETR [37] weights. In
Table 2, we compare this initialization to ImageNet ini-
tialization, and a variant that does not transfer the spatial
self-attention weights from MDETR decoder to the tempo-
ral self-attention in our space-time decoder. At pretraining
time, this self-attention was used to model spatial relation-
ships between different objects in the same image, while
the temporal self-attention in our decoder models temporal
relationships between the same object in different frames
of a video. We find that pretraining is highly beneficial
(+9.1% on vIoU@0.3 between rows 1 and 3), especially
for the spatial grounding performance (+9.2% on m sIoU ).
Additionally, we observe the benefit of using the spatial
self-attention weights from the MDETR decoder to initial-
ize the temporal self-attention in our decoder (+2.5% on
vIoU@0.3 between rows 2 and 3).
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(a) VidSTG
Fast Res.

Temp.
Stride

m tIoU m vIoU vIoU@0.3 vIoU@0.5 m sIoU
Mem.
(GB)

1. — 224 1 46.5 31.4 44.2 30.9 49.1 23.9
2. ✓ 224 2 46.0 31.1 44.0 31.1 49.0 16.2
3. ✓ 224 5 45.9 30.3 42.3 29.8 47.7 11.8
4. ✓ 288 2 46.4 32.4 45.5 32.3 50.5 23.7
5. ✓ 320 3 46.4 32.1 45.4 32.8 50.7 23.6
6. ✓ 352 4 46.9 32.3 45.5 32.7 50.7 24.4
7. ✗ 352 4 46.6 30.7 43.6 30.1 48.3 18.1
8. ✓ 384 5 46.7 32.0 45.0 32.1 50.2 26.1

(b) HC-STVG2.0
Fast Res.

Temp.
Stride

m tIoU m vIoU vIoU@0.3 vIoU@0.5 m sIoU
Mem.
(GB)

1. — 224 1 52.8 45.0 68.0 46.9 63.9 14.3
2. ✓ 224 2 53.7 46.3 70.5 49.5 64.3 10.2
3. ✓ 224 5 53.2 45.2 69.0 48.0 63.2 8.0
4. ✓ 288 2 53.9 46.6 71.3 49.6 65.4 13.9
5. ✓ 320 3 53.6 46.5 70.5 48.8 65.2 13.8
6. ✓ 352 4 53.9 46.7 71.3 49.7 64.9 14.3
7. ✗ 352 4 53.1 45.0 69.4 47.3 63.0 11.3
8. ✓ 384 5 53.6 46.6 71.6 48.9 65.3 15.2

Table 3. Comparison of performance-memory trade-off with various temporal strides k, spatial resolutions (Res.), with or without the fast
branch in our video-text encoder, on the VidSTG validation set (left, Table 3a) and the HC-STVG2.0 validation set (right, Table 3b).

Method Pretraining
Data

VidSTG HC-STVG1
Declarative Sentences Interrogative Sentences

m tIoU m vIoU vIoU@0.3 vIoU@0.5 m tIoU m vIoU vIoU@0.3 vIoU@0.5 m vIoU vIoU@0.3 vIoU@0.5
1. STGRN [99] Visual Genome 48.5 19.8 25.8 14.6 47.0 18.3 21.1 12.8 — — —

2. STGVT [69] Visual Genome +
Conceptual Captions — 21.6 29.8 18.9 — — — — 18.2 26.8 9.5

3. STVGBert [65] ImageNet + Visual Genome +
Conceptual Captions — 24.0 30.9 18.4 — 22.5 26.0 16.0 20.4 29.4 11.3

4. TubeDETR (Ours) ImageNet 43.1 28.0 39.9 26.6 42.3 25.1 35.7 22.4 23.7 36.0 17.2

5. TubeDETR (Ours) ImageNet + Visual Genome +
Flickr + COCO 48.1 37.8 53.5 39.9 46.9 31.8 44.9 31.8 43.7 65.0 46.1

Table 4. Comparison to the state of the art on the VidSTG test set and the HC-STVG1 test set.
Impact of spatial resolution and temporal stride k. In
this section, we analyze the impact of the frame resolution
and the temporal stride k. In Table 3, we show that increas-
ing the resolution is an important factor of performance
for spatio-temporal video grounding, on both the VidSTG
and HC-STVG2.0 datasets (see rows 2 and 4). However, it
also results in significantly higher memory usage (16.2GB
vs 23.7GB). As a consequence, the variant using temporal
stride k = 1 is challenging to train on VidSTG with a res-
olution higher than 224 on a Tesla V100 32GB GPU. At a
fixed 224 resolution, increasing the temporal stride k to 2
or 5 reduces the peak memory usage by 7.7GB or 12.1GB,
respectively (see row 1 vs 2 or 3, respectively). Our pro-
posed video-text encoder enables us to train on higher res-
olutions at a given memory usage. This leads to a better
performance-memory trade-off (rows 4, 5, 6, 8) than the
baseline variant with temporal stride k = 1 (row 1). In
particular, the best spatio-temporal video grounding results
(m vIoU and vIoU@R) over the two datasets are obtained
with temporal stride k = 4 and resolution 352 (row 6).

We note that as the resolution increases, performance
gains obtained by its further increase are expected to be
lower as they are limited by the original video resolution.
For instance, the average video pixel height in VidSTG and
HCSTVG2.0 is 440 and 490 pixels, respectively.
Impact of the fast branch. Finally, we validate the im-
portance of our fast branch by comparing, for the best vari-
ant, temporal stride k = 4 and resolution 352, our slow-fast
video-text encoder to a slow-only variant that corresponds
to f = 0 and g = 0. In this case the video-text features are
the slow video-text features. By comparing rows 6 and 7 in
Table 3, our fast branch significantly improves the spatio-
temporal video grounding performance (+1.9% vIoU@0.3

on VidSTG and +1.9% vIoU@0.3 on HC-STVG2.0) with
low computational memory overhead. This shows that the
fast branch recovers useful spatio-temporal details lost by
the temporal sampling operation in the slow branch. We
further ablate the design of the fast and aggregation mod-
ules f and g in Appendix Section D.

4.3. Comparison to the state of the art

In this section, we compare our approach to state-of-the-
art methods in spatio-temporal video grounding. We report
results for the model achieving the best validation results in
the previous ablation studies, i.e., our space-time decoder
with time encoding and temporal self-attention, temporal
stride k = 4 and resolution 352. The focus of our work is on
the spatio-temporal video grounding metrics (m vIoU and
vIoU@R). As shown in Table 4, only using ImageNet to
initialize the visual backbone (row 4), our TubeDETR sig-
nificantly improves over the state-of-the-art approaches, in-
cluding those using large-scale image-text pretraining (rows
2 and 3), on both VidSTG and HC-STVG1. Furthermore, if
we use MDETR initialization (row 5), our TubeDETR out-
performs by a large margin all previous methods (rows 1,
2 and 3) on both datasets. STGRN [102] achieves similar
m tIoU (measuring only temporal localization), but it de-
fines a handcrafted set of possible window widths to tackle
temporal localization, while we consider all possible win-
dows, i.e. any starting frame i and ending frame j with
i < j. These results demonstrate the excellent performance
of our architecture for spatio-temporal video grounding.

4.4. Qualitative examples

We show qualitative examples of our predictions on the
VidSTG test set in Figure 5. These examples show that our
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Query: What bites the adult on the ground?

GT

Query: An adult grabs a sports ball outdoors.

GT

Query: What is beneath the adult in the snow?

GT

Query: There is a ball/sports ball next to the little child.

GT
TubeDETR

TubeDETR

TubeDETR

TubeDETR

Figure 5. Qualitative examples of spatio-temporal tubes predicted by our model (light yellow), compared with ground truth (light green),
on the VidSTG test set. The first three examples illustrate successful predictions of our method. In the last example the method confuses
the small sports ball in the background with a balloon.

model is able to predict meaningful and accurate spatio-
temporal tubes associated with the input text queries. In
particular, in the first example, our model correctly de-
tects the temporal moment corresponding to the cat biting
the adult. In the second example, our model localizes the
spatio-temporal tube corresponding to a man quickly grab-
bing a very small sports ball and in the third example it is
able to localize the skis under the adult while skiing. How-
ever, as shown in the last example, it may fail to understand
fine details in the query and the video. Note that the balloon
and the ball are visually and semantically similar. A careful
analysis is required to understand the difference. Further-
more, we provide visualizations of the different attention
mechanisms of TubeDETR in Appendix Section A.

5. Conclusion
We have proposed TubeDETR, a novel transformer-

based architecture for spatio-temporal video grounding.
TubeDETR tackles this task with a space-time transformer
decoder combined with a video-text encoder that efficiently

encodes spatial and multi-modal interactions. We have
demonstrated the effectiveness of our space-time decoder,
and the benefits of our video-text encoder in terms of
performance-memory trade-off. Finally, our approach out-
performs state-of-the-art methods on two benchmarks, Vid-
STG and HC-STVG. Future work could extend our space-
time decoder to detect multiple objects per frame or mul-
tiple events per video. Investigating more efficient alterna-
tives to self-attention, such as the ones studied for natural
language [6, 16, 39, 73, 79, 81, 93], is another promising di-
rection for future research.
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Appendix

In this Appendix, we present additional visualizations of
the different attention mechanisms in our space-time de-
coder in Section A. Section B provides additional imple-
mentation details. We then give detailed results for abla-
tions in Section 4.2 on the VidSTG dataset [102] split by
sentence type in Section C. Next we present an ablation of
our fast and aggregation modules in Section D. Finally we
discuss broader impact in Section E.

A. Visualization of space, time and language
attention patterns in the decoder

This section illustrates attention mechanisms of our
space-time decoder over space, language and time for the
spatio-temporal video grounding example presented in Fig-
ure 7. For this example the time-aligned cross-attention for
the visual modality is also shown in Figure 7. We note that
spatially, attention at each timestep is particularly focused
on humans that are receiving the sports ball and gesturing.
Additionally, the time-aligned cross-attention for the tex-
tual modality is illustrated in Figure 6. We observe that
the words adult and grabs are the most attended overall,
and that attention weights on the different words (e.g. sports
and ball) vary over time. t̂s and t̂e in Figure 6 denote the
predicted start and end times of the output tube. Next, the
temporal self-attention is illustrated in Figure 8. We notice
long-range temporal interactions: a certain number of time
queries attend to various temporally distant time queries,
e.g. time queries located around the start of the video be-
tween the eighth and sixteenth frames.

B. Additional implementation details

In our transformer, the number of heads is 8 and the hid-
den dimension of the feed-forward layers is 2048. We set
the initial learning rates to 1e−5 for the visual backbone,
and 5e−5 for the rest of the network. The learning rate fol-
lows a linear schedule with warm-up for the text encoder
and the learning rate is constant for the rest of the network.
We use the AdamW optimizer [53] and weight-decay 1e−4.
Video data augmentation includes spatial random resizing,
spatial random cropping preserving box annotations, and
temporal random cropping preserving the annotated time
interval. Dropout [67] with probability 0.1 is applied in our
transformer layers, and dropout with probability 0.5 is ap-
plied in the temporal localization head. We use exponential
moving average with a decay rate of 0.9998, and an effec-
tive batch size of 16 videos. For temporal stride k = 1 the
fast and aggregation modules in the encoder are not active,
as their goal is to recover local spatial and temporal infor-
mation when k > 1.

�̂�𝑠
�̂�𝑒

Figure 6. Time-aligned cross-attention visualization (textual
modality). Visualization of the attention weights between the
time query (y-axis) and its time-aligned visually-contextualized
text features (x-axis) at different times in our space-time decoder.
These attention weights are averaged across all 8 heads and all 6
layers, and renormalized by the maximum weight at each timestep
(i.e. each row) for the purpose of visualization. Lighter colors cor-
respond to higher attention weights (see the colorbar on the right).

C. Detailed ablation results

In this section, we provide detailed results split by
sentence type (declarative, interrogative) on the VidSTG
dataset for the ablation studies presented in Section 4.2.
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Query: An adult grabs a sports ball outdoors.

time

time

time

time

Figure 7. Time-aligned cross-attention visualization (visual modality). Top rows: Input frames with the predicted (yellow) and ground
truth (green) spatio-temporal tubes overlaid. Bottom rows: Visualization of the attention weights between the time query and its time-
aligned text-contextualized visual features at different times in our space-time decoder. These attention weights are averaged across all
8 heads and all 6 layers, and renormalized by the maximum weight at each timestep for the purpose of visualization. Attention at each
timestep is particularly focused on humans that are receiving the sports ball and gesturing.
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Figure 8. Temporal self-attention visualization. Visualization of the attention weights between the different time queries in our space-
time decoder. The column t corresponds to the weights of the different time queries for the time query at time t. These attention weights
are averaged across all 8 heads and all 6 layers, and renormalized by the maximum weight at each timestep (i.e. each column) for the
purpose of visualization. t̂s and t̂e denote the predicted start and end times of the output tube. Lighter colors correspond to higher attention
weights (see the colorbar on the right).

Time
Encoding

Self
Attention

Declarative Sentences Interrogative Sentences

m tIoU m vIoU
vIoU
@0.3

vIoU
@0.5

m sIoU m tIoU m vIoU
vIoU
@0.3

vIoU
@0.5

m sIoU

1. ✗ - 24.4 20.4 29.9 16.6 51.9 23.5 16.9 23.4 12.8 43.1
2. ✗ Temporal 25.3 21.4 32.2 18.0 52.2 25.0 18.6 26.6 14.9 43.3
3. ✓ - 42.1 30.0 42.1 27.9 51.3 41.5 25.6 35.6 23.0 42.5
4. ✓ Temporal 46.4 33.2 46.6 33.4 52.8 45.6 27.9 38.9 27.0 43.6

Table 5. Effect of the time encoding and the temporal self-attention in our space-time decoder on the VidSTG validation set.
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Pre-
Training

Decoder Self-
Attention Transfer

Declarative Sentences Interrogative Sentences

m tIoU m vIoU
vIoU
@0.3

vIoU
@0.5

m sIoU m tIoU m vIoU
vIoU
@0.3

vIoU
@0.5

m sIoU

1. ✗ ✗ 42.9 24.9 35.5 22.7 41.1 42.8 22.4 31.3 19.5 36.5
2. ✓ ✗ 44.2 31.3 43.9 30.4 51.5 43.5 26.5 36.6 24.9 42.7
3. ✓ ✓ 46.4 33.2 46.6 33.4 52.8 45.6 27.9 38.9 27.0 43.6

Table 6. Effect of the weight initialization for our model on the VidSTG validation set.

Fast Res. Temp.
Stride

Declarative Sentences Interrogative Sentences Mem.
(GB)m tIoU m vIoU vIoU@0.3 vIoU@0.5 m sIoU m tIoU m vIoU vIoU@0.3 vIoU@0.5 m sIoU

1. — 224 1 46.9 34.6 49.1 34.8 54.2 46.1 28.8 40.3 27.8 44.9 23.9
2. ✓ 224 2 46.6 34.3 48.9 35.2 54.3 45.5 28.5 40.1 27.9 44.7 16.2
3. ✓ 224 5 46.4 33.2 46.6 33.4 52.8 45.6 27.9 38.9 27.0 43.6 11.8
4. ✓ 288 2 47.0 35.4 49.7 35.7 55.7 46.0 29.9 42.1 29.5 46.3 23.7
5. ✓ 320 3 46.9 35.2 50.0 36.8 56.0 45.9 29.7 41.7 29.5 46.4 23.6
6. ✓ 352 4 47.2 35.4 50.1 36.7 56.4 46.6 29.8 41.9 29.5 46.2 24.4
7. ✗ 352 4 47.1 33.8 47.9 33.8 53.7 46.2 28.3 40.1 27.1 44.0 18.1
8. ✓ 384 5 47.1 34.8 48.8 35.6 55.4 46.3 29.7 42.0 29.3 46.1 26.1

Table 7. Comparison of performance-memory trade-off with various temporal strides k, frame spatial resolutions (Res.), with or without
the fast branch in our video-text encoder, on the VidSTG validation set.

Space-time decoder. We first provide detailed results for
the ablation on our space-time decoder. The analysis is sim-
ilar for both declarative and interrogative sentences. In de-
tail, Table 5 shows that there is a substantial improvement
over the space-only decoder when using both time encod-
ing and temporal self-attention (+16.7% on vIoU@0.3 for
declarative sentences and +15.5% on vIoU@0.3 for inter-
rogative sentences between rows 1 and 4). The gain comes
mostly from the temporal localization (+22.0% on m tIoU
for declarative sentences and +22.1% on m tIoU for inter-
rogative sentences), while the spatial grounding moderately
increases (+0.9% in m sIoU for declarative sentences and
+0.5% in m sIoU for interrogative sentences). Further-
more, we can observe that the time encoding brings most
of the gain (+12.2% on vIoU@0.3 for declarative sentences
and +12.2% on vIoU@0.3 for interrogatives sentences be-
tween rows 1 and 3). Finally, the temporal self-attention
results in an additional improvement (+4.5% on vIoU@0.3
for declarative sentences and +3.3% on vIoU@0.3 for in-
terrogative sentences between rows 3 and 4) over using time
encoding only.

Initialization. We now provide detailed results for the ab-
lation on our weight initialization. The analysis is simi-
lar for both declarative and interrogative sentences. In de-
tail, Table 6 shows that pretraining is highly beneficial for
spatio-temporal video grounding (+11.1% on vIoU@0.3
for declarative sentences and +7.6% on vIoU@0.3 for inter-
rogative sentences between rows 1 and 3). The gain mainly
comes from the spatial grounding performance (+11.7% on
m sIoU for declarative sentences and +7.1% on m sIoU
for interrogative sentences). Additionally, we observe the
benefit of using the spatial self-attention weights from the
MDETR decoder to initialize the temporal self-attention in

our decoder (+2.7% on vIoU@0.3 for declarative sentences
and +2.3% on vIoU@0.3 for interrogative sentences be-
tween rows 2 and 3).

Impact of spatial resolution and temporal stride k. In
this section, we provide detailed results on the VidSTG
dataset for the ablation on the impact of the spatial frame
resolution and the temporal stride k. The analysis is similar
for both declarative and interrogative sentences. In detail,
Table 7 shows that increasing the resolution is an important
factor of performance for spatio-temporal video grounding
(see rows 2 and 4). Our proposed video-text encoder en-
ables us to train on higher resolutions at a given memory
usage. This leads to a better performance-memory trade-
off (rows 4, 5, 6, 8) compared to the baseline variant with
temporal stride k = 1 (row 1). In particular, the best spatio-
temporal video grounding results (m vIoU and vIoU@R)
are obtained with temporal stride k = 4 and resolution 352
(row 6).

Impact of the fast branch. Finally, we provide detailed
results on the VidSTG dataset for the ablation on the im-
portance of our fast branch where we compare, for the best
variant, temporal stride k = 4 and resolution 352, our slow-
fast video-text encoder to a slow-only variant. The analysis
is similar for both declarative and interrogative sentences.
By comparing rows 6 and 7 in Table 7, our fast branch
significantly improves the spatio-temporal video grounding
performance (+2.2% vIoU@0.3 for declarative sentences
and +1.8% vIoU@0.3 for interrogative sentences) with low
computational memory overhead. This shows that the fast
branch recovers useful spatio-temporal details lost by the
temporal sampling operation in the slow branch.
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Slow Spatial
Pool.

f g Declarative Sentences Interrogative Sentences
m tIoU m vIoU vIoU@0.3 vIoU@0.5 m sIoU m tIoU m vIoU vIoU@0.3 vIoU@0.5 m sIoU

1. ✗ ✗ Linear Sum + Linear 42.7 24.0 34.0 21.7 39.6 42.5 21.6 30.0 18.8 35.1
2. ✓ - 0 0 46.2 31.6 45.0 30.9 49.7 45.1 26.0 36.2 24.6 40.5
3. ✓ ✓ Linear Sum + Linear 45.8 31.2 44.6 30.5 50.2 44.9 26.3 37.2 24.8 40.9
4. ✓ ✗ Linear Product + σ 46.2 32.9 47.3 32.2 52.0 45.4 27.7 38.9 25.9 43.0
5. ✓ ✗ Transformer Sum + Linear 46.4 33.0 46.8 33.0 52.8 45.3 27.6 39.1 26.3 43.3
6. ✓ ✗ Linear Sum + Linear 46.4 33.2 46.6 33.4 52.8 45.6 27.9 38.9 27.0 43.6

Table 8. Comparison of designs for the video-text encoder, with or without the slow branch, with or without spatial pooling in the fast
branch, with variants of the fast module f and aggregation module g, on the VidSTG validation set.

D. Additional Experiments

In this section, we provide additional ablation studies.
As in the ablations presented Section 4.2, unless stated oth-
erwise, we use spatial frame resolution of 224 pixels and
temporal stride k = 5.
Design of the fast and aggregation modules. Here we
further ablate the fast and aggregation modules f and g
used in our dual-branch encoder. We report results in Ta-
ble 8. The comparison between our slow-fast design (row
6) and the slow-only variant (row 2) is discussed in Sec-
tion 4.2. Likewise, we compare our slow-fast design to a
fast-only variant (row 1). The fast-only variant does not
use the slow multi-modal branch, in which case the video-
text features are the fast visual-only features concatenated
with the text features. As shown in Table 8, our slow-fast
design outperforms the fast-only variant, showing the im-
portance of the slow multi-modal branch. We further com-
pare the design of our fast and aggregation modules f and
g (row 6) to other alternatives: row 3, a variant with the
same primitives f and g but with f operating on features
pooled over the spatial dimension; row 4, a variant which
uses the same fast module f but a gating aggregation mod-
ule g(hv(v, t), f(v)) = σ(hv(v, t) ∗ f(v)) where σ is the
sigmoid function; row 5, a variant that uses the same ag-
gregation module g but a fast temporal transformer module
f , which models temporal interactions between spatially-
detailed features. As shown in Table 8, our design outper-
forms row 3, showing that preserving spatial information
for each frame is crucial for the effectiveness of the fast
branch. Additionally, our design slightly improves over row
4, indicating that further forcing the network to use the slow
branch is not helpful. Finally, our design slightly improves
over row 5, suggesting that additional modeling of temporal
interactions in our encoder is not necessarily helpful.

E. Broader Impact

This work is a contribution to spatio-temporal video
grounding and its potential positive or negative impacts de-
pend on the application. Such models may be used for video
surveillance and hence lead to questionable use. On the
other hand, we believe that such methods could improve ex-

plainability of vision and language models which may help
to understand some of their biases. This work also ablates
memory usage when learning such models and thus could
help promote development of lighter models with a reduced
impact on the environment.
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