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Summary

The present paper provides a sufficient condition to ensure output finite-time and
fixed-time stability. Comparing with analogous researches the proposed result is less
restrictive and obtained for a wider class of systems. The presented output stability
condition is used for adaptive control design, where the state vector of a plant is
extended by adjustable control parameters.
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1 INTRODUCTION

Frequently, the control practice needs regulation algorithms, which ensure output (in particular, a part of states) convergence
in a finite time (i.e., the output 𝑌 (𝑡, 𝑥0) = 0 for all 𝑡 ≥ 𝑇 (𝑥0) and some 0 ≤ 𝑇 (𝑥0) < +∞ dependent on the initial conditions
𝑥(0) = 𝑥0) or in a fixed time (i.e., 𝑇 (𝑥0) ≤ 𝑇max for all initial conditions 𝑥0). Such problem statements usually appear in
mechanical and robotic systems, aerospace applications, particle collision systems (see, for example,2,3,4,5,6,7,8).

The output stabilization is a rather common control issue, certain classes of identification problems and adaptive control
systems may be considered in the context of output stability. For example9, in the case of adaptive control design a closed-loop
system has a state vector extended with adjustable control parameters: [𝑥𝑇 𝜔𝑇 ]𝑇 , where 𝑥 ∈ ℝ𝑛 is the state vector of the plant
and 𝜔 ∈ ℝ𝑟 is the adjustable control parameters vector. Thus, a standard control goal is to guarantee output (partial) stability:
the states of the plant should be stabilized at the origin asymptotically or in a finite time, while the adjustable parameters may
remain just bounded. A similar output stabilization problem arises in state observer design, where the common dynamics of the
system includes the plant and the observer states, 𝑥 and 𝑥, respectively, while it is necessary to ensure the convergence of the
state estimation error 𝑒 = 𝑥 − 𝑥 (in nonlinear case the dynamics of 𝑒 may be dependent on 𝑥)10,11.

There are a number of results devoted to output finite-time stability (OFTS) analysis. Most of them are about partial stability
analysis that is a particular case of output stability (see, for example,8,12,13,37). In14 necessary and sufficient conditions for
output finite-time stability are given using Lyapunov functions. However, most of these results are obtained for special classes
of systems, and/or particular control problems. The present paper provides a relaxed sufficient condition to analyze OFTS or
OFxTS of a wider class of models than in14.

A finite-time (fixed-time) control (e.g., homogeneity based) can ensure useful properties such as faster convergence, higher
accuracy, and better disturbance rejection (see, for example,38,23,24). Adaptive finite/fixed-time control is one of the rapidly devel-
oping areas of control theory providing an appealing performance for systems with uncertainties (see, for example,33,35,34,36,37
and references therein). Despite a number of available results, the basic problem of adaptive finite/fixed-time regulation still has
no solution. In this paper, based on the new OFTS and output fixed-time stability (OFxTS) conditions, a scheme of adaptive
finite/fixed-time control design is presented. The proposed scheme allows to combine with an adaptive term different finite-time
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(fixed-time) control algorithms 𝑢𝐹𝑇𝑆 (𝑢𝐹𝑥𝑇𝑆) designed for systems without parametric uncertainties. The developed adaptive
control scheme guarantees that for the state of uncertain systems the desired non-asymptotic convergence can be recovered.
There is no requirement on persistence of excitation.

The paper is organized in the following way. Notation used in the paper is given in Section 2. Section 3 recalls basics on
output global asymptotic stability (oGAS), OFTS, OFxTS and homogeneity property. Section 4 presents the main results on
sufficient condition of OFTS/OFxTS and adaptive control design with numerical examples. Finally, concluding remarks are
given in Section 5.

2 NOTATION

• ℝ𝑛 denotes the 𝑛 dimensional Euclidean space with vector norm | ⋅ |;
• ℝ+ = {𝑥 ∈ ℝ ∶ 𝑥 > 0}, where ℝ is the field of real numbers, and ℕ is the set of natural numbers;
• The symbol 1, 𝑚 is used to denote a sequence of integers 1, ..., 𝑚;
• A continuous function 𝜎 ∶ ℝ+ ∪ {0} → ℝ+ ∪ {0} belongs to class  if it is strictly increasing and 𝜎(0) = 0. It belongs

to class ∞ if it is also unbounded;
• A continuous function 𝛽 ∶ ℝ+ ∪ {0} ×ℝ+ ∪ {0} → ℝ+ ∪ {0} belongs to class  if 𝛽(⋅, 𝑟) ∈  and 𝛽(𝑟, ⋅) is decreasing

to zero for any fixed 𝑟 ∈ ℝ+;
• By 𝐷𝑉 (𝑥)𝑓 (𝑥) we denote the derivative of the function 𝑉 , if differentiable, in the line of the vector field 𝑓 and the upper

Dini derivative for a locally Lipschitz continuous function 𝑉 :
𝐷𝑉 (𝑥)𝑓 (𝑥) = lim

𝑡→0+
sup

𝑉 [𝑥 + 𝑡𝑓 ] − 𝑉 (𝑥)
𝑡

.

3 PRELIMINARIES

Consider a system in the form
𝑥̇ = 𝑓 (𝑥), 𝑦 = ℎ(𝑥) (1)

with states 𝑥 ∈ ℝ𝑛 and outputs 𝑦 ∈ ℝ𝑝. Let the system satisfy the following assumptions:
(A.1) The vector field 𝑓 ∶ ℝ𝑛 → ℝ𝑛 ensures forward existence and uniqueness of the system solutions at least locally in time,

𝑓 (0) = 0.
(A.2) The function ℎ ∶ ℝ𝑛 → ℝ𝑝 is continuously differentiable, ℎ(0) = 0.
(A.3) The vector field 𝑓 ∶ ℝ𝑛 → ℝ𝑛 is locally Lipschitz continuous on ℝ𝑛 ⧵  , where  = {𝑥 ∈ ℝ𝑛 ∶ ℎ(𝑥) = 0}.
For the initial conditions 𝑥0 ∈ ℝ𝑛, let Φ(𝑡, 𝑥0) be a unique maximal solution of the system (1) defined over an interval

[0, 𝑇𝑠(𝑥0)) with some 𝑇𝑠(𝑥0) ∈ ℝ+ ∪ {+∞} (the solutions are understood in the Filippov sense38), 𝑌 (𝑡, 𝑥0) = ℎ(Φ(𝑡, 𝑥0)).
Below we study only global stability and attractivity properties of the system (1). The local counterparts can be obtained by a

direct restriction of the domain of validity for the presented conditions. Note that the preliminaries in this subsection are based
on theoretical framework of Input-to-Output Stability and uniform oGAS presented for locally Lipschitz continuous systems
in15,16,17,18,19,20. In14 the results on oGAS were extended for a wider class of dynamics, where the Lipschitz continuity may be
violated on  (see Assumption A.3).

Definition 116,17 The system (1) is forward complete if for each 𝑥0 ∈ ℝ𝑛 it produces a solution Φ(𝑡, 𝑥0) which is defined on
[0,+∞), i.e., 𝑇𝑠(𝑥0) = +∞.

Definition 215 The system (1) has the unboundedness observability (UO) property if, for each 𝑥0 such that 𝑇𝑠(𝑥0) < +∞,
necessarily

lim sup
𝑡→𝑇𝑠(𝑥0)

|

|

𝑌 (𝑡, 𝑥0)|| = +∞. (2)
In other words, any unboundedness of the state vector can be observed using the output 𝑦. Hence, if the output is known to be

bounded (which is the case under the output stability properties described below), then the UO property is equivalent to forward
completeness17. Note, that any system has UO property in the output ℎ(𝑥) = 𝑥.

Definition 318,19 A system (1) is oGAS if



3

• it is forward complete, and

• there exists a -function 𝛽 such that
|𝑌 (𝑡, 𝑥0)| ≤ 𝛽(|𝑥0|, 𝑡) ∀𝑡 ≥ 0 (3)

holds for all 𝑥0 ∈ ℝ𝑛.

If, in addition, there exists 𝜎 ∈  such that

|𝑌 (𝑡, 𝑥0)| ≤ 𝜎(|ℎ(𝑥0)|) ∀𝑡 ≥ 0 (4)
holds for all 𝑥0 ∈ ℝ𝑛, then the system is output-Lagrange output globally asymptotically stable (OLoGAS). Finally, if one
strengthens (3) to

|𝑌 (𝑡, 𝑥0)| ≤ 𝛽(|ℎ(𝑥0)|, 𝑡), ∀𝑡 ≥ 0 (5)
for all 𝑥0 ∈ ℝ𝑛, then the system is state-independent output globally asymptotically stable (SIoGAS).

Lemma 120 For system (1) having the UO property, the following relations are valid:

𝑆𝐼𝑜𝐺𝐴𝑆 ⇒ 𝑂𝐿𝑜𝐺𝐴𝑆 ⇒ 𝑜𝐺𝐴𝑆.

In the general case, all inverse relations are not satisfied.
Let us present definitions for corresponded Lyapunov functions.
Definition 416,17 For the system (1), a smooth function 𝑉 and a function 𝜆 ∶ ℝ𝑛 → ℝ+ ∪ {0} are called respectively an

oGAS-Lyapunov function and an auxiliary modulus if there exist 𝜉1, 𝜉2 ∈ ∞ such that

𝜉1(|ℎ(𝑥)|) ≤ 𝑉 (𝑥) ≤ 𝜉2(|𝑥|) ∀𝑥 ∈ ℝ𝑛 (6)
holds and there exists 𝜉3 ∈  such that

𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −𝜉3(𝑉 (𝑥), 𝜆(𝑥)) (7)
for all 𝑥 ∈  , where  = {𝑥 ∈ ℝ𝑛 ∶ 𝑉 (𝑥) > 0}, and 𝜆 satisfies the following conditions, either

(a) 0 ≤ 𝜆(𝑥) ≤ |𝑥| for all 𝑥 ∈ ℝ𝑛, 𝜆 is locally Lipschitz on the set  and satisfies

𝐷𝜆(𝑥)𝑓 (𝑥) ≤ 0 (8)
for almost all 𝑥 ∈  ,

or

(b) there exists some 𝜃 ∈  such that
𝜆(Φ(𝑡, 𝑥0)) ≤ 𝜃(|𝑥0|) (9)

for all 𝑡 ≥ 0 and 𝑥 ∈  .

The function 𝑉 is called an OLoGAS-Lyapunov function if it is an oGAS-Lyapunov function, and in addition, inequality (6) can
be strengthened to

𝜉1(|ℎ(𝑥)|) ≤ 𝑉 (𝑥) ≤ 𝜉2(|ℎ(𝑥)|), ∀𝑥 ∈ ℝ𝑛. (10)
The function 𝑉 is called the SIoGAS-Lyapunov function if the inequality (10) is satisfied and there exists 𝜉3 ∈  such that for
all 𝑥 ∈ :

𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −𝜉3(𝑉 (𝑥)). (11)
An auxiliary modulus 𝜆 satisfying property (a) is called a strong auxiliary modulus, and one satisfying property (b) is a weak

auxiliary modulus17. A strong modulus is a weak modulus with 𝜃(𝑠) = 𝑠 (see17).
Note that in the case of OLoGAS- or SIoGAS-Lyapunov function we have  = ℝ𝑛 ⧵  .
Remark 1 In15,16,17,18,19,20 all given above definitions are presented in the sense of uniform stability with respect to inputs 𝑢

for the system 𝑥̇ = 𝑓 (𝑥, 𝑢), 𝑦 = ℎ(𝑥).
The following theorem gives the necessary and sufficient Lyapunov characterizations of output stability for the system (1).
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Theorem 114 Suppose the system (1) is UO.

(1) The following claims are equivalent for the system:

(a) it is OLoGAS;
(b) it admits an OLoGAS-Lyapunov function with a weak auxiliary modulus;
(c) it admits an OLoGAS-Lyapunov function with a strong auxiliary modulus.

(2) The following claims are equivalent for the system:

(a) it is SIoGAS;
(b) it admits a SIoGAS-Lyapunov function.

3.1 Output Finite-Time Stability
Let us present the definition of the output finite-time stability.

Definition 5 The system (1) is said to be OFTS if it is oGAS and for any 𝑥0 ∈ ℝ𝑛 there exists 0 ≤ 𝑇0 < +∞ such that
𝑌 (𝑡, 𝑥0) = 0 for all 𝑡 > 𝑇0. The function 𝑇 (𝑥0) = inf{𝑇0 ≥ 0 ∶ 𝑌 (𝑡, 𝑥0) = 0 ∀𝑡 ≥ 𝑇0} is called the settling-time function.

Definition 6 The system (1) is said to be OFxTS if it is OFTS and sup𝑥0∈ℝ𝑛 𝑇 (𝑥0) < +∞.
Definition 7 The set 𝑀 is said to be finite-time attractive for (1) if any solution Φ(𝑡, 𝑥0) of (1) reaches 𝑀 in a finite instant

of time 𝑡 = 𝑇𝑀 (𝑥0) and remains there ∀𝑡 ≥ 𝑇𝑀 (𝑥0). As before, 𝑇𝑀 ∶ ℝ𝑛 → ℝ+ ∪ {0} is a settling-time function. The set 𝑀 is
fixed-time attractive if sup𝑥0∈ℝ𝑛 𝑇 (𝑥0) < +∞.

The paper8 deals with partial finite-time stability that is a particular case of OFTS:
Theorem 28 Consider the system

𝑥̇1 = 𝑓1(𝑥1, 𝑥2), 𝑥1(0) = 𝑥10,
𝑥̇2 = 𝑓2(𝑥1, 𝑥2), 𝑥2(0) = 𝑥20,

(12)
where 𝑥1 ∈ ℝ𝑛1 , 𝑥2 ∈ ℝ𝑛2 are the states, 𝑓1 ∶ ℝ𝑛1 × ℝ𝑛2 → ℝ𝑛1 and 𝑓2 ∶ ℝ𝑛1 × ℝ𝑛2 → ℝ𝑛2 are such that, for every
(𝑥1, 𝑥2) ∈ ℝ𝑛1 × ℝ𝑛2 , 𝑓1(0, 𝑥2) = 0 and 𝑓1(⋅, ⋅), 𝑓2(⋅, ⋅) are jointly continuous in 𝑥1 and 𝑥2. If there exist a continuously
differentiable function 𝑉 ∶ ℝ𝑛1 × ℝ𝑛2 → ℝ, a class  functions 𝛼 and 𝛽, a continuous function 𝑘 ∶ ℝ+ ∪ {0} → ℝ+, a real
number 𝜇 ∈ (0, 1) such that for (𝑥1, 𝑥2) ∈ ℝ𝑛1 ×ℝ𝑛2

𝛼(|𝑥1|) ≤ 𝑉 (𝑥1, 𝑥2) ≤ 𝛽(|𝑥1|), (13)

𝐷𝑉 (𝑥1, 𝑥2)
[

𝑓1(𝑥1,𝑥2)
𝑓2(𝑥1,𝑥2)

]

≤ −𝑘(|𝑥2|)𝑉 (𝑥1, 𝑥2)𝜇 (14)
then for 𝑦 = 𝑥1 the system (12) is OFTS uniformly in 𝑥20. Moreover, there exists a settling-time function 𝑇 ∶ ℝ𝑛1 ×ℝ𝑛2 → [0,∞)
such that

𝑇 (𝑥10, 𝑥20) ≤ 𝑞−1
(

𝑉 (𝑥10, 𝑥20)1−𝜇

1 − 𝜇

)

, (𝑥10, 𝑥20) ∈ ℝ𝑛1 ×ℝ𝑛2 ,

where 𝑞 ∶ [0,∞) → ℝ is continuously differentiable and satisfies

𝑞̇(𝑡) = 𝑘(|𝑥2(𝑡)|), 𝑞(0) = 0, 𝑡 ≥ 0,

and 𝑇 (⋅, ⋅) is jointly continuous on ℝ𝑛1 ×ℝ𝑛2 .
In the paper14 necessary and sufficient Lyapunov characterizations of output finite-time stability are presented for the class

of OLoGAS and SIoGAS systems (1). The following lemma on OFTS property is used in the paper.
Lemma 214 Consider a forward complete system (1). Let a SIoGAS-Lyapunov function satisfies the inequality

𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −𝑐𝑉 (𝑥)𝜇 (15)
for some 𝑐 ∈ ℝ+, 𝜇 ∈ (0, 1) and all 𝑥 ∈ ℝ𝑛 ⧵ . Then the system (1) is SIoGAS and OFTS. Moreover, the settling-time function
satisfies 𝑇 (𝑥) ≤ 1

𝑐(1−𝜇)
𝑉 (𝑥)1−𝜇.

Similarly, the result on fixed-time attractivity of a set can be presented:
Lemma 3 Consider a forward complete system (1). Let a SIoGAS-Lyapunov function satisfies the inequality (15) for some

𝑐 ∈ ℝ+, 𝜇 > 1 and all 𝑥 ∈ ℝ𝑛 ⧵  . Then the system (1) is SIoGAS and, for every 𝜀 ∈ ℝ+, the set 𝐵 = {𝑥 ∈ ℝ𝑛 ∶ 𝑉 (𝑥) < 𝜀} is
fixed-time attractive with 𝑇max =

1
𝑐(𝜇−1)𝜀𝜇−1

.
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Proof. Since 𝑉 (𝑥) is a SIoGAS-Lyapunov function we have that 𝑉 (𝑥) > 0 for ℎ(𝑥) ≠ 0 and 𝑉 (0) = 0. Then the claim is
straightforward from (15) with 𝜇 > 1.

Based on Lemmas 2, 3 and29 the following result extends the output Lyapunov function method providing the background
for OFxTS analysis (in37 partial fixed-time stability is studied using similar arguments):

Corollary 1 Consider a forward complete system (1). Let a SIoGAS-Lyapunov function satisfies the inequality

𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −𝑘1𝑉 (𝑥)𝜇 − 𝑘2𝑉 (𝑥)𝜈 (16)
for some 𝑘1, 𝑘2 ∈ ℝ+, 𝜇 ∈ (0, 1), 𝜈 > 1 and all 𝑥 ∈ ℝ𝑛 ⧵  . Then the system (1) is SIoGAS and OFxTS with

𝑇 (𝑥0) ≤
1

𝑘1(1 − 𝜇)
+ 1

𝑘2(𝜈 − 1)
.

Proof. Due to (16) we have
𝑉̇ (𝑥) ≤

{

−𝑘1𝑉 (𝑥)𝜇 for 𝑉 (𝑥) ≤ 1
−𝑘2𝑉 (𝑥)𝜈 for 𝑉 (𝑥) > 1

.

Hence, for any 𝑥0 such that 𝑉 (𝑥0) > 1 the last inequality guarantees the set {𝑥 ∈ ℝ𝑛 ∶ 𝑉 (𝑥) ≤ 1} will be reached in a time
𝑡0 ≤ 1

𝑘2(𝜈−1)
. For 𝑉 (𝑥0) ≤ 1 by Lemma 2 we derive 𝑦(𝑡, 𝑥0) = 0 for 𝑡 ≥ 1

𝑘1(1−𝜇)
. Therefore, the system (1) is OFxTS and

𝑦(𝑡, 𝑥0) = 0 for all 𝑡 ≥ 1
𝑘1(1−𝜇)

+ 1
𝑘2(𝜈−1)

and ∀𝑥0 ∈ ℝ𝑛.

3.2 Homogeneity
Homogeneity21,38 is an intrinsic property of an object, which remains consistent with respect to some scaling. This property
provides many advantages to analysis and design of nonlinear control system (including finite-time stability studies).

For 𝑟𝑖 ∈ ℝ+, 𝑖 = 1, 𝑛, 𝜌 ∈ ℝ+ and 𝜆 ∈ ℝ+ define vector of weights 𝑟 = [

𝑟1, … , 𝑟𝑛
]𝑇 , dilation matrix 𝐷𝑟(𝜆) = diag{𝜆𝑟𝑖}𝑛𝑖=1and homogeneous norm

‖𝑥‖𝑟 =

( 𝑛
∑

𝑖=1
|𝑥𝑖|

𝜌
𝑟𝑖

)
1
𝜌

. (17)
Definition 821 A function 𝑔∶ ℝ𝑛 → ℝ (vector field 𝑓 ∶ ℝ𝑛 → ℝ𝑛) is said to be 𝑟-homogeneous of degree 𝑑 ∈ ℝ if

𝑔(𝐷𝑟(𝜆)𝑥) = 𝜆𝑑𝑔(𝑥)
(𝑓 (𝐷𝑟(𝜆)𝑥) = 𝜆𝑑𝐷𝑟(𝜆)𝑓 (𝑥))

for fixed 𝑟, all 𝜆 > 0 and 𝑥 ∈ ℝ𝑛.
Introduce the following compact set (homogeneous sphere) 𝕊𝑟 = {𝑥 ∈ ℝ𝑛 ∶ ‖𝑥‖𝑟 = 1}, then for any 𝑥 ∈ ℝ𝑛 there is 𝑧 ∈ 𝕊𝑟

such that 𝑥 = 𝐷𝑟(𝜆)𝑧 for 𝜆 = ‖𝑥‖𝑟.
Theorem 322,23 Let 𝑓 ∶ ℝ𝑛 → ℝ𝑛 be defined on ℝ𝑛 and be a continuous 𝑟-homogeneous vector field with degree 𝜈 (𝜈 < 0).

If the origin of the system 𝑥̇ = 𝑓 (𝑥) is locally asymptotically stable then it is globally asymptotically stable (globally finite-time
stable) and for any 𝜇 > max{0,−𝜈} there exists a continuously differentiable Lyapunov function 𝑉 which is 𝑟-homogeneous
with the degree 𝜇. As a direct consequence, the derivative 𝐷𝑉 (𝑥)𝑓 (𝑥) is 𝑟-homogeneous of degree 𝜇 + 𝜈.

According to21,23 for such a 𝑉 there exist constants 𝑐1, 𝑐2, 𝑎̄, 𝑏 ∈ ℝ+, such that
𝑐1‖𝑥‖

𝜇
𝑟 ≤ 𝑉 (𝑥) ≤ 𝑐2‖𝑥‖

𝜇
𝑟 ∀𝑥 ∈ ℝ𝑛, (18)

𝜕𝑉 (𝑧)
𝜕𝑧

𝑓 (𝑧) ≤ −𝑎̄,
|

|

|

|

𝜕𝑉 (𝑧)
𝜕𝑧

|

|

|

|

≤ 𝑏 ∀𝑧 ∈ 𝕊𝑟. (19)
A nonlinear system 𝑥̇ = 𝑓 (𝑥, 𝑢) is homogeneously stabilizable with degree 𝜈 ∈ ℝ if there exists a feedback 𝑢(𝑥) such that

the closed-loop system is homogeneous of degree 𝜈 and globally asymptotically stable. In this case the feedback 𝑢(𝑥) is called
homogenizing of degree 𝜈.



6

4 MAIN RESULT

4.1 On Sufficient Condition for Output Finite-Time Stability
Consider the system in the form

𝑥̇ = 𝑓 (𝑥), 𝑦 = ℎ(𝑥) (20)
where 𝑥 ∈ ℝ𝑛 is state vector, 𝑦 ∈ ℝ𝑝 is output, the vector field 𝑓 ∶ ℝ𝑛 → ℝ𝑛 ensures forward existence and uniqueness of the
system solutions at least locally in time, the function ℎ ∶ ℝ𝑛 → ℝ𝑝 is continuous, 𝑓 (0) = 0 and ℎ(0) = 0.

Remark 2 Note that assumptions A.2 and A.3 are relaxed for the system (20). Thus, the system under consideration is of a
wider class than in14,15,16,17,18,19,20.

The following theorem provides a sufficient condition for output finite-time stability of the system (20). In contrast to all
previously given results, which utilize OLoGAS and SIoGAS Lyapunov functions, here a more general oGAS scenario is
considered.

Theorem 4 Let there exist differentiable on ℝ𝑛 ⧵  functions 𝑈 ∶ ℝ𝑛 → ℝ+ ∪ {0} and 𝑊 ∶ ℝ𝑛 → ℝ+ ∪ {0} such that for
𝜉1, 𝜉2 ∈ ∞ the following conditions are satisfied

𝜉1(|ℎ(𝑥)|) ≤ 𝑈 (𝑥) ≤ 𝜉2(|ℎ(𝑥)|), ∀𝑥 ∈ ℝ𝑛, (21)

𝑉 (𝑥) = 𝑈 (𝑥) +𝑊 (𝑥), (22)

𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −𝑎𝑈 (𝑥)𝛼 , ∀𝑥 ∈ ℝ𝑛∖ , (23)

|𝐷𝑊 (𝑥)𝑓 (𝑥)| ≤
𝑁
∑

𝑖=1
𝑏𝑖𝑈 (𝑥)𝛽𝑖 , ∀𝑥 ∈ ℝ𝑛∖ , (24)

where 𝑎, 𝑏𝑖 ∈ ℝ+, 𝛽𝑖 > 𝛼, 𝛼 ∈ (0, 1), 𝑖 = 1, 𝑁 , 𝑁 ∈ ℕ. Then the system (20) is OFTS provided that it is UO.

Proof. Since the inequality (23) is satisfied, then 𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ 0 that due to non-negative definiteness of 𝑊 and (21) implies
boundedness of the output 𝑦. Hence, by introduced assumptions the trajectories of the system are unique and defined for all 𝑡 ≥ 0.

For some sufficiently small 𝜗 ∈ ℝ+ the inequalities (22)-(24) imply that
𝐷𝑈 (𝑥)𝑓 (𝑥) ≤ −𝑎𝑈 (𝑥)𝛼 −𝐷𝑊 (𝑥)𝑓 (𝑥)

≤ −𝑎𝑈 (𝑥)𝛼 +
∑𝑁

𝑖=1 𝑏𝑖𝑈 (𝑥)𝛽𝑖
< 0

(25)

for all 𝑥 ∈  = {ℝ𝑛∖ ∶ 𝑈 (𝑥) ≤ 𝜗} due to 𝛼 < 𝛽𝑖, 𝑖 = 1, 𝑁 , and due to (21) the set  is forward invariant. On the other hand,
due to (23) we have 𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −𝑎𝜗𝛼 for all 𝑥 ∈ ℝ𝑛 ⧵ ( ∪ ), and due to (22) the set  will be reached in a finite time.
Hence, we have that lim𝑡→+∞ 𝑈 (𝑥(𝑡)) = 0. Moreover, it has been shown that for any 𝜀 > 0 and 𝛿 > 0 there is 𝑇 (𝜀, 𝛿) > 0 such
that 𝑈 (𝑥(𝑡)) ≤ 𝜀 for all 𝑡 ≥ 𝑇 (𝜀, 𝛿) provided that |𝑥(0)| ≤ 𝛿 and, consequently, the system (20) is oGAS.

Since lim𝑡→+∞ 𝑈 (𝑥(𝑡)) = 0, there exists an instant of time 𝜏 > 0 such that

−𝑎𝑈 (𝑥(𝑡))𝛼 +
𝑁
∑

𝑖=1
𝑏𝑖𝑈 (𝑥(𝑡))𝛽𝑖 ≤ −0.5𝑎𝑈 (𝑥(𝑡))𝛼 (26)

for all 𝑡 ≥ 𝜏 due to 𝛼 < 𝛽𝑖. Therefore, by Lemma 2 the function 𝑈 (𝑥) converges to 0 in a finite time. Then the system (20) is
OFTS and the settling-time is bounded as follows:

𝑇 (𝑥0) ≤ 𝜏 +
𝑈 1−𝛼

𝜏

0.5𝑎(1 − 𝛼)
,

where 𝑈𝜏 = 𝑈 (𝑥(𝜏)).
Note that choosing 𝑊 (𝑥) = 0 the conditions of Theorem 4 became similar to Theorem 2.
The following theorem provides a sufficient condition for output fixed-time stability of the system (20).
Theorem 5 Let the conditions of Theorem 4 are satisfied with (23) replaced by

𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −𝑎1𝑈 (𝑥)𝛼1 − 𝑎2𝑈 (𝑥)𝛼2 , ∀𝑥 ∈ ℝ𝑛∖ , (27)
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and
𝑊 (𝑥) ≤ 𝜎(𝜌 + |ℎ(𝑥)|), (28)

where 𝑎1, 𝑎2 ∈ ℝ+, 𝛼1 ∈ (0, 1), 𝛼2 > 1, and 𝛽𝑖, 𝑖 = 1, 𝑁 in (24) satisfies 𝛽𝑖 ∈ (𝛼1, 𝛼2), 𝜎 ∈ ∞ and 𝜌 ∈ ℝ+ ∪ {0}. Then the
system (20) is OFxTS provided that it is UO.

Proof. Analogously to the proof of Theorem 4 one can show that lim𝑡→+∞ 𝑈 (𝑥(𝑡)) = 0, and the system (20) is oGAS. Then due
to (27) we have

𝐷𝑈 (𝑥)𝑓 (𝑥) ≤ −𝑎1𝑈 (𝑥)𝛼1 − 𝑎2𝑈 (𝑥)𝛼2 −𝐷𝑊 (𝑥)𝑓 (𝑥)
≤ −𝑎1𝑈 (𝑥)𝛼1 − 𝑎2𝑈 (𝑥)𝛼2 +

∑𝑁
𝑖=1 𝑏𝑖𝑈 (𝑥)𝛽𝑖

(29)
for all 𝑥 ∈ ℝ𝑛∖ . Since 𝛼2 > 𝛽𝑖 then there exists a constant 𝑈𝜏1 > 0 such that

−𝑎1𝑈 (𝑥)𝛼1 − 𝑎2𝑈 (𝑥)𝛼2 +
𝑁
∑

𝑖=1
𝑏𝑖𝑈 (𝑥)𝛽𝑖 < −0.5𝑎2𝑈 (𝑥)𝛼2

for all 𝑥 ∈ ℝ𝑛∖{𝑀}, where 𝑀 = {𝑥 ∈ ℝ𝑛 ∶ 𝑈 (𝑥) ≤ 𝑈𝜏1}. Therefore,
𝐷𝑈 (𝑥)𝑓 (𝑥) ≤ −

𝑎2
2
𝑈 (𝑥)𝛼2 for 𝑥 ∈ ℝ𝑛∖{𝑀}.

Hence, due to Lemma 3 the set 𝑀 is fixed-time attractive with the following settling-time estimate
𝑇𝑀 (𝑥0) ≤

1
0.5𝑎2(𝛼2 − 1)𝑈𝛼2−1

𝜏1

.

By the same arguments, there exists 𝑈𝜏2 ≤ 𝑈𝜏1 such that

−𝑎1𝑈 (𝑥)𝛼1 − 𝑎2𝑈 (𝑥)𝛼2 +
𝑁
∑

𝑖=1
𝑏𝑖𝑈 (𝑥)𝛽𝑖 ≤ −0.5𝑎1𝑈 (𝑥)𝛼1 (30)

for all 𝑥 ∈ 𝐵 = {𝑥 ∈ ℝ𝑛 ∶ 𝑈 (𝑥) ≤ 𝑈𝜏2}. The function 𝑉 is uniformly bounded on 𝑀 ⧵ 𝐵 due to (28) and its time derivative is
separated from zero due to (27). On 𝑀 ⧵ 𝐵 we have

𝑈𝜏2 ≤ 𝑉 (𝑥) ≤ 𝑘1, 𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −𝑘2,

where 𝑘1 = 𝑈𝜏1 + 𝜎
(

𝜌 + 𝜉−11 (𝑈𝜏1)
), 𝑘2 = 𝑎1𝑈

𝛼1
𝜏2 + 𝑎2𝑈

𝛼2
𝜏2 . Hence, the set 𝐵 will be reached in a finite time 𝑡 ≤ 𝜏2, where

𝜏2 ≤
1

0.5𝑎2(𝛼2 − 1)𝑈𝛼2−1
𝜏1

+
𝑘1 − 𝑈𝜏2

𝑘2
.

Finally, due to (30), the system (20) is OFxTS and the settling-time is bounded as follows (note that 𝑈𝜏1 , 𝑈𝜏2 , 𝑘1 and 𝑘2 do not
depend on initial conditions, their values are completely predefined by the properties of 𝑉 , 𝑈 , 𝑊 and the system dynamics):

𝑇 (𝑥0) ≤
1

0.5𝑎2(𝛼2 − 1)𝑈𝛼2−1
𝜏1

+
𝑈 1−𝛼1

𝜏2

0.5𝑎1(1 − 𝛼1)
+
𝑘1 − 𝑈𝜏2

𝑘2
.

In Theorem 4, the values of 𝑏𝑖 and 𝛽𝑖 for 𝑖 = 1, 𝑁 may depend on 𝑉 (𝑥(0)). In Theorem 5, such a dependence is admitted
for 𝛽𝑖, 𝑖 = 1, 𝑁 since they belong to a bounded interval (𝛼1, 𝛼2), while for 𝑏𝑖, 𝑖 = 1, 𝑁 a dependence on 𝑉 (𝑥(0)) or 𝑊 (𝑥(0)) is
allowed if there exists a uniform upper bound.

Remark 3 In general, none of the functions 𝑈 (𝑥), 𝑊 (𝑥), 𝑉 (𝑥) is an output Lyapunov function. However, with respect to
Definition 4 we have:

• if 𝑉 (𝑥) is smooth and 𝑊 (𝑥) ≤ 𝜉3(|ℎ(𝑥)|) for 𝜉3 ∈ , then 𝑉 (𝑥) is SIoGAS-Lyapunov function;
• if 𝑈 (𝑥) is smooth and 𝐷𝑊 (𝑥)𝑓 (𝑥) ≥ 0, then 𝑈 (𝑥) is SIoGAS-Lyapunov function and the settling-time function in

Theorem 4 is bounded by 𝑇 (𝑥0) ≤
𝑈 1−𝛼
0

𝑎(1−𝛼)
, where 𝑈0 = 𝑈 (𝑥0).

• Due to (25) and (26) ((29) and (30) for Theorem 5) 𝑈 (𝑥) can be considered as local SIoGAS-Lyapunov function for
𝑥0 ∈ .
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Example 1 Consider the system (20) with
𝑥 =

[

𝑥1
𝑥2

]

, 𝑓 (𝑥) =
[

−sign(𝑥1)|𝑥1|0.5 + 𝑥22𝑥1
−|𝑥1|1.5𝑥2

]

, 𝑦 = 𝑥1.

The system admits UO property, and for 𝑈 (𝑥) = |𝑥1|1.5 and 𝑊 (𝑥) = 0.75𝑥22 the conditions (21)-(24) are satisfied with
𝐷𝑉 (𝑥)𝑓 (𝑥) ≤ −1.5𝑈 (𝑥)2∕3 and |𝐷𝑊 (𝑥)𝑓 (𝑥)| ≤ 1.5𝑥2(0)2𝑈 (𝑥) ≤ 2𝑉 (𝑥(0))𝑈 (𝑥). Then the system is OFTS.

Example 2 Consider the system
𝑥̇1 = −sign(𝑥1)|𝑥1|0.5 + 2𝑥1 sin(𝑥2) − sign(𝑥1)𝑥21,
𝑥̇2 = |𝑥1|1.5 + sin(𝑥2) sin

2(𝑥1),
𝑦 = 𝑥1.

The system admits UO property (the right-hand side is bounded for a bounded value of 𝑦). For 𝑈 (𝑥) = |𝑥1|1.5 and 𝑊 (𝑥) =
3(1 + cos(𝑥2)) the conditions of Theorem 5 are satisfied with 𝑎1 = 𝑎2 = 1.5, 𝑏1 = 6, 𝛼1 = 2∕3, 𝛼2 = 5∕3 and 𝛽1 = 1. Then the
system is OFxTS. Note also that for this system there is no Lyapunov function purely dependent on 𝑥1 guaranteeing a fixed-time
convergence for this coordinate as in37.

4.2 Adaptive Control Design
The presented result can be utilized for adaptive finite-time or fixed-time control design. Consider the system

𝑥̇(𝑡) = 𝑓 (𝑥(𝑡), 𝑢(𝑡), 𝜃), 𝑥(0) = 𝑥0, 𝑡 ≥ 0, (31)
where 𝑥(𝑡) ∈ ℝ𝑛 is the measurable state vector, 𝑢(𝑡) ∈ ℝ𝑚 is the control input, 𝜃 ∈ ℝ𝑞 is the vector of unknown parameters and
𝑓 ∶ ℝ𝑛 ×ℝ𝑚 ×ℝ𝑞 → ℝ𝑛. An adaptive control for the system (31) can be presented in the form9

𝑢(𝑡) = 𝑔(𝑥(𝑡), 𝜔(𝑡)),
𝜔̇(𝑡) = 𝜅(𝑥(𝑡)),

(32)
where 𝜔 ∈ ℝ𝑞 is the vector of adjustable control parameters, 𝑔 and 𝜅 are mappings defined as 𝑔 ∶ ℝ𝑛 × ℝ𝑞 → ℝ𝑚 and
𝜅 ∶ ℝ𝑛 → ℝ𝑞 (in contrast to33,37 we will not assume that 𝑞 = 1 and 𝜅(𝑥) is a nonnegative funciton). Then the problem of adaptive
control design considered in this work is to provide output finite-time stability (finite-time partial stability) of the system (31),
(32) with the output 𝑦 = 𝑥 and extended state vector 𝑥̃ =

[

𝑥𝑇 𝜔𝑇 ]𝑇 (i.e., we are interested only in convergence of 𝑥 to the origin).
To demonstrate how the result of Theorem 4 can be utilized for adaptive finite-time control design let us consider the

system (31) in the form
𝑥̇ = 𝐴𝑥 + 𝐵

(

𝜙(𝑥)𝑇 𝜃 + 𝑢
)

, (33)
where 𝑥 ∈ ℝ𝑛, 𝑢 ∈ ℝ, the pair of system matrix 𝐴 ∈ ℝ𝑛×𝑛 and control gain matrix 𝐵 ∈ ℝ𝑛×1 is controllable and 𝜙 ∶ ℝ𝑛 → ℝ𝑞

is known. Then following Theorem 4 one may obtain:
Theorem 6 Let 𝑢𝐹𝑇𝑆 ∶ ℝ𝑛 → ℝ be a continuous feedback control such that the system

𝑥̇ = 𝐴𝑥 + 𝐵𝑢𝐹𝑇𝑆(𝑥), (34)
is finite-time stable and 𝑟-homogeneous of degree 𝜈 < 0. Let 𝑉𝐹𝑇𝑆 ∶ ℝ𝑛 → ℝ+ ∪ {0} be a continuously differentiable 𝑟-
homogeneous of degree 𝜇 (𝜇 > −𝜈) Lyapunov function for (34). Let |𝜙(𝑥)| < 𝑐‖𝑥‖𝛿𝑟 for some 𝑐 ∈ ℝ+ and 𝛿 > 𝜈 + 𝑟max,
𝑟max = max1≤𝑗≤𝑛 𝑟𝑗 . Then the system (33) with adaptive control

𝑢(𝑥, 𝜔) = 𝑢𝐹𝑇𝑆(𝑥) − 𝜙(𝑥)𝑇𝜔

𝜔̇ = 𝛾𝜙(𝑥)
(

𝜕𝑉𝐹𝑇𝑆 (𝑥)
𝜕𝑥

𝐵
)𝑇 (35)

for any 𝛾 ∈ ℝ+ is finite-time stable at the origin and the variable 𝜔 remains bounded.

Proof. According to Theorem 3 𝐷𝑉𝐹𝑇𝑆(𝑥)
(

𝐴𝑥 + 𝐵𝑢𝐹𝑇𝑆(𝑥)
) is 𝑟-homogeneous of degree 𝜇+ 𝜈. Then, using the homogeneity

property and (18), (19) one can obtain
𝐷𝑉𝐹𝑇𝑆(𝑥)

(

𝐴𝑥 + 𝐵𝑢𝐹𝑇𝑆(𝑥)
)

= ‖𝑥‖𝜇+𝜈𝑟
𝜕𝑉𝐹𝑇𝑆 (𝑧)

𝜕𝑧

(

𝐴𝑧 + 𝐵𝑢𝐹𝑇𝑆(𝑧)
)

≤ −𝑎𝑉𝐹𝑇𝑆(𝑥)𝛼
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with 𝑧 ∈ 𝕊𝑟, 0 < 𝛼 = 𝜇+𝜈
𝜇

< 1 and some 𝑎 ∈ ℝ+. Then choosing a candidate Lyapunov function for the system (33), (35) with
extended state vector 𝑥̃ =

[

𝑥𝑇 𝜔𝑇 ]𝑇 as
𝑉 (𝑥̃) = 𝑉𝐹𝑇𝑆(𝑥) + 0.5𝛾−1 (|𝜃 − 𝜔|)2

we obtain
𝐷𝑉 (𝑥̃)

(

𝐴𝑥 + 𝐵
(

𝜙(𝑥)𝑇 𝜃 + 𝑢(𝑥̃)
))

≤ −𝑎𝑉𝐹𝑇𝑆(𝑥)𝛼 +
𝜕𝑉𝐹𝑇𝑆 (𝑥)

𝜕𝑥
𝐵𝜙(𝑥)𝑇 (𝜃 − 𝜔) − 𝛾−1𝜔̇𝑇 (𝜃 − 𝜔)

= −𝑎𝑉𝐹𝑇𝑆(𝑥)𝛼 .
Thus, the conditions (21)-(23) are satisfied with 𝑈 (𝑥̃) = 𝑉𝐹𝑇𝑆(𝑥), 𝑊 (𝑥̃) = 0.5𝛾−1 (|𝜃 − 𝜔|)2 and according to the proof of
Theorem 4 the system is oGAS with 𝑦 = 𝑥.

Since 𝐷𝑉 (𝑥̃)
(

𝐴𝑥 + 𝐵
(

𝜙(𝑥)𝑇 𝜃 + 𝑢(𝑥̃)
))

≤ 0 and the amplitudes of 𝑥 and 𝜔 are bounded by the corresponding functions of
initial conditions, we have

|

|

|

𝐷𝑊 (𝑥̃)
(

𝐴𝑥 + 𝐵
(

𝜙(𝑥)𝑇 𝜃 + 𝑢(𝑥̃)
))

|

|

|

= |

|

|

𝜕𝑉𝐹𝑇𝑆 (𝑥)
𝜕𝑥

𝐵𝜙(𝑥)𝑇 (𝜃 − 𝜔)||
|

≤ 𝜖 ||
|

𝜕𝑉𝐹𝑇𝑆 (𝑥)
𝜕𝑥

𝐵||
|

|𝜙(𝑥)|,
(36)

for some 𝜖 ∈ ℝ+ dependent on initial conditions. Finally, with the use of22 and (18), (19) we obtain
|

|

|

𝐷𝑊 (𝑥̃)
(

𝐴𝑥 + 𝐵
(

𝜙(𝑥)𝑇 𝜃 + 𝑢(𝑥̃)
))

|

|

|

≤ 𝑐𝜖 ||
|

𝜕𝑉𝐹𝑇𝑆 (𝑥)
𝜕𝑥

𝐵||
|

‖𝑥‖𝛿𝑟
≤ 𝑐𝜖 ||

|

𝜕𝑉𝐹𝑇𝑆 (𝑧)
𝜕𝑧

|

|

|

|𝐵| |
|

𝐷−1
𝑟 (‖𝑥‖𝑟)|| ‖𝑥‖

𝛿+𝜇
𝑟

≤ 𝑐𝜖𝑏 |𝐵|max
{

‖𝑥‖𝛿+𝜇−𝑟min
𝑟 , ‖𝑥‖𝛿+𝜇−𝑟max

𝑟

}

≤ 𝑐𝜖𝑏 |𝐵|max
{

𝑐−𝛽max
1 , 𝑐−𝛽min

1

}

max
{

𝑉𝐹𝑇𝑆(𝑥)𝛽max , 𝑉𝐹𝑇𝑆(𝑥)𝛽min
}

= 𝑏̃max{𝑉𝐹𝑇𝑆(𝑥)𝛽max , 𝑉𝐹𝑇𝑆(𝑥)𝛽min},

where 𝑧 ∈ 𝕊𝑟, 𝐷𝑟(⋅) is the dilation matrix, 𝑏̃ = 𝑐𝜖𝑏 |𝐵|max
{

𝑐−𝛽max
1 , 𝑐−𝛽min

1

}

and 𝛽min = 𝜇−𝑟max+𝛿
𝜇

> 𝛼, 𝛽max = 𝜇−𝑟min+𝛿
𝜇

with
𝑟min = min1≤𝑗≤𝑛 𝑟𝑗 . Thus, all conditions of Theorem 4 are verified.

Example 3 To illustrate the application of the proposed adaptive scheme, let us consider a plant defined by
𝑥̇1 = 𝑥2,
𝑥̇2 = 𝜃1 sin(𝑥1𝑥2) + 𝜃2𝑥22 + 𝑢,

where 𝜃 = [𝜃1 𝜃2]𝑇 is the vector of unknown constant parameters and 𝜙(𝑥) = [sin(𝑥1𝑥2) 𝑥22]
𝑇 .

In this case (34) is the double integrator system. According to26 we choose the finite-time control 𝑢𝐹𝑇𝑆 in the form
𝑢𝐹𝑇𝑆(𝑥) = − ⌈𝑥2⌋

𝛼 − ⌈𝜒𝛼⌋
𝛼

2−𝛼 ,

where 𝜒𝛼 = 𝑥1 +
1

2−𝛼
⌈𝑥2⌋

2−𝛼 , 𝛼 ∈ (0, 1) and ⌈𝑥⌋𝛽 = |𝑥|𝛽sign(𝑥). This finite-time control homogenizes the double integrator
system of degree 𝛼 − 1 < 0 with the vector of weights 𝑟 = [2 − 𝛼, 1]𝑇 , and the corresponding homogeneous Lyapunov function
can be chosen in the form

𝑉𝐹𝑇𝑆(𝑥) =
2 − 𝛼
3 − 𝛼

|

|

𝜒𝛼
|

|

3−𝛼
2−𝛼 + 𝑠𝑥2𝜒𝛼 +

𝑙
3 − 𝛼

|𝑥2|
3−𝛼 ,

where 𝑙 and 𝑠 are positive reals. Then for 𝛼 = 0.5, 𝛿 = 𝜌 = 2 and 𝑐 = 1.5 the condition |𝜙(𝑥)| < 𝑐‖𝑥‖𝛿𝑟 is satisfied, and
according to Theorem 6 the system is finite-time stable with the use of adaptive control (35) in the form

𝑢(𝑥, 𝜔) = − ⌈𝑥2⌋
𝛼 − ⌈𝜒𝛼⌋

𝛼
2−𝛼 − 𝜙(𝑥)𝑇𝜔,

𝜔̇ = 𝛾𝜙(𝑥)
(

⌈𝜒𝛼⌋
1

2−𝛼
|𝑥2|1−𝛼 + 𝑠𝜒𝛼 + (𝑠 + 𝑟)𝑥2|𝑥2|1−𝛼

)

.

The results of simulation are shown in Fig. 1 for 𝜃 = [3 − 2]𝑇 , 𝛾 = 𝑙 = 𝑠 = 1. The results of simulation with using the
logarithmic scale are shown in Fig. 2 in order to demonstrate finite-time convergence rate of |𝑥|. The transients for the control
𝑢(𝑥) = 𝑢𝐹𝑇𝑆(𝑥) are shown in Fig. 3 indicating that the control without adaptive term may not guarantee stability of the system.

Remark 4 In27 it was shown that for a stable homogeneous system 𝑥̇ = 𝑓 (𝑥) there exists an implicitly defined homogeneous
Lyapunov function 𝑄(𝑉𝐹𝑇𝑆 , 𝑥) = 0, where

𝑄(𝑉𝐹𝑇𝑆 , 𝑥) = Ψ(𝑥)𝑇𝐷𝑟(𝑉 −1
𝐹𝑇𝑆)𝑃𝐷𝑟(𝑉 −1

𝐹𝑇𝑆)Ψ(𝑥) − 1,
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FIGURE 1 System states 𝑥, 𝜔 versus time

FIGURE 2 Simulation plot of |𝑥|

FIGURE 3 System states 𝑥 for the control without adaptive term

Ψ is diffeomorphism on ℝ𝑛⧵{0}, the homeomorphism on ℝ𝑛, Ψ(0) = 0. In this case by means of the implicit function theorem28
we have

𝜕𝑉𝐹𝑇𝑆

𝜕𝑥
= −

[

𝜕𝑄
𝜕𝑉𝐹𝑇𝑆

]−1 𝜕𝑄
𝜕𝑥

for 𝑄(𝑉𝐹𝑇𝑆 , 𝑥) = 0.

The implicit Lyapunov function method is well established for homogenizing finite-time control design. For example, in order
to choose homogenizing control for the system (34) the results of24,25 may be used.

The presented results can be extended to linear geometric homogeneous systems using their equivalence to standard
homogeneous ones27.
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Remark 5 The control scheme (35) presented in Theorem 6 can be applied with not necessary homogenising control laws
𝑢𝐹𝑇𝑆 . Since for finite-time stable system there exists a Lyapunov function that 𝐷𝑉𝐹𝑇𝑆(𝑥)(𝐴𝑥 + 𝐵𝑢𝐹𝑇𝑆(𝑥)) ≤ −𝑎𝑉𝐹𝑇𝑆(𝑥)𝛼 ,
𝑎 ∈ ℝ+, 𝛼 ∈ (0, 1) then the main condition for applying the scheme (35) is

|

|

|

|

𝜕𝑉𝐹𝑇𝑆(𝑥)
𝜕𝑥

𝐵
|

|

|

|

|𝜙(𝑥)| ≤
𝑁
∑

𝑖=1
𝑏𝑖𝑉𝐹𝑇𝑆(𝑥)𝛽𝑖 , (37)

where 𝑏𝑖 ∈ ℝ+, 𝛽𝑖 > 𝛼, 𝑖 = 1, 𝑁 and 𝑁 ∈ ℕ.
Let the system (33) satisfy the following assumption:
(A.4) The unknown parameters are from a compact set, i.e., |𝜃| ≤ 𝜃max for a known 𝜃max ∈ ℝ+.
Then the results similar to Theorem 6 can be obtained for Theorem 5 by replacing a finite-time stabilizing control 𝑢𝐹𝑇𝑆 with

a fixed-time one:
Theorem 7 Let assumption A.4 be satisfied and 𝑢𝐹𝑥𝑇𝑆 ∶ ℝ𝑛 → ℝ be stabilizing in a fixed time control law for the system

𝑥̇ = 𝐴𝑥 + 𝐵𝑢𝐹𝑥𝑇𝑆(𝑥) (38)
and 𝑉𝐹𝑥𝑇𝑆(𝑥) be the corresponding Lyapunov function satisfying

𝐷𝑉𝐹𝑥𝑇𝑆(𝑥)(𝐴𝑥 + 𝐵𝑢𝐹𝑥𝑇𝑆(𝑥)) ≤ −𝑎1𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼1 − 𝑎2𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼2 ,

𝜉1(|𝑥|) ≤ 𝑉𝐹𝑥𝑇𝑆(𝑥) ≤ 𝜉2(|𝑥|)
with 𝑎1, 𝑎2 ∈ ℝ+, 𝛼1 ∈ (0, 1), 𝛼2 > 1 and 𝜉1, 𝜉2 ∈ ∞. Then the system (33) with adaptive control

𝑢(𝑥, 𝜔)=𝑢𝐹𝑥𝑇𝑆(𝑥)−𝜃max𝜙(𝑥)𝑇
[

arctan(𝜔1), ..., arctan(𝜔𝑞)
]𝑇

𝜔̇ = 𝛾𝜃−1maxdiag{1 + 𝜔2
𝑖 }

𝑞
𝑖=1𝜙(𝑥)

(

𝜕𝑉𝐹𝑥𝑇𝑆 (𝑥)
𝜕𝑥

𝐵
)𝑇 (39)

for any 𝛾 ∈ ℝ+ is fixed-time stable at the origin if

|

|

|

|

𝜕𝑉𝐹𝑥𝑇𝑆(𝑥)
𝜕𝑥

𝐵
|

|

|

|

|𝜙(𝑥)| ≤
𝑁
∑

𝑖=1
𝑏𝑖𝑉𝐹𝑥𝑇𝑆(𝑥)𝛽𝑖 (40)

is satisfied for 𝑏𝑖 ∈ ℝ+, 𝛽𝑖 ∈ (𝛼1, 𝛼2), 𝑖 = 1, 𝑁 and 𝑁 ∈ ℕ.

Proof. Choose a candidate Lyapunov function for the system (33), (35) with extended state vector 𝑥̃ =
[

𝑥𝑇 𝜔𝑇 ]𝑇 in the form
𝑉 (𝑥̃) = 𝑉𝐹𝑥𝑇𝑆(𝑥) + 0.5𝛾−1 |

|

𝜃|
|

2 ,

where 𝜃 = 𝜃 − 𝜃max
[

arctan(𝜔1), ..., arctan(𝜔𝑞)
]𝑇 . Then we obtain

𝐷𝑉 (𝑥̃)
(

𝐴𝑥 + 𝐵
(

𝜙(𝑥)𝑇 𝜃 + 𝑢(𝑥̃)
))

≤ −𝑎1𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼1 − 𝑎2𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼2 +
𝜕𝑉𝐹𝑥𝑇𝑆 (𝑥)

𝜕𝑥
𝐵𝜙(𝑥)𝑇 𝜃

−𝛾−1𝜃max𝜔̇𝑇 diag
{

1
1+𝜔2

𝑖

}𝑞

𝑖=1
𝜃

= −𝑎1𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼1 − 𝑎2𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼2 .

Thus, the conditions (21), (22), (27) are satisfied with 𝑈 (𝑥̃) = 𝑉𝐹𝑥𝑇𝑆(𝑥), 𝑊 (𝑥̃) = 0.5𝛾−1 |
|

𝜃|
|

2 and the system is oGAS. Due to
assumption A.4 is satisfied, 𝑊 (𝑥̃) ≤ 0.5𝛾−1𝜃2max

(

1 + 0.5
√

𝑞𝜋
)2 is globally bounded, i.e., the condition (28) is satisfied. Finally,

by (40) the inequality (24) holds and all conditions of Theorem 5 are satisfied.
Remark 6 The result of Theorem 7 can be applied for the case of time-varying parameter 𝜃(𝑡) under the assumption |𝜃(𝑡)| ≤

𝜃max for all 𝑡 ≥ 0. Let 𝜃∗ be the mean value of 𝜃(𝑡) and |𝜃(𝑡) − 𝜃∗| ≤ 𝜖∗ for some 𝜖∗ ∈ (0, 𝜃max). Let the condition

𝜖∗
𝑁
∑

𝑖=1
𝑏𝑖 < min{𝑎1, 𝑎2}

is satisfied, then replacing 𝜃 by 𝜃∗ in the expression of 𝑉 and taking into account (40) we obtain
𝐷𝑉 (𝑥̃)

(

𝐴𝑥 + 𝐵
(

𝜙(𝑥)𝑇 𝜃 + 𝑢(𝑥̃)
))

≤ −𝑎1𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼1 − 𝑎2𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼2 +
𝜕𝑉𝐹𝑇𝑆 (𝑥)

𝜕𝑥
𝐵𝜙(𝑥)𝑇 (𝜃(𝑡) − 𝜃∗)

≤ −(𝑎1 − 𝜖∗
∑𝑁

𝑖=1 𝑏𝑖)𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼1 − (𝑎2 − 𝜖∗
∑𝑁

𝑖=1 𝑏𝑖)𝑉𝐹𝑥𝑇𝑆(𝑥)𝛼2

for 𝑉 (𝑥̃) = 𝑈 (𝑥̃) + 𝑊 (𝑥̃), 𝑈 (𝑥̃) = 𝑉𝐹𝑥𝑇𝑆(𝑥), 𝑊 (𝑥̃) = 0.5𝛾−1
(

|

|

|

𝜃∗ − 𝜃max
[

arctan(𝜔1), ..., arctan(𝜔𝑞)
]𝑇
|

|

|

)2, i.e., the condi-
tion (27) is satisfied. The rest conditions of Theorem 5 are also valid according to the proof of Theorem 7. Thus, for sufficiently
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small variations of 𝜃(𝑡) (𝜖∗ is sufficiently small) the result of Theorem 7 remains relevant. Similarly, the result of Theorem 6
remains relevant for the case of time-varying parameter 𝜃(𝑡) under additional condition:

𝜖∗
|

|

|

|

𝜕𝑉𝐹𝑇𝑆(𝑥)
𝜕𝑥

𝐵
|

|

|

|

|𝜙(𝑥)| ≤ 𝑎∗𝑉 𝛼
𝐹𝑇𝑆 ,

where 𝑎∗ < 𝑎, 𝜖∗ ∈ ℝ+ ∶ |𝜃(𝑡) − 𝜃∗| ≤ 𝜖∗.
The homogeneity property can be used for fixed-time control design. For example, the concept of homogeneity in bi-limit

introduced in30 provides that an asymptotically stable system is fixed-time stable if it is homogeneous of negative degree in 0-
limit and homogeneous of positive degree in ∞-limit. Based on this the fixed-time convergence can be achieved by changing
the homogeneity degree in hybrid algorithms (see, for example,24,31,32).

Corollary 2 Let 𝑢𝐹𝑥𝑇𝑆 ∶ ℝ𝑛 → ℝ be such that 𝑢𝐹𝑥𝑇𝑆(𝑥) = 𝑢1(𝑥) for 𝑥 ∈ Ω and 𝑢𝐹𝑥𝑇𝑆(𝑥) = 𝑢2(𝑥) for 𝑥 ∈ ℝ𝑛 ⧵ Ω, where
Ω is neighborhood of the origin, 𝑢𝑖 ∶ ℝ𝑛 → ℝ are 𝑟𝑖-homogeneous functions such that 𝑢1(𝑥) = 𝑢2(𝑥) for 𝑥 ∈ 𝜕Ω (boundary of
Ω). Let the system (38) be fixed-time stable and its continuously differentiable FxTS Lyapunov function 𝑉𝐹𝑥𝑇𝑆 be such that it is
𝑟1-homogeneous of degree 𝜇1 for 𝑥 ∈ Ω and 𝑟2-homogeneous of degree 𝜇2 for 𝑥 ∈ ℝ𝑛 ⧵Ω. Let

|𝜙(𝑥)| <

{

𝜂1‖𝑥‖
𝛿1
𝑟1 for 𝑥 ∈ Ω,

𝜂2‖𝑥‖
𝛿2
𝑟2 for 𝑥 ∈ ℝ𝑛 ⧵Ω

for some 𝜂1, 𝜂2 ∈ ℝ+ and 𝛿1 > 𝜈1 + 𝑟1max, 𝛿2 < 𝜈2 + 𝑟2min, 𝑟1max = max1≤𝑗≤𝑛 𝑟1𝑗 , 𝑟2min = min1≤𝑗≤𝑛 𝑟2𝑗 . Then with adaptive
control in the form (39) the system (33) is fixed-time stable at the origin.

Proof. The proof is a direct consequence of Theorem 7 and the homogeneity property.
Remark 7 As it is shown in the following example the given result can be extended for the case when 𝑉𝐹𝑥𝑇𝑆 is continuously

differentiable for 𝑥 ∉ {0} ∪ 𝜕Ω.
Example 4 Consider the system

𝑥̇1 = 𝑥2,
𝑥̇2 = 𝜃1 sin(𝑥1𝑥2) + 𝜃2𝑥2 + 𝑢,

where 𝜃 = [𝜃1 𝜃2]𝑇 is the vector of unknown constant parameters. According to24 choose 𝑢𝐹𝑥𝑇𝑆 in the form

𝑢𝐹𝑥𝑇𝑆 =

{

𝑉 1+𝜈1
𝐹𝑥𝑇𝑆𝑘𝐷𝑟1(𝑉

−1
𝐹𝑥𝑇𝑆)𝑥 for 𝑥𝑇𝑋−1𝑥 < 1

𝑉 1+2𝜈2
𝐹𝑥𝑇𝑆 𝑘𝐷𝑟2(𝑉

−1
𝐹𝑥𝑇𝑆)𝑥 for 𝑥𝑇𝑋−1𝑥 ≥ 1

with
• 𝜈1 ∈ (−1, 0), 𝜈2 ∈ ℝ+, 𝑟1 =

[

1 − 𝜈1 1
]𝑇 , 𝑟2 =

[

1 1 + 𝜈2
]𝑇 ;

• 𝑘 = 𝑌 𝑋−1, where 𝑌 ∈ ℝ2×1, 𝑋 ∈ ℝ2×2 is a solution of linear matrix inequalities
𝐴𝑋 +𝑋𝐴𝑇 + 𝐵𝑌 + 𝑌 𝑇𝐵𝑇 + 𝜁1𝑋 < 0, 𝑋 > 0,

𝜁2𝑋 ≥ 𝑋diag{𝑟1𝑖}2𝑖=1 + diag{𝑟1𝑖}2𝑖=1𝑋 > 0,
𝜁3𝑋 ≥ 𝑋diag{𝑟2𝑖}2𝑖=1 + diag{𝑟2𝑖}2𝑖=1𝑋 > 0,

for some 𝜁1, 𝜁2, 𝜁3 ∈ ℝ+;
• 𝑉𝐹𝑥𝑇𝑆 ∈ ℝ+ is defined implicitly by

{

𝑄1(𝑉𝐹𝑥𝑇𝑆 , 𝑥) = 0 for 𝑥𝑇𝑋−1𝑥 < 1
𝑄2(𝑉𝐹𝑥𝑇𝑆 , 𝑥) = 0 for 𝑥𝑇𝑋−1𝑥 ≥ 1

,

where
𝑄1(𝑉𝐹𝑥𝑇𝑆 , 𝑥) = 𝑥𝑇𝐷𝑟1(𝑉

−1
𝐹𝑥𝑇𝑆)𝑋

−1𝐷𝑟1(𝑉
−1
𝐹𝑥𝑇𝑆)𝑥 − 1,

𝑄2(𝑉𝐹𝑥𝑇𝑆 , 𝑥) = 𝑥𝑇𝐷𝑟2(𝑉
−1
𝐹𝑥𝑇𝑆)𝑋

−1𝐷𝑟2(𝑉
−1
𝐹𝑥𝑇𝑆)𝑥 − 1.

In order to find 𝑉𝐹𝑥𝑇𝑆 the numerical procedures can be used (for example, the bisection method may be utilized (see,
e.g.25).
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The control 𝑢𝐹𝑥𝑇𝑆 homogenizes the system (38) of degree 𝜈1 < 0 for 𝑥𝑇𝑋−1𝑥 < 1 and 𝜈2 > 0 for 𝑥𝑇𝑋−1𝑥 ≥ 1. Note that 𝑉𝐹𝑥𝑇𝑆
is continuously differentiable for 𝑥 ∉ {0} ∪ {𝑥 ∈ ℝ𝑛 ∶ 𝑉 (𝑥) = 1}. According to24 the inequality

𝐷𝑉𝐹𝑥𝑇𝑆(𝑥)(𝐴𝑥 + 𝐵𝑢𝐹𝑥𝑇𝑆(𝑥)) ≤
⎧

⎪

⎨

⎪

⎩

− 𝜁1
𝜁2
𝑉 1+𝜈1
𝐹𝑥𝑇𝑆(𝑥) for 𝑉𝐹𝑥𝑇𝑆(𝑥) < 1,

− 𝜁1
𝜁3
𝑉 1+𝜈2
𝐹𝑥𝑇𝑆(𝑥) for 𝑉𝐹𝑥𝑇𝑆(𝑥) > 1,

−min{ 𝜁1
𝜁2
, 𝜁1
𝜁2
} for 𝑉𝐹𝑥𝑇𝑆(𝑥) = 1,

holds for almost all 𝑡 such that 𝑥(𝑡) ≠ 0. Then according to Theorem 7 the system is fixed-time stable with the use of adaptive
control in the form (39)

𝑢(𝑥, 𝜔) =𝑢𝐹𝑥𝑇𝑆(𝑥) − 𝜃max𝜙(𝑥)𝑇
[

arctan(𝜔1) arctan(𝜔2)
]𝑇

𝜔̇ = 𝛾𝜃−1maxdiag{1 + 𝜔2
𝑖 }

2
𝑖=1𝜙(𝑥)

(

𝜕𝑉𝐹𝑥𝑇𝑆 (𝑥)
𝜕𝑥

𝐵
)𝑇

,

where according to Remark 4
𝜕𝑉𝐹𝑥𝑇𝑆 (𝑥)

𝜕𝑥
= −2𝑉𝐹𝑥𝑇𝑆

{

𝜍1(𝑥) for 𝑥𝑇𝑋−1𝑥 < 1
𝜍2(𝑥) for 𝑥𝑇𝑋−1𝑥 ≥ 1

with
𝜍1(𝑥) = 𝑥𝑇𝐷𝑟1(𝑉

−1
𝐹𝑥𝑇𝑆)

(diag{𝑟1𝑖}2𝑖=1𝑋−1 +𝑋−1diag{𝑟1𝑖}2𝑖=1
)

𝐷𝑟1(𝑉
−1
𝐹𝑥𝑇𝑆)𝑥𝑥

𝑇𝐷𝑟1(𝑉
−1
𝐹𝑥𝑇𝑆)𝑋

−1𝐷𝑟1(𝑉
−1
𝐹𝑥𝑇𝑆),

𝜍2(𝑥) = 𝑥𝑇𝐷𝑟2(𝑉
−1
𝐹𝑥𝑇𝑆)

(diag{𝑟2𝑖}2𝑖=1𝑋−1 +𝑋−1diag{𝑟2𝑖}2𝑖=1
)

𝐷𝑟2(𝑉
−1
𝐹𝑥𝑇𝑆)𝑥𝑥

𝑇𝐷𝑟2(𝑉
−1
𝐹𝑥𝑇𝑆)𝑋

−1𝐷𝑟2(𝑉
−1
𝐹𝑥𝑇𝑆).

The results of simulation are shown in Fig. 4 for 𝜃 = [3 2]𝑇 and 𝑥0 = [0 1]𝑇 . The results of simulation with using the
logarithmic scale are shown in Fig. 5 for different initial conditions. They show uniformity of the convergence time on the initial
conditions. The transients for the control 𝑢(𝑥) = 𝑢𝐹𝑥𝑇𝑆(𝑥) are shown in Fig. 6.

FIGURE 4 Simulation plot for 𝑥0 = [0 1]𝑇

Remark 8 One of the main advantages of the proposed adaptive scheme is that it allows to combine with an adaptive algorithm
different finite-time (fixed-time) controls 𝑢𝐹𝑇𝑆 (𝑢𝐹𝑥𝑇𝑆) designed for nominal systems without uncertainties. This variability
allows to assign some additional robustness properties to the closed-loop system that are inherent to 𝑢𝐹𝑇𝑆 (𝑢𝐹𝑥𝑇𝑆). For example,
with the use of homogeneity based algorithms the presented control scheme can cancel a wide class of disturbances, including
non-Lipschitz ones (see, for example,38).

5 CONCLUSIONS

In the paper a sufficient condition of output finite-time and fixed-time stability is presented. Comparing with existing results the
presented approach is less restrictive and/or obtained for a wider class of systems. Based on the provided sufficient condition,
a simple scheme of adaptive finite/fixed-time control design is presented. Possible directions for future research include control
and observer design based on the use of the presented OFTS/OFxTS condition, and an extension of the approach guaranteeing
the parameter convergence also.
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FIGURE 5 Simulation plot for different initial conditions 𝑥0

FIGURE 6 Simulation plot for the control 𝑢(𝑥) = 𝑢𝐹𝑥𝑇𝑆(𝑥)
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