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Abstract

In this paper we consider an inverse scattering problem which consists in
retrieving obstacles in a partially embedded waveguide in the acoustic case,
the measurements being located on the accessible part of the structure. Such
accessible part can be considered as a closed waveguide (with a finite cross
section), while the embedded part can be considered as an open waveguide
(with an infinite cross section). We propose an approximate model of the
open waveguide by using Perfectly Matched Layers in order to simplify the
resolution of the inverse problem, which is based on a modal formulation of
the Linear Sampling Method. Some numerical results show the efficiency of
our approach. This paper can be viewed as a continuation of the article [11],
which was focused on the forward problem.

1 Introduction

The context of the present paper is Non Destructive Testing (NDT) of an elongated
structure which is partially embedded in a surrounding medium. In the field of
civil engineering, this elongated structure could be a cable made of steel which is
partially free and partially surrounded by concrete. In the oil and gas industry, it
could be a metallic tube which is partially free and partially immersed in water.
Note that in these two examples, the celerity of waves is larger in the elongated
structure (the core) than in the surrounding medium (the sheath), which is an



important feature in what follows. The case when the celerity is smaller in the core
than in the sheath would be interesting for other types of applications like optic
fibers, but we restrict to the first case in order to simplify the presentation. In the
NDT procedure we consider in this paper, the objective is to retrieve some defects
lying within the embedded part of the cable/tube from measurements located on
the accessible part of such cable/tube, this is the free one. More precisely, we wish
to send some incident waves from the accessible part of the structure and measure
the corresponding scattered waves which come back to this accessible part, then try
to identify the defects from those multistatic data. This inverse problem is delicate
for at least two reasons. The first one is it corresponds to a back-scattering problem:
the emitters and receivers are located on a single side of the area to probe. The
second one is that the waves coming from the free part of the cable/tube partially
leak in the surrounding medium, which from the point of view of the inverse problem
implies a loss of information. Indeed, since the ratio of the wave celerities between
the core and the sheath is larger than one, there are no propagating modes in the
core. On the contrary, in the absence of the surrounding medium these propagating
modes would transport the information at long distance without attenuation (see
[15]). Such delicate inverse problem, which is addressed in [34] and in [25], has
received very little attention as far as we can judge. It however deserves some
further investigation since it has important applications.

From a mathematical point of view, the configuration described above can be
viewed as a junction between a closed waveguide (with a bounded cross-section) and
an open waveguide (with an unbounded cross-section), the open waveguide having
itself a core and a sheath. In our paper, the model we consider is simplified in three
different ways. Firstly, the model is two-dimensional and corresponds to isotropic
antiplane elasticity, that is the sole SH waves are taken into account. Secondly,
the defect is a Dirichlet-type impenetrable obstacle denoted O and located in the
core or in the sheath of the open waveguide. Thirdly, the problem is addressed
in the time-harmonic regime at a given frequency w. The configuration that we
consider is illustrated in Figure[l} The closed part of the waveguide is the domain
(—00,0) x (—h,h), with A > 0, while the open part of the waveguide is the domain
(0, 400) x R. The shear modulus and the density are denoted p and p, respectively,
from which we define the speed ¢ and the wave number k by the formulas ¢ := pu/p
and k := w/c. In the closed part of the waveguide, the shear modulus and the density
are constant and given by (u, p) = (o, po)- In the open part of the waveguide, the
shear modulus and the density are piecewise positive constants and given by (u, p) =
(10, po) in the core, that is the domain (0, +00) x (—h,h) and (i, p) = (fo, po) in
the sheath, that is the domain (0, +00) x ((—00, —h) U (h, +0)). The corresponding
speed and wave number are denoted ¢y and kg in the core, while they are denoted
¢y and k in the sheath. Instead of considering the original configuration [1, which
is difficult to study as such due to the open part of the waveguide, a classical and
convenient idea consists following [7] in using some Perfectly Matched Layers in the
transverse direction: it has the effect to transform the open waveguide into a closed
one by introducing external layers which are made of an artificial material. Such
layers do not perturb the waves inside the physical medium but absorb the waves
before they reach the external boundaries of the layers. They are perfectly matched
in the sense that they do not introduce reflections at the interface with the physical
part of the medium. In the presence of those PMLs, the physical medium reduces
now to the domain (0,4+00) x (—hin, hin), with hiy, > h, and the PMLs consist of
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Figure 1: Original configuration

the domain (0,+00) X ((—hout; —hin) U (Rin, hout)), With Aoyt > hin. The PMLs
are characterized by a complex-valued function « such that « is equal to 1 in the
physical domain and « is well chosen in the PMLs. The configuration with PMLs is
represented in Figure 2] which will be the configuration of interest in the remainder
of the paper.

In [I1], for the configuration , the forward scattering problem which is gener-
ated by an incident mode which is sent from the left half-waveguide is extensively
analyzed: well-posedness of such problem is proved in an appropriate functional
space, the asymptotic behaviour at infinity of the solution in the longitudinal direc-
tion is studied and some artificial boundary conditions in such longitudinal direction
are proposed and analyzed in order to compute an approximate solution numeri-
cally. All these results are obtained by using the Kondratiev theory [31]. Concerning
the inverse problem, we propose to use the Linear Sampling Method to identify the
defects. The LSM appeared for the first time in [24], while a more sophisticated
variant of this method called the Factorization Method has emerged a couple of
years later [29]. First introduced in acoustics for the free homogeneous space, sam-
pling methods have been adapted to various situations ever since, both from the
point of view of the physics which governs the problem (electromagnetism [23], 30],
elasticity [II 21], fluid mechanics [32], fluid-solid interaction [33]), the nature of the
defects (obstacles/inclusions, cracks [I8]), the properties of the background medium
(anisotropic [19], periodic [3], heterogeneous and unknown []) and its geometry
(free space, half-space [22], shallow ocean [2], waveguides [20] 15 [33] @] 8, [35]). By
shallow ocean, we mean a 3D domain which is bounded in only one direction and
unbounded in the other directions. By waveguide, we mean a 2D or 3D domain
which is unbounded in one direction and bounded in the other ones. The Linear
Sampling Method (LSM) consists in defining an integral operator, the kernel of
which is exactly formed by the multistatic scattering data. For each point Z of a
sampling grid, we ask whether a test function depending on Z belongs or not to



/\/\ /\f h (10, o)
ARV

0]
incident wave C)

Figure 2: Configuration with PMLs

the range of this integral operator. That test range enables us to plot the indicator
function of the defects. It is important to note that, because the integral operator
is compact and the data are noisy in practice, some regularization is required to
apply the range test. In [I5], the authors introduced a modal formulation of the
LSM which consists in putting the incident and scattered fields in the form of an
infinite linear combination of the modes of the waveguide, and to restrict those
series to a finite number of terms which coincides with the number of propagating
modes. This way of regularizing the problem is based on a physical argument which
amounts to keep the sole information that propagates at long distance and to get
rid of the evasnescent one. This is all the more justified as the support of data is
far away from the defects. In a long series of papers [13], 15 [16] 17, 10, [6l 5], this
technique was generalized to more and more complicated situations. In particular,
in [B] it was validated with experimental data in a realistic NDT context. An im-
portant point in the Linear Sampling Method is that the test function is nothing
but the fundamental solution of the background domain at point Z. For simple
geometries, a closed-form expression of the fundamental solution is known. But for
junctions of half-waveguides such as in Figure [2] a closed-form expression of the
fundamental solution is not available. This problem was addressed in [I2] for a
junction of several closed half-waveguides, that is with real parameters, where the
fundamental solution was expressed in terms of the so-called reference fields, which
were themselves computed with the help of a Finite Element Method. Importantly,
those FEM computations do not depend on the sampling point Z and are performed
once and for all. We reapply this technique in the present paper.

Our article is organized as follows. In section 2 we recall some important results
concerning the forward problem and which are established in [I1]. Section 3 is
dedicated to the fundamental solution of the structure shown on Figure [2] in the
absence of the obstacle. An explicit expression of such fundamental solution is
required to solve the inverse problem by using the Linear Sampling Method, which
is the subject of section 4. Some numerical experiments showing the feasibility of
our method are presented in section 5. Lastly, an appendix details the derivation
of the fundamental solution in a uniform PML-waveguide, which is a first step to
derive the fundamental solution of the overall structure.



2 An overview of the forward problem

2.1 Description of the modes

In this paragraph we recall the expression of the modes, on the one hand in a straight
homogeneous closed waveguide having the properties of the left half-waveguide of
Figure [2] on the other hand in a straight stratified closed waveguide with PMLs
having the properties of the right half-waveguide of Figure 2]

Let us first denote Q := R x I, I := (—h, h). Such closed waveguide is character-
ized by the constant material properties (o, po), from which we deduce the celerity
co := +/po/po and the wave number ko := w/cy. We introduce the coordinates
(z,y), where z is the coordinate along the unbounded direction of the waveguide,
while y is the coordinate along the transverse direction. The modes are the solutions
u of the form u(z,y) = e*®¢(y) for some \ € C to the problem

—Au—k%u = 0 inQ
dyou = 0 on 09,

where v is the outward unit normal vector to d€2. The modes are given by

Wy (2,y) 1= @, (y), (1)
with
~ . n2m2
)\n =1 k% W, ne N, (2)

where the branch cut in the square root is chosen such that Sm(+/z) = 0, and with
1 1 nmw
= —, @n(y) = —=cos(— +h), n € N*, 3
Go(y) N ) NG (Qh(y ) 3)
the family of functions (,,, n € N, forming a complete orthonormal basis of L2([).
_ Let us introduce the following assumption on kg, which implies that none of the
A, vanish.

Assumption 2.1. For all n € N, nw/2h # k.

This implies in particular that there exists some N € N* such that for n =
0,---,N—1, X\, € i(0,+00), while for n = N,--- , 400, A € (—0,0). Hence for
n=20,--- ,N—l, the 1w are called propagating modes, the ;" propagating from the
left to the right, the w,, propagating from the right to the left. For n = N, -, +0,
the Wl are called the evanescent modes, the @ exponentially decaying from the
left to the right, the w,,; exponentially decaying from the right to the left.

We now describe the modes of the closed waveguide with PMLs, that is Qqy :=
R x Iout, with oyt := (—hout, Pout). The shear modulus and the density are given

in the truncated domain Q4. by

(NO,pO) if |y| < h7

s p)(Y) = . 4
(k: 2)(0) {(urf,,px) if h <[yl < hout- @)
From po, and po, we deduce the celerity co. := 4/pe/psn and the wave number
ky := w/cy,. We assume in what follows that the celerity in the core is larger than
the celerity in the sheath, that is:



Assumption 2.2. We have that ¢y > ¢, or in other words kg < k..

The PML complex function « is defined in Q.4 by

L if |y| < hinv
a(y) = .
O‘%(y) if hin < |y| < houta

where o is a function which satisfies

-5 <arg(ac(y) <0 for hin < |y| < hous (6)
The properties @ of the function « are essential for the PMLs to play their
role (see [11]). The modes are the solutions u of the form u(x,y) = e’ ¢(y) to the
problem
{ —ady(apdyu) — popu — wipu = 0 in Qoy (7)
dou = 0 on 0Qut,

where v is the outward unit normal vector to 0€Q2,u;. There exists a countable set of
complex numbers A,, and a countable family of functions ¢,, on I, such that the
modes are given for n € N by

wy (z,y) = o (y). (8)
More precisely, if we consider the operator Z(A\) : H(Ioys) — H'(Iout)*, where
H!(I,u)* is the topological dual of H! (I ), which is defined by

EZPNERT VS L (andyp dyio = B2 + K)p) dy, Voo, ¥ € H (Iour), (9)

out

and the bracket (-, )7 . means duality between H! (o) and H! (I,,4)*, the complex
numbers +)\,, and the corresponding functions ¢,, coincide with the pairs (A, ) €
C x H(Zout)\{0} such that

LN =0. (10)

The set of A € C such that there exists some non trivial ¢ € Hl(Iout) satisfying
is denoted A. The eigenvalues A,, n € N, satisfy Re(A,) < 0 and Im(A,) > 0 and
are numbered such that

S < Re(Mng1) < Re(hn) < -+ < Re(Ao) < 0. (11)

Contrary to the previous homogeneous case (see the expression of the numbers An
given by ), the numbers \,, do not have a simple expression: they are solutions to
a dispersion relationship which is given in [I1] (see Remark 3.1). The modes given
by are divided into the so-called leaky modes, which are localized in the physical
part of the waveguide, and into the PML modes, which are localized in the PMLs.
The physical meaning of those two kinds of modes are described in [I1]. In particu-
lar, the leaky modes inherit from the fact that in the true unbounded configuration
of Figure |1, some modes radiate from the core to the sheath in the transverse di-
rection. It should be noted that the modes w,l are exponentially decaying from the
left to the right while the modes w,, are exponentially decaying from the right to
the left. In other words, and contrary to the homogeneous waveguide, all the modes
wi are evanescent, as can be seen on Figure 5 of [I1]. That none of the modes is

n



propagating is a consequence of Assumption Depending on the parameters of
the sheath and the core, some leaky modes may have a very small real part (it will
be the case in our numerical section where the core is made of steel and the sheath
is made of concrete), which implies that they are almost propagating. That will
be useful for the resolution of the inverse problem. Let us introduce the following
fundamental assumption on the eigenfunctions ¢.

Assumption 2.3. The eigenvectors ¢ are such that

J ﬁ¢2 dy # 0.
Iout @

It is proved in [II] (see lemma 2 and 3) that under the Assumption the
geometrical and algebraical multiplicities of all eigenvalues A are both equal to 1.
It is unknown to us whether the ¢,, n € N, form a complete basis of L2(I,ut)
or not. However, again thanks to Assumption (see proposition 4 in [I1]), the
eigenvectors ¢,, satisfy the biorthogonality relationship: for n,m € N, we have

1

where d,,, = 1 if m = n and §,,, = 0 otherwise, which implicitly defines J,,.

2.2 The forward problem

We consider the problem illustrated by Figure 2] which models the diffraction by
an obstacle of an incident wave coming from the left in a junction between a half-
closed waveguide and a half-open waveguide closed by finite PMLs. We introduce
the following notations: Q= := (—00,0) x (—h,h), QT := (0, +0) X (—hous, Pout)s
Yo :={0} x (=h,h) and Q := Q™ U Xy U Q. The obstacle O is a smooth bounded
domain which lies either within the core or within the sheath of the open half-
waveguide with PMLs, and we denote D := Q\O and DT := Q*\O. Let us define
the incident wave u’ = o, in Q as

- wr in Q7 (13)
0T 0 o Qf,

where @, for n € N is a mode coming from the left closed waveguide and defined by
. Let us introduce the spaces H}. (D) (resp. L},.(D)) as the set of distributions v
in D such that yv € HY(D) (resp. L%(D)), for all x € €* (R?) vanishing as z — —oo.
The scattering problem we consider is: find u € H- (D) such that

loc

( —Au—Fkiu = 0 in -,
—0y(ap 0y u) — Bopeu—Er2u = 0 in DT,
@ @
[u] = O on Y,
) [Ozu] = O on X, (14)
oou = 0 on 012,
u = 0 on 00,
L u—u’ is outgoing,

where u’ = ,} ; and [-] denotes the jump of the solution at the interface 3. The

obstacle O is hence given by a Dirichlet-type boundary condition. As shown in [I1],



the radiation condition on the right side of D consists in the choice of a H'-type
functional space in view of the absence of propagating modes. On the left side of
D, such radiation condition amounts to forcing the solution to be outgoing, that is
to assuming the existence of a sequence of complex numbers a,, such that in Q7:

u—u = Z a,, Wy, .
neN
It is proved in [I1] (see Theorem 5.1) that if the scattering problem satisfies the
uniqueness property, that is w = 0 if ¥* = 0, then it is well-posed. In the remainder
of the paper, we assume that such uniqueness property is satisfied.

3 The fundamental solution

We first introduce the notion of reference field, which in the context of the inverse
problem will play a crucial role to compute the fundamental solution in €. Let
us define the space HL _(Q) (resp. L2 .(£2)) as the set of distributions v in  such

that xv € HY(Q2) (resp. L2(f)), for all y € ¥*(R?) vanishing as z — —o0. For
n € N, the reference fields 7,, and r,, satisfy the following transmission problems:

find u € HL () such that
—Au—kiu = 0 in Q7
—0y(apdyu) — gamu— gk’zu = 0 in QF,
) [ul] = 0 on X, (15)
[Ozu] = O on Xy,
dou = 0 on 05,
u—u' is outgoing,

where the incident field u’ is set either to the field @, ; in Q given by or the
field w,, ; in € defined by

_ 0 in Q7,
wigi=1 ° (16)

: +
’ L, in Q7

and w,, is given by . The fields 7, and r, are hence the total fields associated
with the incident fields 1IJ:{70 and w,, o which come from the left and from the right,
respectively, the scattered fields being generated by the sole junction of the two half-
waveguides (that is in the absence of the defects). We have the following result,
which states that the fields 7, and r, are well-defined if the uniqueness property is
satisfied. The proof is omitted since it is almost the same as the one of Theorem
5.1 in [11].

Theorem 3.1. Assume that the problem for u* = 0 only admits the trivial
solution. Then the problems associated with u' = b, 4 and u' = w, o, n € N,
have a unique solution.

Secondly, we introduce the fundamental solutions of the straight waveguides (2
and Qoyt, the first one being the homogeneous closed waveguide, the second one
being the stratified waveguide closed by PMLs. The fundamental solution of the



closed waveguide Q is, for M’ = (2/,y') € Q, the solution G(-; M’) to the following
problem

—,LL()(AG + k(z)é) = 5M’ in QL
2,G = 0 on 89, (17)
G is outgoing.
It is well-known that the function G(; M) is well-defined in L2 () and is given,

for M = (z,y), by

)\ Jr—2'| ~

&n(Y)Pn(y'), (18)

G(M; M)
; nMO

where the ), and the pp are given by and , respectively. The fundamental
solution in the stratified waveguide .y closed by PMLs is, for M’ € Qgyus, the
solution G(-; M) to the following problem

{—dy(audyG) PG =206 = o i Qo 9)

6G = 0 on 0Qout-

In order to prove well-posedness of problem 7 we introduce a more general one:
for a source term f defined in Qq,¢, find the solution u defined in 4y such that

(20)
Oyu 0 on 0Qut.

{ —dy(apdyu) — gduu— Zku o= f  in Qow,

Let us define the operator A : H(Qout) — HY(Qout)* such that for all (u,v) €
Hl(Qout) X Hl(Qout);

(Au,v)q,,, = J

Qout

where (-, )., is the duality bracket between H'(Qou)* and H'(Qout). It was
proved in [I1] that A is an isomorphism, in other words that for f € H!(Qout)*,
the problem has a unique solution u in H!(Quy:). We first complement such
result by a regularity result. In this view we need to introduce the Fourier-Laplace
transform F,_,» which is given, for v € §'(R) (here, S'(R) denotes the classical
space of tempered distributions) and A € iR, by

BN = (Faor0)(V) = JI e () da.

The inverse .7-" , is given by

1

= —J e M H(N) dA.
2w i
A well known property of F is that for all v € S'(R) and A € iR we have

v = M.

Ne



Using this property, one can prove that for m € N and two reals a < b, the standard
norm of H™(R x (a,b)) is equivalent to the norm

1 1/2
= (= o\, )| Zm ax)
ol o= (5 | 10O gy @A)
where
o 1Em (b ) = 1o (a0 + AP 10T 2 (a0 (22)

Let us denote H?(Qout) the subset of functions u € H'(£4y) such that for each
j € {—2,-1,0,1,2}, the restrictions ulg, belong to H?*(€;), where Q_; := R x
(—houts —hin), Q1 := R x (—=hin, —h), Qo :=R x (=h,h) = Q, 0 =R x (h, hin)
and Q2 := R X (hin, hout), and such that the function ap dyu is continuous across
all the horizontal lines which separate these domains Q;, j € {—2,—-1,0,1,2}.

Proposition 1. For f € L?(Qu), the problem (@ has a unique solution in
Hg(Qout).

Proof. By applying F,_, to the equation Au = f, one obtains that Z(\)a(\,-) =
f(X,-) for X € iR, so that one is naturally led to study the symbol .Z()) defined by
@. By using Lemma 4.1 in [I1], there is 79 > 0 such that for A = iT, 7 € R with
I7| = 10, L(A\) : HY(Iout) — H(Ious)* is an isomorphism. In particular, denoting

|<gaw>fout|
lgltr (fpe, ap® i= sup = Vge H'(Lw)*,  (23)
YeH! (o N0} [PIE1 (Tous, 1A])

where (-, )7 denotes the duality pairing between H'(I,y)* and H'(Iou), ¢ :=
L(\)"Lg satisfies

[l (o, 1a) < C gl (o, 140 % (24)
where C' > 0 is independent of g and A. Since iR ¢ A, the operator .£()\) is injective
for X\ € iR, and the Fredholm analytic theorem guarantees that the operator .#(\)*
is well defined and continuous for A € iR. This implies that the estimate is
also valid for A in the vertical segment i[—7q, 7], hence for all A € iR, with a new
constant C' > 0 which depends neither on g nor on A. Integrating such estimate on
iR implies that if f € L2(Qout), then the solution to the problem Au = f, given by

() = = [ 20 FN ) dx,

211 iR

belongs to H'(Qout). Let us prove that u € H2(Qq). For g € L2(Ioy), we deduce
from that for all A € iR,

(L N9 (1o < 19121000 - (25)
The estimates and imply that for all g € L2(I,yt), @ satisfies for all A € iR,
[l oy + M2y < CllEe,.,)- (26)

In (—h, h), the function ¢ satisfies the equation

—d2 o — (Nt kD) =L
sy~ ( 0)¢ o

10



which implies that there exists some constant C' > 0 such that
|42, l72( nny < CA+ APz nny + Cllalizpn:-
We conclude from the above inequality and that
H<P||%q2((—h,h),|x|) = ||90H%12(—h,h) + |)\|4||<PHi2(—h,h) <C HQH%%IOM%

and by integration on iR, that u € H2(€y). The same reasoning applies to all
domains €, j € {—2,—1,0,1, 2}, which completes the proof. O

Remark 1. Due to the discontinuity of the function d,u across the horizontal lines
which separate the domains Q;, j € {—2,—1,0, 1,2}, the function u does not belong
to H2(Qout)~

Remark 2. Lemma 4.1 in [T] relies on the fact that, due to and @, we have
—m/2 < arg(ay) < 0, which implies that Re(a) = C and Re(1l/a) = C for C > 0.
Since such property is also satisfied by @, Proposition [[lholds if we replace coefficient

« by @ in problem .
We are now in a position to prove well-posedness of problem ([19).

Theorem 3.2. For all M' € Qgu:, the problem (@) has a unique solution in
LQ(Qout)-

Proof. From Proposition [I| we observe that u € H*#(Quy), for all 3 € [0,1/2).
Indeed, since u € H?(Qout), we have in particular u|o, € H'™#(Q;) for all j €
{—2,-1,0,1,2}, and thus d,u,dyu € HB(Q]-) for all j € {—2,—1,0,1,2}. We know
from [26] that for 5 € [0,1/2) the extension by 0 from Q; to Qo of any function
in HA(Q;) belongs to H?(Quut). As a consequence 0yu, dyu € HP(Qout), for all
B € [0,1/2). From a classical Sobolev embedding theorem in two dimensions we
have that for 8 € (0,1/2), the functions in H*#(Q,,;) are continuous in Qgy¢.
Hence for all M’ € Qqut, Opr € H§ (Qout)*. Proposition || amounts to say that the
operator A : H?(Qout) — L2(Qout) is an isomorphism. In view of Remark [2| we
have that A : H§ (Qout) — L2(Qout) is also an isomorphism. As a consequence, its
adjoint operator At L2(Qout) — H?(Qout)* is an isomorphism and since A is a
symmetric operator, namely A = A, we conclude that A is an isomorphism from
L2(Qout) to Hg(Qout)*. That 6 € H?(Qout)* completes the proof. O

Remark 3. It should be noted that Theorem [3:2]is in particular valid for a source
point M’ located at the interface of two different domains Q;, j € {—2,-1,0,1,2}.

As shown in the Appendix, the function G(-; M’) is given by

1

G(M; M') = — Z TV

neN

M=o (1) on(y), (27)

where the pairs (A, ¢, ) are the solutions to problem , the ¢, satisfying and
the J,, being defined in Assumption [2.3] The fundamental solution of the junction
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of the two half-waveguides in the absence of defects is, for M’ € ), the solution
G(+; M) to the following problem

( —o(AG +KG) = f in 0,
—0y(ap 0y G) — gamu — gk‘Q G =g in QF,
) [G] = O on X, (28)
[0:G] = O on X,
,G = 0 on 012,
G is outgoing,

where (f,g) = (0pr,0) if M’ € Q™ and (f,g) = (0,05) if M’ € Q7. We have the
following result.

Proposition 2. If the problem @ for (f,g) = (0,0) only has the trivial solution,
the problem has a unique solution in L2 _(Q) which is given by the following
formulas:

o for M' = (2',y/) e Q™ and M = (z,y) € ,

GOV M) = = 3 i (M) (M) = 5 (M)
neN n

for x<a

oM M) = | R 29)
_; 25\ @;(Ml)fn(M)
0 nen n
for x>,
o for M' = (2',y) e QT and M = (z,y) € Q,
( =3 s (M) (M)
, for x<a
G(M;M') = < 1 (30)
GO M) = 3 o3t () (00) — ()
neN nen
L for x>a,

where T, and r, are the reference fields given by the system for ut = ﬁ):;o and
ul = wy, o, respectively. In addition, we have the symmetry relationship:

G(M;M')y =G(M'; M), VYM,M' €. (31)

Proof. Let us consider the case when M’ € Q= and let us define G¥(-, M’) as

G(M;M') if MeQ,

32
0 if MeQ™. (82)

GH(M; M) :={

We use the decomposition G(-; M') = GH(-; M') 4 G*(+; M"), where G¥(-; M) plays
the role of an incident field and G*(-; M") plays the role of a scattered field by the
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junction. It is readily seen that the scattered field G*(-; M) satisfies the transmission
problem

( _AQNS _ k,ggNs’ —
o, (and, G°) — gam.és - ng Ge =
on Y,

. ] - (33)

in Q~,
in QF,

o © o

[[axgs}] = 0,G on %o,
2,G° = 0 on 0%,
L G° is outgoing,

where [-] is the jump of the solution at the interface ¥ from the left to the right.
When the problem for (f, g) = (0,0) only has the trivial solution, by proceeding
as in [II], we obtain that the problem is well-posed in HL .(Q).

Now, using the same decomposition of the total field 7, = w, o + 75, into the
incident field 12};0 and the scattered field 7, such scattered field is solution to the

transmission problem

( —AFS — k27 = 0 in Q,
—oy(apdy i) — o — Ek2is = 0 in QF,
o (0%
) [/l = w, on Yo, (34)
[0.75] = 0wt on Y,
Oy 0 on 0f),
L 7y is outgoing.

Since the section Xq is located on the right of the source point M’ of the fundamental
solution G, the formula reduces for z > 2’ to

. 1 1 5o s
GIM; M) = —— ' ——eM"e ™ 5, (y)gn(y'),
Ho = 2An
that is ) 1
GM; M) = —— ' — @ (M)w, (M. 35
( ) MO%Q/\H n (M), (M) (35)
Comparing the systems and (34), by linearity we obtain that for all M € Q,
~ 1 1
G (M M) = —— 3 ——5 (M), (M),
(M) =~ 3 SR M) ()
that is
- 1 1
GM; M') = G(M; M) = —— = (Fn (M) — @y (M), (M) (36)
Ho neN 2)\”
for M € Q= and
/ 1 1 ~ /
G(M;M') = —— 3 (M), (M) (37)

—Tn
Ho o 220

for M € Q. It remains to remark that for M € Q7 and z > 7', due to the
simplification of the fundamental solution G given by , the expression
simply becomes (37)).
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To address the case when M’ € QF, we have to define G(-, M) as

0 if MeQ™,

38
G(M;M') if MeQ*", (38)

G'(M; M) :={

and to use the decomposition G(-; M’) = G*(-; M")+G*(-; M"), where G*(-; M) plays
the role of an incident field and G*(-; M’) plays the role of a scattered field. The
derivation of for M' € Q% follows the same lines as in the case when M’ € Q.

In order to obtain the symmetry relationship, it suffices to rewrite the problem

) as

—div(AVG) — gk2g = O in Q, -
ayg = 0 on 69, A= ( 0 au) )
G is outgoing,

with (o, u, k) = (1,10, k0) in R x (=h,h), (o, u, k) = (1, ptory, ko) in (0, +00) x
((—=hin, —h) U (h, hin)) and (o, g, k) = (@, poe, ko) in (0, +0) % ((—hout, —hin) U
(Rin, hout))- Since the differential operator P := —div(AV:) — £k2. is symmetric (in
particular the matrix A is symmetric), the fundamental solution G satisfies ,
following a general and classical result on fundamental solutions. O

4 The Linear Sampling Method

Let us come back to the situation presented in the introduction and illustrated
by Figure [2| that is the junction of the left closed half-waveguide and the right
half-waveguide closed by PMLs, in the presence of the Dirichlet obstacle O in the
physical part of the right half-waveguide. More precisely, such obstacle is either
embedded in the core, that is O < (0,+o) x (—h,h) or embedded in the sheath,
that is O < (0,+0) x ((=hin, —h) U (h, hiy)). Our method would enable us to
address the case when the obstacle O lies in the left half-waveguide, but we do not
consider this case which is less interesting for the applications.

For M’ € Q~, we consider the following forward problem: find u(-; M) € L}, (D)
such that
—po(Au+ku = O in O,
—0y(ap 0y u) — Bopeu—Er2u = 0 in DT,
! fe!
[u] = 0 on X,
)\ [O,u] = O on Y, (39)
oou = 0 on 012,
u = 0 on 00,
L u is outgoing.

The field u(-; M’) can be seen as a total field having the decomposition u(-; M') =
G(-; M) + u(-; M'), where the fundamental solution G(-; M’) of the junction €,
which is the solution to problem with (f,g) = (dp,0), is the incident field and
the field u®(-; M) is the resulting scattered field by the defect. Such field is solution
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to the following problem: find u*(-; M’) € HL (D) such that

( —Aut —k2u® = 0 in Q7,
—0y(apdyu®) — Boeu — Ek2us = 0 in DT,
! !
[[usﬂ = 0 on 20,
1 [0.u’] = O on X, (40)
du® = 0 on 01,
uw = F on 00,
L u® is outgoing,
for F = —G(-; M")|s0. For all n € N, we will also need to consider the solutions @2 to

the same problem for F = —7,|e0, where 7, is a reference field. It is readily seen
that 42 satisfies such problem if and only if (@2 + 7,,) satisfies problem . From
Theorem 5.1 in [I1], if we assume that the problem ([14) when replacing the incident
wave by 0 only has the trivial solution, the problem is well-posed, which implies
that the problem for F = —7|e0 is also well-posed. Proceeding similarly, we
can prove that the problem and the problem for F = —G(-; M')|e0 are
well-posed.

Let us now introduce the inverse problem. The support of the measurements is
the transverse section ¥_g := {—R} x (—h,h) with R > 0, which is a section of
the left closed half-waveguide. We assume that for all M’ € ¥_g, we measure the
corresponding scattered field u®(M; M), that is the solution to the problem (40)), for
all M € ¥_g. The goal of the inverse problem is to identify the defect O from those
multistatic data. Since the support of both the sources and the receivers are located
on a single side of the defect, our data can be viewed as back-scattering data. Let us
try to identify the obstacle O from the data u®(M;M’) for (M,M') e ¥ _r x X _g
with the help of the Linear Sampling Method, which is based on the near-field
operator:

N L3S g) - LX(Z_R)

h — Nh, (JVh)(M)zf wt(M; M)YR(M')ds(M'), MeX_g, (41)

—R
where u®(+; M) is the solution to problem for F' = —G(-; M")|s0. We will also
need the operator
A 12(2_g) — HY2(00)
42
hH(%h)(M)zf G(M; M"Yh(M')ds(M"), M € 00. (42)
Y R

The Linear Sampling Method is justified by the following theorem, the proof of
which mimics the one proved in [I4]. It clarifies the reason why for all point Z of a
sampling grid, we will approximately solve the near-fied equation

Nh=G(5Z)|s_g (43)

Theorem 4.1. We assume that the exterior problems (@) are well-posed and that
the interior problem: find v € HY(O) such that

—Av—K*v=0 in 0]
v=0 on 00
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only has the trivial solution. Let A and F€ be the operators defined by and
(@, respectively.

o If Z € O, then for all e > 0 there exists a solution in L2(X_g) parametrized
by Z and denoted he(-; Z), of the inequality

A he(+52) = G(5 Z)|L2z_p) <€

such that the function #h.(-; Z) converges in H/2(00) as ¢ — 0.
Furthermore, for a given fized €, the function h.(-; Z) satisfies

zlig;lo |he(ss 2) 2 p) = +o0  and ZILHO}O H%hs(ﬁZ)HHl/?(ao) = +00.

o If Z € Q\O, then every solution h.(+; Z) € L?(X_gr) of the inequality

[N he(+:2) = G(: Z)L2spy <€
satisfies

lim e (5 2) 2o _p) = +o0 and -l [he (3 Z2) [2/200) = +o0-

The Linear Sampling Method consists then, for all Z of a sampling grid of 2, in
solving a regularized version of the near-field equation . Such regularization is
required by the fact that the operator .4 is compact. Following [15], we introduce a
modal formulation of the Linear Sampling Method: the principle is to project such
near-field equation on the complete basis (¢ )nen of the transverse section Y_g.
This enables us to propose a “physical regularization” which consists in replacing
the series which result from these projections by the sum of their first N terms. This
amounts to keep, among the information contained in the incident and scattered
waves, their propagating parts only, in other words to neglect their evanescent parts.
In this view we will use, for n € N, the solution @ € Hlloc( ) to the problem .
for F = —7,|e0. We have the following lemma.

Lemma 4.2. Denoting again M = (x,y) and M’ = (2',y'), for ' = —R and
x> —R,
1 1
uw(M; M) = —— —a (M)w,, (M').
(M = = 30 S (M) ()

Proof. From Proposition |2, since M’ € Q™ and = > z’, we have

1
2

GM; M') = —— Z M), (M').

Since u®(-; M') is the solution to the problem for F = —G(-; M’")|s0 and the
u; are the solutions to the same problem for F = —7,|s0, the result follows
by linearity. O

Now, let us project the near-field equation in the complete basis (¢,,), n € N,
of the transverse section ¥_g. We have the following decomposition.
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Proposition 3. For all h € L*>(X_g) and Z € Q*, we have

1 eS‘"R
Nh=—— Upinhon@m 44
” mzn]EN 58 @ (44)
and
k Tz
= - n nsy ¥m)L2 ~m7 45
G(52)|s_p m;eNQ’\ T on2) (s G 25 ? (45)

where we use the decompositions

Wl = D Unn®m, YneN, and h= > hp@n.

meN meN

An alternative formula of G(+; Z)|s_, is

= - m ©m,- 46
g(xZ |2 R Z X (46)
Proof. Since for all M € ¥_g,
(N B)(M) = f u* (M: MYA(M') ds(M),
Y_r

by using Lemma we obtain

1 ~ A 7 !
(N BY(M _—7% T JE_an(M)h(M)ds(M).

That w,, («/,y') = e‘j‘"”lgén(y’), h =23 ey hm@m and (@p)m is a complete basis
of L?(X_g), imply

(ANh)(M) = —— Z hntis (M).

0 neN

The expression is obtained by decomposing the trace on ¥_g of the fields @
in the basis (¢, ), of L2(3_r). In order to obtain , we start from Proposition
in the case when Z € Q% and M € Q~, we have

L wH(Z)rp(M).

neN

Using both w;f (Z) = e’z cpn(yz) and the decomposition of the field r,, in the basis
(n)n, yields (45). To obtain (46), we use the symmetry relationship G(M;Z) =
G(Z; M) and Proposition I again: in the case when Z € Q% and M € 27, we have

g(Z; M) =

Ho meN

and follows from the fact that @, (z,y) = e_;\mf”gbm(y). O
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Remark 4. It is important to note from that it is equivalent to measure
u*(M;M’) for all (M, M’') € ¥_g x ¥_g and to measure the projections of the
fields @;, on the transverse functions ¢, of X_g, for all m,n € N. This is why in
the numerical section, the data will consist of those projections.

From Proposition [3, the near-field equation is equivalent to the infinite
systems: find h =Y hn@n € L*(X_g) such that for all m € N,

1 6;\”R e)\pazz
— 2 ~—Unnhn = 2 79017(yz)(70p7§5m)L2(E_ ) (47)
Ho neN )\” peN )\pJp *
or
eI R e mPB
Z ~7Umnhn = = 'Fm(Z)- (48)
neN A" Am

Remark 5. The main difference between the near-field equations and is
that the reference fields r,, are required in the first case, that is the response of the
structure without any obstacle to a mode coming from the right, while the reference
fields 7,, are required in the second case, that is the response of the structure without
any obstacle to a mode coming from the left. It is important to note that, for both
the near-field equations and , the reference fields r, and 7,, are computed
once and for all during an offline step: those computations do not depend on the
sampling point Z. The system is particularly interesting because its right-hand
side does not require the truncation of a series. Such system is very similar to the
one derived for the back-scattering imaging in a straight closed waveguide, for which
the reference field 7, reduces to a right-going mode.

5 Numerical experiments

In this numerical section, we compute some artificial data on the section ¥_pg
by choosing some obstacle O and by solving the corresponding forward scattering
problems with the help of a finite element method. In order to reduce the
unbounded domain to a computational bounded domain without changing the so-
lution, we make use of transparent boundary conditions in the longitudinal direction
on each side of the obstacle O. Those artificial boundary conditions are based on
Dirichlet-to-Neumann operators. More precisely, we use a “thin” DtN operator on a
transverse section located on the left waveguide and a “thick” DtN with an overlap
between two transverse sections located on the right waveguide, as described in the
section 5 of [II]. The reference fields, which are the solution to the problem
for u* = w} ,, are computed using the same finite element method and the same
artificial boundary conditions. To be more precise, concerning the finite elements
themselves, we use standard P2 triangular elements, the mesh size being such that
a wavelength contains about 10 discretization points. We also have to compute the
eigenpairs (A, ¢,) which satisfy (L0), which is done by using one-dimensional P1
finite elements based on a very refined mesh size of 107°m. The DtN operators
are approximated with the help of a series which is truncated to a finite number of
terms, as described in the section 6 of [I1]. In the following numerical computations,
we have chosen R = 17 x 102 m. The parameters which characterize the overall
structure are the same as in [I1], that is h = 5 x 1072m, hy, = 7.5 x 1072 m and
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howt = 12.5 x 1072 m. The core is made of steel, with to = 84.298 x 10° Pa and
po = 7932 kg.m ™3, while the sheath is made of concrete, with ., = 15.908 x 10° Pa
and p,, = 2300 kg.m 3. Those values ensure that ¢y > c.,, which is consistent with
Assumption[2:2] All the numerical experiments were performed with the help of the
FEM-BEM library XLiFE++ (see [28]). In order to make our numerical experiment
closer to a real NDT experiment, we produce noisy data by combining two ideas.
First of all, the forward scattering problem is solved by using PMLs which are
different from those which are used to compute the reference fields involved in the
inverse problem. In the first case, the function a,, involved in is given by the

parabolic profile
1

T 1433+ 40)([y] — hin)? /M2y
—im/3

o (y)

while in the second case, o is the constant e . Note that a comparison between
those two profile functions is proposed in [II]. Since the PMLs are part of the
inverse procedure, in some sense this idea enables us to avoid committing an inverse
crime. Secondly, our data are artificially corrupted following the method described
in [I5]. We consider the trace on the measurement section ¥_pg of a scattered
field @ obtained by solving for F = —7,|s0. For simplicity, let us denote
S |s_, = U. Decomposing ¥._p into a finite number of intervals, we compute a
pointwise Gaussian noise B and form a noisy data Us on X_g by setting

Us =U +aB,
where the number o > 0 is calibrated such that

1Us = Ulres_n) = 0 |UlL2(2_pn)»

the number ¢ being a given relative amplitude of noise. Now let us explain how
we discretize the near-field equations and (48) in view of the numerical imple-
mentation. We recall that the infinite systems and are ill-posed since the
underlying operator .4 we “invert” is compact. In practice it is natural to approx-
imate the infinite systems and by restricting m and n to O, - - N — 1,
where we recall that N is the number of propagating modes in the left closed half-
waveguide, and by restricting p to the first N terms, where no obvious value of N
is available. In order to specify N, we can view the modes in the waveguide Q¢ as
the modes in the waveguide Q perturbed by the surrounding medium. This is why
we choose N = N, that is in Q% we restrict to the leaky modes which correspond
to the propagating modes in Q7. In addition to the truncation of the series, we
regularize the finite systems with the help of the Tikhonov regularization combined
with the Morozov principle to determine the regularization parameter as a function
of the amplitude of noise. In fact we exactly follow the procedure described in [15].
This additional regularization is all the more necessary as the number of propagat-
ing modes in the left closed half-waveguide, that is N, is large. Calling h(-; Z) the
regularized solution to either problem or problem (note that such solution
implicitly depends on the sampling point Z), we hereafter plot the function

1
V(2) = loguo (h(-; Z>L2<Z_R>> ’ (49)

which in view of Theorem is bounded inside the obstacle O and almost —oo
outside. In the numerical experiments hereafter, we analyze the effect of several
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parameters on the quality of the identification. In all the following pictures, the
contour of the obstacle is represented by a black solid line.

5.1 About the choice of the near-field equation

We first consider an obstacle in the core of the structure. Here, the frequency is w =
12.56 rad.s~', which corresponds to N = 13 propagating modes, while the relative
amplitude of noise is o = 10%. On Figure |3} we show the reconstructed obstacles
with the help of the function , by using both near-field equations @ and .
Those reconstructions have to be compared with the one obtained with a wrong
near-field equation, that is by doing as if the surrounding medium were neglected in
the right part of the structure, in other words as if the global structure did consist of
the uniform closed waveguide . We observe that both near-field equations @) and
approximately produce the same images, which unsurprisingly are better than
the image obtained with the wrong near-field equation. In all further identification
results, the near-field equation is chosen.

Figure 3: Choice of the near-field equation. Top left: near-field equation . Top
right: near-field equation (48). Bottom: wrong near-field equation associated with
the uniform closed waveguide

5.2 About the distance between the defect and the interface

Let us recall that the scattering fields uf satisfy the problem (14)). In view of
Theorem 14 in [I1] and the properties of the eigenvalues A, given by, those fields
are exponentially decaying when z — +00. We hence expect that the quality of the
identification result decreases when the distance between the interface between the
two half-waveguides and the obstacle increases. In order to illustrate this property,
we show on Figure[d how the quality of the identification is affected by such distance,
either for a single obstacle or for two obstacles (one of them is fixed). Here the
frequency is w = 21.99rad.s~!, that is the number of propagating modes is N = 22,
and the relative amplitude of noise is ¢ = 10%. We notice that the left part of
the obstacle is better reconstructed than its right part, which is of course due to
our back-scattering situation (measurements are located only on the left transverse
section X_g). When one obstacle is close and the other is far from the interface, it
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seems that the latter is invisible while the former is visible: this is due to the high
contrast between the values of the indicator function .

Figure 4: Influence of the distance between the defects and the interface. Left: one
obstacle. Right: two obstacles

5.3 About the amplitude of noise

Let us illustrate the impact of the amplitude of noise on the reconstruction. In the
case when w = 21.99 rad.s~!, which corresponds to N = 22, we test different values
of the amplitude of noise o, that is 0 = 1%, 0 = 10% and o = 20%. The results are
shown on Figure [5| We observe that, as always for the type of Gaussian pointwise
noise we introduce, the reconstructions with the Linear Sampling Method are very
robust with respect to the amplitude of noise.

5.4 About the frequency

Then we analyze the impact of the frequency w on the reconstruction, which
amounts to study the impact of the number N of propagating modes. The am-
plitude of noise being o = 10%, we compare in Figure [f] the results obtained for
w=628rad.s™!, w = 12.56rad.s”! and w = 25.13rad.s~', which correspond to
N =7, N =13 and N = 26, respectively. Clearly, the higher is the frequency, the
better is the reconstruction, provided the size of the mesh used to solve the forward
problems is chosen accordingly.
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Figure 5: Impact of the amplitude of noise. Top left: 1% noise. Top right: 10%
noise. Bottom: 20% noise.

Figure 6: Impact of the frequency. Top left: N = 7. Top right: N = 13. Bottom:
N = 26.

5.5 About obstacles in the sheath

Up to now we have considered examples of obstacles embedded in the core of the
right half-waveguide. For w = 21.99rad.s™! (N = 22) and ¢ = 10%, we show in
Figure [7] the identification results obtained with one or two obstacles, one of them
at least being embedded in the sheath of the right half-waveguide. The obstacles
located in the sheath are not as well retrieved as the ones located in the core. The
reason is that when an obstacle is located in the core, its reconstruction benefits
from the reflections of waves between the core and the sheath, while it does not
when it lies in the sheath (waves leak at infinity).
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Figure 7: One obstacle at least is located in the sheath

6 Appendix

In order to derive an explicit expression of the solution G(:; M’) to problem ([19)),
let us consider the operator L : D(L) € L?(Ioyt) — L?(Ioyu) defined by

o
Ly := _;dy(aﬂdy@) — K%

D(L):={pe Hl(Iout)v apdyp € Hl(Iout)v dy‘P(_hout) = dy@(hout) = 0}.

Finding the pairs (A, ) € C x H(I,y)\{0} satisfying is equivalent to finding
the eigenvalues v = A? and the corresponding eigenfunctions ¢ of operator L. It
is readily seen that Z()\) = (u/a)(L — A?), hence the inverse of Z()) is related to
the resolvent of L by the relationship

(50)

L) = (L= (O‘) (51)
I
Using [27] and the fact that the geometric and algebraic multiplicities of all eigen-

values 7, = A2 of L are equal to 1, we have that in a vicinity of 7,
P,
L—7y)"t'=—""1U.(y), 52
( ) o n(7) (52)
where P, is the projector on the eigenfunction ¢,, and U,, is a holomorphic function.
From and , we get that in a vicinity of \,,

1 Pn (ﬁ)
LN = = U (), (53)
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where the function U,, is holomorphic.
In [I1] it is proved that the operator £ () is invertible for all A € iR, hence for
a source term f given in 0y, the unique solution to the problem is given by

uwy) = o [ ATy (54)

T JiR
We apply such formula for f = dp;. The idea is now to evaluate the solution u
by applying the residue theorem to a well-chosen contour in the complex plane.
Without loss of generality, we shall assume that ' = 0, since the general case is
easily obtained by a translation along the z-axis. In the case when x > 0, let
us consider the oriented contour Cr = i[—R, R] U I'p, where I'p = {Re' 0 €

[7/2,3m/2]} (see Figure[g).

Im(A)

Re(N)

Figure 8: Contour Cg for the residue theorem

Since the A which belong to the bounded domain Dg delimited by Cg satisfy
Re(A) < 0, we obtain

_ : 1 Az —17
u(r,y) = Jim L LRe LN y) dA.

We observe that F, ,(\) := e Z(N) 1 f(A,y) is a meromorphic function, the poles
of which are given by the eigenvalues of the symbol % in the half-plane Re(\) < 0,
that is the \,,. By the residue theorem, we hence have

1 .
— | 2N Ay dr= D Res(Fry(N),An).
271 Ch N

For f = d9,, we have that f()\,y) = 6§, (y) and by using the biorthogonality
relationship , the projector P, is given by

1 1%
Py = 7 U —np dy) ©n.
n T, «

We conclude in view of that

22X,

1 a A
ReS(Fw,y()‘)7)\n) = _76)\”%Pn <'uf()\n7y)> = _2)\ 7
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so that
1

2)\n JIn

An @

G(z,y;0,9) == ) En(¥)en(y)-

neN
If 2’ > x, it suffices to replace z in the above right-hand side by (x —z'). For 2’ < x,
the same method can be applied, which will involve the eigenvalues —X\,, of Z(\)
in the half-plane $e(A) > 0. We finally obtain the symmetric function

1

Anlz—2| ’
T on(Y)en(y')-

G(:E,y;m’,y') = - Z

neN
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