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A B S T R A C T
NoSQL stores have become ubiquitous since they offer a new cost-effective and schema-free
system. Although NoSQL systems are widely accepted today, Business Intelligence & Analytics
(BI&A) wields relational data sources. Exploiting schema-free data for analytical purposes is a
challenge since it requires reviewing all the BI&A phases, particularly the Extract-Transform-
Load (ETL) process, to fit big data sources as document stores. In the ETL process, the join of
several collections, with a lack of explicitly known join fields is a significant dare. Detecting
these fields manually is time and effort-consuming and infeasible in large-scale datasets. In this
paper, we study the problem of discovering join fields automatically. We introduce an algorithm
that aims to automatically detect both identifiers and references on several document stores. The
modus operandi of our approach underscores three core stages: (i) global schema extraction; (ii)
discovery of candidate identifiers; and (iii) identifying candidate pairs of identifier and reference
fields. We use scoring features and pruning rules to discover true candidate identifiers from many
initial ones efficiently. To find candidate pairs between several document stores, we put into
practice node2vec as a graph embedding technique, which yields significant advantages while
using syntactic and semantic similarity measures for pruning pointless candidates. Finally, we
report our experimental findings that show encouraging results.

1. Introduction
For more than a decade, NoSQL datastore became commonly used to store big data. These systems are schema-

free and built upon distributed systems, which makes them easy to scale and shard. However, in a rush to solve the
challenges of big data and large numbers of concurrent users, NoSQL abandoned some of the core features of relational
databases, which make them highly scalable and easy to use [1; 2; 3]. Although the use of NoSQL systems is widely
accepted today, Business Intelligence & Analytics (BI&A) wields relational data sources [4].

In fact, from the earliest days of data warehousing, the qualities of the relational model have been highly valued in
the quest for data consistency and quality. Exploiting NoSQL stores for analytical purposes requires reviewing all the
BI&A phases.
NoSQL systems are based on four different families of models: key-value, column-oriented, document-oriented, and
graph-oriented [5]. According to DB-Engines Ranking1, MongoDB, which is a document database, is the most well-
known among NoSQL databases.

In our previous work [6], we have proposed a hybrid BI&A approach that considers both schemaless data sources
and analytical needs to explore over one document store efficiently. The ETL, i.e., extract, transform and load, is the
cornerstone of our approach. However, carrying out primary ETL operations, especially how to correctly join two
different document stores, i.e., collections, still being a challenge [7; 8].

Fetching relevant data that meet the decision-makers requirements often needs to access more than one document
store using the join operation. While joining tables in relational data sources is straightforwardly owed to the avail-
ability of a precise join key, in document stores, collections are the furthest from having an exact join key because of
the absence of integrity constraints. So, identifying the "joinable" fields to stick to two document stores is a tricky

∗Corresponding author
∗∗Principal corresponding author

manel.souibgui@fst.utm.tn (M. Souibgui); faten.atigui@cnam.fr (F. Atigui); sadok.ben@taltech.ee (S. Ben Yahia);
samira.cherfi@cnam.fr (S. Si-Said Cherfi)

1https://db-engines.com/en/ranking

Souibgui et al. Page 1 of 23
© 2022 published by Elsevier. This manuscript is made available under the CC BY NC user license
https://creativecommons.org/licenses/by-nc/4.0/

Version of Record: https://www.sciencedirect.com/science/article/pii/S0169023X22000209
Manuscript_3541743c4b635c61ba36b6c9b9325ba8

https://www.elsevier.com/open-access/userlicense/1.0/
https://www.sciencedirect.com/science/article/pii/S0169023X22000209
https://creativecommons.org/licenses/by-nc/4.0/
https://www.sciencedirect.com/science/article/pii/S0169023X22000209


An Embedding Driven Approach to Automatically Detect Identifiers and References in Document Stores

challenge. Despite its importance, no previous work has paid close heed to detect join key pairs in the context of
NoSQL stores, particularly in document-oriented stores.

For this, we introduce IRIS-DS (Identifiers and References DIScovery in Document Stores), a new approach that
aims to discover the pairs of join keys (identifier, reference) starting from more than two document stores.

Thus, the sighting features of our approach are:
• to the best of our knowledge, no former approach has been dedicated to joining keys discovery in the context of

document stores. We consider both composite and non-composite join keys.
• we adapt existing features, which identify candidate identifiers, to the context of document stores and introduce

new ones.
• we propose an alternative method to detect the hidden types while extracting a document schema. This method

enables the avoidance of misleading results generated by a wrong data type.
• to detect the candidate pairs of identifier and reference, we practice the node2vec technique, which yields sig-

nificant advantages.
• unlike existing works, we use both syntactic and semantic similarity measures for pruning pointless candidates.

Remark A partially outdated version of this paper has already been published in [9]. In comparison with that confer-
ence version, we propose new add-on contributions:

• In [9], we only considered non-composite join keys. Here, we focus on both composite and non-composite join
keys.

• In [9], we used a naïve approach based on a set of rules. Here, we model the problem of detecting the pair of
join keys as detecting similarities across nodes in a graph. Thus, we put into practice the embedding technique,
particularly node2vec, which can be used in different machine learning tasks.

• We explore in [9] the existing approaches to extract a document schema, whereas we propose here an alternative
method to identify hidden types while extracting the schema.

• In this paper, we provide a more detailed case study and a wider experimental evaluation.
The paper’s outline is as follows: in Section 2, we recall the basic concepts related to document stores followed by

a motivating example. In Section 3, we scrutinize the related literature. In Section 4, we introduce the core stages of
our approach. In Section 5, we explain the overall algorithm. In Section 6, we present a case study of our approach.
Finally, we discuss the experimental results in Section 7, and we allude to takeaway messages and sketch issues of
future work in Section 8.

2. Problem Setting
This section goes through the basic concepts related to document stores before presenting a motivating example

illustrating the main challenges.
2.1. Preliminaries

Document stores, aka document-oriented databases, are one of the four families of NoSQL stores. A document
(cf., Definition 1) is the basic concept of document stores. A document has a schemaless nature: it does not have
up-front constraints or a strictly predefined schema. For instance, some attributes in documents can be missed entirely,
have null values, or have different data types.
To elucidate the basic concepts, we briefly present, in Table 1, the terminology related to document stores and their
associated concepts in relational databases.

JavaScript Object Notation
(JSON2) is currently the most commonly adopted format that we will use in the remainder. Syntactically, Keys and

values are separated by colons, while commas separate key-value pairs. Objects and arrays can be embedded inside a
document. Objects use curly braces symbols and contain an unordered set of key-value pairs, while arrays use square
bracket symbols and include an ordered collection of values.

2https://www.json.org
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Table 1
Main terminology of document stores and its equivalent in relational databases

Document stores Relational databases
database/document stores database
collection table
document row
field column

Definition 1. (Document and Collection) A document 𝑑 is an object. Each object contains an unordered set of key-
value pairs (keys are also called names [10]); a key is a string, while a value can be a primitive value (i.e., Number,
String, or Boolean), an object, an array of values, or null. A collection 𝐶 is an array of documents.

In our work, we consider scattered data over several collections. Since in documents it is common to nest one
object into another object [11], we regard the different cases of nesting objects:

• The document-related objects are represented separately from the original document (i.e., in another collection)
and are referenced using identifiers.

• All the document-related objects are nested in the original document with different nesting depths.
After presenting the basic concepts related to document stores, we provide, in the remainder, a motivating example

that throws light on the noteworthy challenges of detecting the join keys in the context of document stores.
2.2. Motivating Example

Here, we present a motivating example that smoothly sheds light on the significant challenges of detecting the
join keys in the context of document stores. We consider 𝑛 collections denoted 𝐶1,… , 𝐶𝑛, that store two main topics,
to wit orders made on marketplaces like Amazon and Cdiscount, and deliveries insured by brands like Bosch and
Moulinex. For the sake of simplicity, Figure 1 shows two collections, 𝐶1 for orders and 𝐶2 for deliveries. Suppose
that we are interested in analyzing the deliveries’ delay, called DD. We need to compute the delay as the difference
between the actual delivery date versus the expected one. 𝐶1 contains all the orders made on Amazon marketplace

and 𝐶2 contains the deliveries done by the Bosch brand to different marketplaces.
As DD = deliveryDate − expDeliveryDate where deliveryDate ∈ 𝐶1 and expDeliveryDate ∈ 𝐶2, it is of

paramount importance to correctly join 𝐶1 and 𝐶2 in order to compute the DD metric. The key fields that join 𝐶1 and
𝐶2 are orderID as an identifier in 𝐶1 and orderCode as a reference in 𝐶2. If we use existing algorithms dedicated to
relational databases in order to automatically detect join keys, it would be unfitting. In fact, the orderID in 𝐶1 has a null
value in the third document and is absent in the fourth one. Additionally, the set of orderCode values: {Amazon_Bosch1,
eBay_Bosch1, Cdiscount_Bosch1} is not included in the set of orderID values: {Amazon_Moulinex1, Amazon_Bosch1,
Amazon_KenWood1}.

By and large, document stores have different aspects of heterogeneity that could be:
• Intra-document: the variety is mainly related to heterogeneous structures within a document. For instance, a

JSON array can hold objects with different fields. As shown in Figure 1 (document 1 of 𝐶1), the product field
is a JSON array that contains different objects in terms of fields number and types. The first object comprises
three fields, while the second one contains an array of simple values (i.e., [17.4, 17.4, 22.1]).

• Inter-documents: the variety is mainly related to documents with different fields. Fields can be present in some
documents and absent in others. For instance, the product field in the first document of 𝐶1 does not contain the
same fields as in the second document. Moreover, fields do not have the same order (e.g., orderDate), which is
an intrinsic characteristic of an object.

• Inter-collections: the variety lies in having different schemas with different knowledge domains.
In document stores, joining two collections is a thriving challenge because of their clueless schemaless nature. In

fact, (i) unlike the primary key which is unique and not null, identifier as all the other fields, can be missing in some
Souibgui et al. Page 3 of 23
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Figure 1: An excerpt of two collections

documents or can, normally and not exceptionally, have null values; (ii) document stores do not have "precise" join
keys beforehand due to the absence of integrity constraints; and (iii) unlike a relational database, reference values are
not included in the identifiers’ values, so it is impossible to use the inclusion dependencies in order to automatically
detect identifiers and references.

3. Related Work
Our primary objective is to identify "joinable" key fields, i.e., identifier and reference fields, to perform a join

operation between two different document stores. We survey, in this section, existing works that paid attention to
this issue. We identify three major streams of approaches: (i) dealt with the ETL process over NoSQL stores, where
we focus on the works addressing the join operation in the context of NoSQL stores; (ii) dealt with joinable tables
discovery; and (iii) proposed contributions for the primary key and foreign key detection in the context of relational
databases.
3.1. ETL over NoSQL Stores

Few researchers have addressed the problem of ETL in the context of NoSQL stores, particularly the document-
oriented ones [12; 13]. For example, in [14], the authors proposed a tool called BigDimETL, dealing with the ETL
development process in the context of NoSQL stores. Data are extracted from a document store to be converted to
Souibgui et al. Page 4 of 23
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a column-oriented store to apply partitioning techniques. The approach aims to minimize ETL time consuming by
parallelizing the treatment of select, project, and join operations.
Along with these works, several approaches have focused on schema extraction [15], i.e., a list of document fields with
their types, from document stores. Since it is a crucial step in an ETL process dealing with document stores, we have
studied these distinct contributions in the subsection 3.1.1. On the other hand, we investigate the focuses on the join
operation in the context of NoSQL stores as detailed in subsection 3.1.2.
3.1.1. Schema Extraction

The authors in [16] have proposed a method to extract the global schema of a collection of JSON documents using
a graph representation. The method reveals structural data outliers using similarity measures to capture the degree of
heterogeneity of JSON data. In [17], the authors have proposed a schema management framework to extract distinct
schemas in a collection. To have one single view of collection data, they offer a new concept called skeleton used as
a relaxed form of the schema. The approach supports queries by allowing developers to find a suitable collection to
persist a new document.
In the same direction, the authors in [18] have proposed a tool called JSONDiscoverer that aims to represent implicit
structures of a given set of JSON documents as a UML class diagram. This step is followed by an advanced discovery
that infers the global schema of a set of JSON documents. Baazizi et al. [19] were interested in schema inference
of massive JSON datasets. The distinguishing feature of their approach is that it is parametric and allows the user to
specify the degree of preciseness and conciseness of the inferred schema. Besides, Gallinucci et al. [20] have extended
the level of schema extraction of a collection of JSON documents, with schema profiling techniques, to capture the
hidden rules explaining schema variants.

Although many authors have conducted schema extraction, this problem is still insufficiently explored. The major
downside in their approaches is that they do not try to find the hidden type of each field while extracting the schema.
Although most of the above approaches have only focused on the first phase of the ETL process, i.e., the extraction
phase or extracting document schema, contributions in the transformation phase remain limited and require more effort.
Besides, most of these contributions consider as input only a single collection of documents.
3.1.2. Join Operation in the Context of NoSQL Stores

Several questions regarding the join operation in NoSQL stores need to be addressed. The join operation is not
explicitly available in NoSQL stores [7]. Few researchers have addressed this issue. For instance, in [7], the authors
discussed the impact of performing the join operation in document stores. They have proposed an algorithm that
performs an Inner-join operation on two MongoDB collections at the application layer. The algorithm requires to be
fueled with join keys. Besides, since the join is mandatory for querying tasks, we have also studied the dedicated
querying approaches. In [21], the authors proposed Squerall, a framework that enables querying of heterogeneous
data on the fly without prior data transformation. Squerall supports MongoDB, Cassandra, and various sources. In
addition, the framework allows for the user to declare modifications for altering join keys during query time to make
data joinable. In [22], Kondylakis et al. have proposed a data management solution allowing joins over NoSQL
Cassandra databases where the primary keys are considered as partition keys. The approach proposed in [23] inputs
two sets of values from join columns and produces a predicted join relationship using an extensive table corpus.

The previous works have all addressed the join operation in NoSQL stores. However, we note that they all rely on
a strong assumption: having the join keys beforehand. It is worth mentioning that, in NoSQL stores, no prior works
have proposed a method to find the pairs of join keys, i.e., both identifiers and their respective references. Hence, it
would be of benefit to examine prior research carried out within a relational database context.
3.2. Joinable Table Discovery

In [24], Bogatu et al. propose an approach that aims to detect if attribute values coming from different sources
belong to the same domain. Based on this, it is decided whether the sources are candidates to be joined or unioned
to populate a target. In [25], given a table and one join column, authors aim to find joinable tables in data lakes by
formulating the problem as an overlap set similarity search. Finding a joining table is based on a given join column
regardless of whether it is a primary/foreign key or not. Additionally, their approach is based solely on values, which
is unhandy in a NoSQL context. Indeed, they ignore numeric values since they create casual joins that are not mean-
ingful. However, numeric values are exciting to discover identifiers and references in document stores in our work.
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Similarly, in [26], Fernandez et al. propose an approach that aims to find objects that are semantically related. How-
ever, to identify semantic links, their approach requires domain-specific knowledge encoded in an ontology, which is
not always available.

These works aim to identify relatedness between tables when explicit relationships between them are missing. The
relatedness can be for joinability or unionability. Given a set of tables, they search significant datasets to populate a
target table. The results generated by these approaches are in the form of similar tables or similar attributes regardless of
whether among these attributes there are primary/foreign keys or not. However, our objective is to determine identifiers
and references among several attributes that can be similar between two collections. On the other hand, even if these
works are interesting, they are dedicated to tabular data. Hence, it is not suitable for schemaless or schema variant data
stores, as in document stores, where we have different levels of objects nesting, null and missing values. Besides, by
and large, these approaches are based solely on values, which is unhandy in a NoSQL context.
3.3. Primary Key and Foreign Key Discovery in Relational Databases

This subsection presents the contributions that have dealt with detecting primary keys and foreign keys in relational
databases. The authors in [27; 28; 29] have paid attention to foreign keys detection, assuming the presence of primary
keys. Quite freshly, Jiang and Naumann [30] have proposed an approach to discover both primary keys and foreign
keys automatically for a given relational database. The approach is based on the functional dependencies that describe
the characteristics of a table or relationships between tables, namely unique column combinations and inclusion depen-
dencies. Both types of dependencies have been used to detect primary keys and foreign keys in relational databases.
A unique column combination is the set of attributes whose projection contains only the column combinations having
unique and non-null values. In document stores, fields can easily be missing in some documents or have null values
usually and not exceptionally. Their work is based on the set of inclusion dependencies given as input. However, this
assumption could not pertain to the context of document stores as described in our motivating example. Even if this
previous work [30] is the closest one to our problem, we cannot apply it out of the context of relational databases. Thus,
we have undergone a rethinking of the problem by using alternative methods adapted to document stores’ schemaless
nature.

Figure 2: Approach overview

4. The IRIS-DS Approach to Automatically Detect Identifiers and References
In this section, we thoroughly describe the core stages of our approach : (ii) global schema extraction; (ii) discovery

of candidate identifiers; and (iii) identifying candidate pairs of key fields. We summarize our approach in Figure 2,
where we present the sequential order of the three stages, starting from several collections. We provide a detailed
description of each stage in the remainder.
4.1. Global Schema Extraction

Document stores have a dynamic schema, mainly evident through the presence or absence of specific fields with
various types. Although this schemaless nature guarantees some perks, the lack of schema information significantly
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negatively affects data processing tasks such as data integration and analysis. Hence, inferring a flat document schema
(cf., Definition 2) and the global schema of each collection (cf., Definition 3) is of paramount importance for the data
integration.
Definition 2. (Document flat schema) A list of fields with their associated types. Let 𝑆𝐷= {(𝑝, 𝑡)𝑖∕1 < 𝑖 < 𝑘} be the
schema associated to a JSON document 𝐷. It consists of 𝑘 pairs (𝑝, 𝑡), such that:

𝑝: the field path from the document root. It is the unique identifier of each field.

𝑡: the field type. Since a field can have a different value types, we consider the most frequent type.

Example 1. Figure 3 depicts a JSON document on the left and shows its associated flat schema on the right, where $
symbol represents the document root.

Figure 3: Example of document flat schema generation

Definition 3. (Collection global schema) the global schema of a collection 𝐶 is 𝑆𝐺(𝐶) =
⋃𝑙

𝑗=1 𝑆𝐷𝑗
, where 𝑆𝐷𝑗

is
the flat schema associated with a JSON document 𝐷𝑗 that belongs to the collection 𝐶 and 𝑙 denoting the number of
distinct documents schemas that exist in a collection 𝐶 .

As mentioned in the related work, we report several methods in the literature to address this issue. The proposed
solutions generate a schema as a set of document fields with their associated types. However, the types are not thor-
oughly described. As far as we know, no previous work has provided a schema that yields the real hidden type for
documents fields.
Since we can hide a real primitive type under another primitive type, we propose an alternative method that aims to
check the type of each field to detect such cases. For instance, if the values of a given field 𝑓𝑖 are of Float type, e.g.,
5.02, while they are represented between quotes: "5.02", in this case, the real type must be Float instead of String.
Checking the actual type requires access to the values, making it a little awkward to use in a NoSQL context. We
thus suggest using the random sampling technique. The latter is an unbiased form to collect a subset of data using
randomness [31]. Hence, given a sample of values of a field 𝑓𝑖 belonging to a collection 𝐶 , we check the actual type
using a set of regular expressions. For instance, in order to check if the type is really String or Float, we have used
these regular expressions:

• ". ∗ [𝑎 − 𝑧𝐴 −𝑍]. ∗": check if the type is String.
• "[−+]?[0 − 9] ∗ ∖∖.?[0 − 9]+": check if the type is Float.
Identifying the hidden types is extremely important in determining the candidate identifiers as detailed in the fol-

lowing stage of our approach.
Since our approach starts on several collections, it is worth noting that the number of global schemas is less than

or equal to the initial number of groups because several collections can share the same schema.
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4.2. Discovery of Candidate Identifiers
In this stage, we restrict our focus on the discovery of candidate identifiers on which depends the identification of

the pairs (identifier, reference) afterwards. Hence, this stage aims to start with identifying an initial list of candidate
identifiers for each collection and come out with a refined list after the scoring and the pruning phases.
4.2.1. Identifying the Initial List of Candidate Identifiers

In JSON format, each element in an array can be of three types: objects (set of key-value pairs), arrays, and/or
simple values (Integer, String, Boolean, etc.). Since we are looking for candidate identifiers, we are interested in JSON
elements represented as key-value pairs, whether nested in objects or arrays. Let us consider a collection 𝐶, and its
global schema 𝑆𝐺 = 𝑇𝑐 ∪ 𝑇𝑠, where 𝑇𝑐 is the set of fields with complex types (JSON object or JSON array) and 𝑇𝑠 the
ones with simple types (primitive types).

Since an identifier can not, probably, be a JSON object nor a JSON array, then we limited the search space of
candidate identifiers to the ones having simple types (𝑇𝑠). Moreover, due to schema flexibility, documents within the
same collection may present some structural variety. Some fields are not present in all documents or may have null
values. Thus, we classify fields in 𝑇𝑠 as being required (𝐹𝑟) or optional (𝐹𝑜) (cf., Definition 4). We limited the search
space of candidate identifiers to the required fields within 𝐹𝑟. Then, within 𝐹𝑟, we look for single fields and combinations
of fields having unique values. Throughout this paper, we use the acronym 𝐼𝐷𝑐 to refer to a candidate identifier(cf.,
Definition 5) which can be constituted of one or more fields. We note that we regard only minimal unique fields’
combinations. To put it another way, let Comb = {𝑓1… 𝑓𝑛} be a combination of fields. Comb is considered as a minimal
unique combination if ∀𝑓𝑖 ∈ Comb is not unique. The generation of these combinations is done steadily. Firstly, we
look for the 𝐼𝐷𝑐 made up of single fields. Secondly, we generate combinations of two fields from the remaining list of
non-unique fields that are frequent and of simple types. We repeat the same step for the triad combinations.

Checking unique values brings us back to evoke the problems related to duplicate detection in case of missing
values. To better understand this point, consider for example two instances’ values of a composite identifier: ("1", "2")
and ("1" , "null"). This case calls into question some past assumptions: (i) assume that the two instances’ values are
identical; or (ii) assume that the two instances’ values are different. Multiple strategies have also been proposed to deal
with missing values. By and large, an identifier must be unique and not null [32]. However, owing to schema flexibility,
any field in each collection can be missing in some documents or have null values. Thus, we apply the uniqueness
checking only to required fields (cf., Definition 4). If the field is required (with a high frequency of appearance with
values different from null and missing), we verify the uniqueness constraint. The latter is verified based on non-null
values [33]. If so, the field is retained as a candidate identifier, and its score is computed in the following stage.
Definition 4. (Required Field) A field 𝑓𝑖 is required whenever its frequency is greater than or equal to a threshold 𝜀.
The frequency is computed as 𝑓𝑟𝑒𝑞(𝑓𝑖) =

|�̃�𝑐 |
|𝐷𝑐 |

[10], where |�̃�𝑐| is the number of documents in which the key in the given
field is not missing and has a not null value, and |𝐷𝑐| stands for the total number of documents within the collection 𝐶 .

Definition 5. (Candidate Identifier) Given a collection 𝐶, a candidate identifier (𝐼𝐷𝑐) is one or more fields that are
of simple types, required, and form a minimal combination of unique values.

4.2.2. Scoring Candidate Identifiers
In the context of relational sources, we had explored several primary key features in the literature [30; 34] to

distinguish valid primary keys from spurious ones. We reuse some of these features that we have adapted to the
context of document stores in our proposal, and we introduce extra features: depth, data type, and name prefix. We
describe these features in the following.

• Cardinality: in practice, schema designers show a tendency to use fewer fields for the identifier definition: fewer
fields enable better understandability and maintainability. The score function is defined as 1

|𝐼𝐷𝑐|
• Name prefix/suffix: identifiers are generally identified by their field name prefix/suffix. We consider the list of

possible names’ prefixes/suffixes for identifiers as: "id", "key", "nr", "no", "pk", "num", and "code". We define
the score function as 𝑝𝑟𝑒𝑓𝑖𝑥𝑆𝑢𝑓𝑓𝑖𝑥(𝐼𝐷𝑐)

|𝐼𝐷𝑐| , where 𝑝𝑟𝑒𝑓𝑖𝑥𝑆𝑢𝑓𝑓𝑖𝑥(𝐼𝐷𝑐) counts the number of fields in the 𝐼𝐷𝑐
whose name contains one of the prefixes/suffixes mentioned above.

• Depth: identifiers often have a shallow depth. In fact, nested fields has a lower chance to be an identifier for the
entire collection. We define the score function as 1

|𝐼𝐷𝑐| (
|𝐼𝐷𝑐|
∑

𝑖=1

1
𝑑𝑒𝑝𝑡ℎ(𝑓𝑖)+1

), where 𝑓𝑖 ∈ 𝐼𝐷𝑐.
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• Data type: hands-on hints show that a field is prone to be an identifier whenever its data type is Integer or String.
We define the data type score as 1

|𝐼𝐷𝑐| (
|𝐼𝐷𝑐|
∑

𝑖=1
𝑡𝑦𝑝𝑒(𝑓𝑖)) where 𝑡𝑦𝑝𝑒(𝑓𝑖) is a binary function that returns one if the

field 𝑓𝑖 has a String or an Integer type or zero otherwise.
• Value length: fields that are used as identifiers are supposed to have a short value length, as they are typically

non-semantic identifiers. The score function is defined as 1
𝑚𝑎𝑥(1,𝐿𝑒𝑛𝑔𝑡ℎ𝑀𝑎𝑥(𝑓𝑖)−𝑛)

, where

– 𝐿𝑒𝑛𝑔𝑡ℎ𝑀𝑎𝑥(𝑓𝑖) is the average length of the longest values associated to the 𝐼𝐷𝑐 fields. This function is
defined as 𝐿𝑒𝑛𝑔𝑡ℎ𝑀𝑎𝑥(𝑓𝑖) =

1
|𝐼𝐷𝑐|

|𝐼𝐷𝑐|
∑

𝑖=1
𝐿𝑒𝑛𝑔𝑡ℎ𝑀𝑎𝑥(𝑓𝑖).

– 𝑛 is a parameter used to penalize long values.
Value length is a value-based feature, which makes it cumbersome to be used in a NoSQL context. To take
advantage of this critical feature, we use the random sampling technique as reported earlier (cf., Subsection 4.1).

We use these features to score each candidate identifier related to each collection. For the total score, we use the
overall average of the computed scores.
4.2.3. Pruning Candidate Identifiers

Expectedly, the set of the initial candidate identifiers is very large. Filtering techniques are essential to get rid
of irrelevant candidate identifiers. For this, for each collection, we score each candidate identifier using the above-
described features. In this paper, we use the cliff technique [30] (cf., Definition 6). As described in Example 2, the
set of candidate identifiers is split into two parts: (i) Upper: it contains the candidates before the cliff; and (ii) Lower:
it contains the remaining candidates. Since the candidates that appear in the Upper part do have the highest scores,
we prune the candidates belonging to the Lower part. We note that in case of multiple instances of cliff we retain all
candidates before the last cliff (cf., Definition 7) .
Definition 6. (Cliff [30]) Given 𝑆 = {𝑆1, 𝑆2,… , 𝑆𝑛}, the sorted score list of candidate identifiers belonging to one
collection, and their corresponding score difference list, 𝑆𝐷 = {𝑆𝐷1, 𝑆𝐷2,… , 𝑆𝐷𝑛−1}, where a score difference is
defined as 𝑆𝐷𝑖 = 𝑆𝑖−𝑆𝑖+1 of each pair of adjacent candidates, the cliff is the pair of adjacent candidates 𝑆𝑖 and 𝑆𝑖+1
having the largest SD score.

Definition 7. (Multiple instances of the cliff) Given 𝑆𝐷 = {𝑆𝐷1, 𝑆𝐷2,… , 𝑆𝐷𝑛−1} the set of score differences
where 𝑆𝐷𝑖 is the largest score. ∀𝑆𝐷𝑗 ∈ 𝑆𝐷, if ∃𝑆𝐷𝑗 ∣ 𝑆𝐷𝑗 = 𝑆𝐷𝑖 such that 𝑗 ≠ 𝑖 then we prune the lower part of
𝑆𝐷𝑘, where

𝑘 =

{

i , 𝑆𝑖 < 𝑆𝑗
𝑗, otherwise

(1)

Example 2. As depicted in Figure 4, we suppose having a list𝑆 of candidate identifiers’ scores, which are decreasingly
sorted as follows: 𝑆 = {1.0, 0.6, 0.58, 0.39, 0.23, 0.1}. We generate the score difference list𝑆𝐷 = {0.4, 0.02, 0.19, 0.16,
0.13}. The cliff is the largest score difference value in 𝑆𝐷, i.e., 0.4. The green and the pink squares, shown in Figure 4,
respectively illustrate, the Upper and the Lower parts.

The pruning phase is dedicated to refining the initial list of candidate identifiers for each collection. Furthermore,
the refined list is used to identify candidate pairs of key fields as detailed in the remainder.
4.3. Identifying Candidate Pairs of Key Fields: Identifiers and References

This stage aims to constitute the pairs of identifier and reference fields related to every two document stores. Given
two collections, we search the candidate pairs in both directions. Roughly speaking, we firstly find for each candidate
identifier 𝐼𝐷𝑐(𝐶1) of the first collection 𝐶1 the most similar candidate reference, if it exists, from the set of fields
𝐹 (𝐶2) = 𝑓1,… , 𝑓𝑛 of the second collection 𝐶2. Secondly, we find for each 𝐼𝐷𝑐(𝐶2) the most similar candidate
reference, if it exists, from 𝐹 (𝐶1) = 𝑓1,… , 𝑓𝑛. We filter the obtained candidate pairs afterward.
Souibgui et al. Page 9 of 23
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Figure 4: Example of the cliff method applied to the ranked scores of candidate identifiers

The degree of similarity depends on the shared properties’ values between an identifier and its reference. In order
to inspect these similarities, we model the relation between 𝐼𝐷𝑐(𝐶𝑖) and 𝐹 (𝐶𝑗) = 𝑓1,… , 𝑓𝑛 as a graph.

Graph-based techniques are becoming ubiquitous since they are essential to yield new insights into data. However,
graphs with their traditional representation do not allow to entirely take benefit from the existing machine learning
approaches and techniques [35].

In recent years, there has been considerable interest in graph embedding that aims to convert graph nodes into a
lower-dimensional space in which the neighborhood similarity between nodes is preserved in the embedded space [36].
To this end, using embedding and vector spaces offers a richer toolset and machine learning approaches. Our objective
is in line with the graph embedding goal, particularly the node embedding one.

Hence, we uptake a graph embedding technique, called node2vec [37]. The latter learns feature representations for
the nodes across a graph to be used for different machine learning tasks. Node2vec explores network neighborhood.
It designs a flexible neighborhood sampling, called a random walk, by interpolating between Breadth-first and Depth-
first sampling strategies.
The graph we defined is simple 3, heterogeneous 4, undirected and unweighted.

We denoted it as G(V, E) where
• V= {𝐼𝐷𝑐(𝐶𝑖), 𝐹 (𝐶𝑗), 𝑃 𝑉 }: the set of vertices (aka nodes) with three types, where

– 𝐼𝐷𝑐(𝐶𝑖): a candidate identifier of the collection 𝐶𝑖.
– 𝐹 (𝐶𝑗): the set of fields of the collection 𝐶𝑗 .
– PV: the set of properties’ values related to both identifiers and references, e.g., String is a value of the data

type property.
• E: the set of edges that link and define the present relationships between nodes. An edge can be established

between:
– a node of an identifier 𝐼𝐷𝑐(𝐶𝑖) and a node of a candidate reference from 𝐹 (𝐶𝑗) if this pair has a syntactic

or a semantic similarity greater than a threshold.
– a field in {𝐼𝐷𝑐(𝐶𝑖), 𝐹 (𝐶𝑗)} and a property value.

Example 3. Figure 5 shows an example of the input graph where the blue nodes represent the fields belonging to
both collections CountryRegion and Orders_customer and the green nodes represent their properties’ values.

3do not allow multiple edges
4with nodes of different types
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The candidate identifier of the collection CountryRegion is CountryKey. The colored edge linking the two nodes
CountryKey and NationKey shows the existence of a syntactic or semantic relationship between the two nodes. We
note that for the sake of simplicity, we use only a simple label for each node, whereas in the schema, each field is
identified by its full path from the document root.

Figure 5: Example of the input graph for node2vec

We propose a set of rules to identify the properties related to identifiers and references:
• Rule 1: Compatibility of data type: the identifier, and its reference must have the same type or compatible

types. For example, if we have an identifier with a String type and a reference with an Integer type, and they are
not convertible, this pair will not be considered in this case. Our approach covers all possible combinations of
primitive types, e.g., (String, String), (String, Double), (Integer, Double), (Short, Double). As mentioned earlier
in the global schema extraction stage, since a real primitive type can be hidden under another primitive type, we
check the type of each field pair to detect such cases.

• Rule 2: Syntactic similarity based pruning: in many instances, fields’ names are not randomly assigned for
the sake of better understanding. Hence, taking into account the similarity between the fields’ names of each
pair could be a kick-off beacon. To this end, we use a syntactic similarity measure, and we opt for the Fuzzy-
Token similarity since it is the most suitable for our case [38]. Thus, the similarity combines both token-based
similarity and string similarity. To use this similarity function, the input strings 𝑠1 and 𝑠2 are tokenized. We
consider both cases for the tokenization: (i) having a delimiter, e.g., "_" and/or uppercase letter; (ii) strings are
attached without a delimiter, e.g., "LINESTATUS".
The function is defined as 𝑠𝑦𝑛𝑡𝑎𝑐(𝑠1, 𝑠2) = |𝑇1∩̃𝜎𝑇2|

|𝑇1|+|𝑇2|−|𝑇1∩̃𝜎𝑇2|
, where 𝑠1 is the reference name and 𝑠2 is either the

identifier name or the collection name of that identifier. Then, we retain the maximum value obtained between
the two similarity measures. We note that 𝑠1 and 𝑠2 are amended comparing to [30]5. In addition, 𝑇1 and 𝑇2are the tokens’ sets related to 𝑠1 and 𝑠2 respectively and 𝜎 is the edit distance threshold used to penalize lower
similarities. To compute this similarity, a weighted bigraph should be constructed using 𝑇1 and 𝑇2. The weight,
i.e., edit distance measure, is assigned to each edge. Then, we keep only the edges with a weight larger than
𝜎. The fuzzy overlap, denoted by |𝑇1∩̃𝜎𝑇2|, is used to define the maximum weight matching of the constructed
graph. Note that if |𝑇1| or |𝑇2| are more significant than one, we filter them from the set of possible suffixes or
prefixes such as "key" and "id." For instance, by considering the two fields "CountryKey" and "CustomerKey,"
the syntactic similarity measure may rise due to the common suffix "Key," which becomes misleading to get the

5In [30], the authors have concatenated the table name for both primary key and foreign key presented in an inclusion dependency. However, it
remains unclear to concatenate table name for both of them because, generally the foreign key is likely to be similar to the name of the referenced
table, but the inverse rarely happens.
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right result and enhance the probability of getting false-positive results. On the other hand, the case of fields
"Id" and "UserId" reveals the necessity to keep 𝑇1 and 𝑇2 without the filtering step.

• Rule 3: Semantic similarity based pruning: using only the syntactic similarity between two fields is not
sufficient to cover all cases, e.g., customer and client. It indeed leads to generate some false-positive and false-
negative results. To this end, we propose a filtering step based on semantic similarity. To do so, we use the
Wup semantic similarity measure (cf., Definition 8), which is based on the lexical database Wordnet6. Similar
to the syntactic measure, we use tokenization to divide the attached words into meaningful separated words.
Given two fields 𝑓1 and 𝑓2, we split each of them into a set of tokens, 𝑇1 and 𝑇2 respectively. We consider
𝑓1 and 𝑓2 semantically similar if exists at least a semantic similarity between elements of a pair (𝑡1, 𝑡2), where
𝑡1 ∈ {𝑇1⧵𝑆𝑃 } and 𝑡2 ∈ {𝑇2⧵𝑆𝑃 }. We denote with 𝑆𝑃 the set of possible suffixes or prefixes such as "key" and
"id". Likewise the syntactic similarity, we deal differently with a unary set of tokens (𝑇1 or 𝑇2) by considering
all of the tokens without a filtering step.

Definition 8. (Wup similarity [39; 40]) Wup is a path-based semantic similarity. Given two concepts, it finds
the path length to root from the Least Common Subsumer (LCS), the most specific concept they share as an
ancestor. The Wup similarity is computed as follows: 𝑠𝑖𝑚𝑊 𝑢𝑝 = 2×𝑑𝑒𝑝𝑡ℎ(𝐿𝐶𝑆(𝐶1,𝐶2))

𝑑𝑒𝑝𝑡ℎ(𝐶1)+𝑑𝑒𝑝𝑡ℎ(𝐶2)
where 𝑑𝑒𝑝𝑡ℎ(𝐶) is the

depth of the concept in the Wordnet hierarchy.

Based on the rules defined above, we define the properties that concern both identifiers and references, namely:
collection name, data type, IsSyntacticallySimilar and IsSemanticallySimilar.

5. The IRIS-DS Algorithm

Figure 6: IRIS-DS general’s architecture at a glance

Figure 6 shows the overall process of our proposed algorithm IRIS-DS. Starting from several collections, it firstly
extracts the collections’ global schemas. Secondly, it discovers the initial set of candidate identifiers that will be refined
after the scoring and the pruning steps.

Then, it performs a graph embedding technique to track down the set of candidate pairs of identifier and reference.
The pseudo-code is sketched in Algorithm 1, which in turn invokes various methods that are detailed separately.

In line 𝐴1.𝐿2, i.e., Algorithm 1, Line 2, we start with the extraction of collections’ global schemas. In line 𝐴1.𝐿3,
6https://wordnet.princeton.edu/
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we search candidate identifiers from the set of fields presented in collections’ global schemas. This step is explained
separately in Algorithm 2.

In line 𝐴1.𝐿4, the list of collections’ pairs, denoted as L, is generated using the Cartesian product while keeping
only pairs with different elements, i.e., each collection pair (𝐶𝑃 ) is defined as 𝐶𝑃 = (𝐶𝑖, 𝐶𝑗) where 𝐶𝑖≠C𝑗 . The
cardinality of L is defined as |𝐿| = |ℂ|(|ℂ|−1)

2 , where |ℂ| is the number of distinct collections.

Algorithm 1: IRIS-DS
Input: Collections ℂ
Output: Pairs of candidate identifier and reference for each collections’ pair 𝐼𝑅𝑐𝑎𝑛𝑑

1 𝐿𝐶𝑃1 ← ∅, 𝐿𝐶𝑃2 ← ∅
2 𝑆𝐺ℂ ← GenerateCollectionsSchemas(ℂ)
3 SearchCandidateIDs(ℂ, 𝑆𝐺ℂ)
4 L ← GetListOfCollectionsPairs()
5 foreach CP=(𝐶𝑖, 𝐶𝑗) in L do ⊳ |𝐿| = |ℂ|(|ℂ|−1)

2
6 if GetID(𝐶𝑖) ≠ ∅ then
7 LCP1 ← 𝑑𝑖𝑠𝑐𝑜𝑣𝑒𝑟𝑃𝑎𝑖𝑟𝑠(C𝑖, 𝐶𝑗)
8 end
9 if GetID(𝐶𝑗) ≠ ∅ then

10 LCP2 ← 𝑑𝑖𝑠𝑐𝑜𝑣𝑒𝑟𝑃𝑎𝑖𝑟𝑠(C𝑗 , 𝐶𝑖)
11 end
12 IRcand ← 𝑓𝑖𝑙𝑡𝑒𝑟(𝐿𝐶𝑃1, 𝐿𝐶𝑃2)
13 Store(𝐶𝑖, 𝐶𝑗 , 𝐼𝑅𝑐𝑎𝑛𝑑) ⊳ Store: store the IRcand for each collection pair

14 end
15 return IRcand

Algorithm 2: SearchCandidateIDs()
Input: Collections ℂ, Collections schemas 𝑆𝐺ℂ
Output: Initial list of candidate identifiers 𝐼𝐿

1 𝐼 ← ∅, 𝑅 ← ∅, 𝑈 ← ∅, 𝐼𝐷𝑠 ← ∅, 𝐿 ← ∅
2 foreach 𝐶 in ℂ do
3 𝐼 ← 𝐺𝑒𝑡𝐹 𝑖𝑒𝑙𝑑𝑠𝑊 𝑖𝑡ℎ𝑆𝑖𝑚𝑝𝑙𝑒𝑇 𝑦𝑝𝑒𝑠(SGℂ)
4 𝑅 ← 𝐺𝑒𝑡𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑𝐹 𝑖𝑒𝑙𝑑𝑠(I)
5 𝑈 ← 𝐺𝑒𝑡𝑈𝑛𝑖𝑞𝑢𝑒(R)
6 𝑆 ← 𝑆𝑐𝑜𝑟𝑒(𝑈 )
7 𝐼𝐷𝑠 ← 𝐶𝑙𝑖𝑓𝑓 (𝑆)
8 𝐿 ← 𝐿 ∪ 𝐼𝐷𝑠
9 end

10 return L

The idea is to iterate over L to find the set of pairs of candidate join keys (identifier, reference), if they exist, between
every two collections (lines 𝐴1.𝐿5−14). We consider both directions: a field in 𝐶𝑖 can refer to another field in 𝐶𝑗 (lines
𝐴1.𝐿5−8) or vice versa (lines 𝐴1.𝐿9−11). The pairs discovery assured in line 𝐴1.𝐿7 and line 𝐴1.𝐿10 are detailed in
Algorithm 3 where the loop from line 𝐴3.𝐿1 to line 𝐴3.𝐿14 iterates over the list of identifiers of the current collection
𝐶𝑖, which are generated with GetID(𝐶𝑖).

In line 𝐴3.𝐿3, we start by creating the input graph G for the embedding. Building the graph has a linear time
complexity O(n) as execution time depends on the size of the collection schema. The properties values are among
the constituting nodes of the input graph. We detail the extraction of the properties values in Algorithm 4. In lines
𝐴3.𝐿4−5, we apply the node2vec algorithm, and we generate the model after learning feature representations for the
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nodes across the graph. The loop in lines 𝐴3.𝐿6−10, iterates over the field(s) of an identifier and search the most similar
field(s) that will be considered as a candidate reference.

Algorithm 3: discoverPairs()
Input: Collection 𝐶𝑖, collection 𝐶𝑗
Output: list of candidate pairs where the identifiers in 𝐶𝑖 and reference in 𝐶𝑗 𝐿𝐶𝑃

1 foreach IDc in GetID(𝐶𝑖) do
2 𝑃𝑉 ← 𝐺𝑒𝑡𝑃𝑉 (𝐼𝐷𝑐) ∪ 𝐺𝑒𝑡𝑃𝑉 (𝐺𝑒𝑡𝐹 𝑖𝑒𝑙𝑑𝑠(𝑆𝐺(𝐶𝑗))) ⊳ PV: properties values

3 𝐺 ← 𝐶𝑟𝑒𝑎𝑡𝑒𝐺𝑟𝑎𝑝ℎ𝐹𝑜𝑟𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝐼𝐷𝑐,𝐺𝑒𝑡𝐹 𝑖𝑒𝑙𝑑𝑠(𝑆𝐺(𝐶𝑗)), 𝑃 𝑉 ) ⊳ G: input graph for node2vec

4 𝑛← 𝑛𝑜𝑑𝑒2𝑣𝑒𝑐(𝐺)
5 𝑚𝑜𝑑𝑒𝑙 ← 𝐿𝑒𝑎𝑟𝑛𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑛) ⊳ Learning node representations 𝑅 ← ∅
6 foreach part in IDc do
7 if 𝑚𝑜𝑑𝑒𝑙.𝐺𝑒𝑡𝑆𝑖𝑚𝑖𝑙𝑎𝑟(𝑝𝑎𝑟𝑡) ≠ ∅ then
8 𝑅 ← 𝑅 ∪ model.GetSimilar(part) ⊳ list of the most similar fields to IDc
9 end

10 end
11 if |𝐼𝐷𝑐| = |𝑅| then
12 𝐿𝐶𝑃 ← 𝐿𝐶𝑃 ∪ (𝐼𝐷𝑐,𝑅) ⊳ LCP: list of candidate pairs
13 end
14 end
15 return LCP

In Algorithm 4, based on the rules mentioned above, we search the properties’ values related to an identifier of the
first collection and the set of fields of the second collection. In line 𝐴4.𝐿3, we find the data type of the field f. In line
𝐴4.𝐿5, we check if the current field and the identifier have a syntactic similarity measure equal to or greater than a
given threshold. If they are syntactically similar, we assign to f the name of the identifier as a property value. In this
way, an edge will be established between the identifier’s node and the field’s node. Similarly, we verify the semantic
similarity between the identifier and the current field.

Algorithm 4: GetPV()
Input: List of fields L, candidate identifier IDc, collections’ names CN(L) and CN(IDc)
Output: properties values PV

1 𝑃𝑉 ← {𝐶𝑁(𝐿), 𝐶𝑁(𝐼𝐷𝑐)} ⊳ add collections’ names as properties values
2 foreach 𝑓 in 𝐿 do
3 𝑡 ← 𝑑𝑎𝑡𝑎𝑇 𝑦𝑝𝑒(𝑓 ) ⊳ get the data type of the field 𝑓 according to Rule 1
4 𝑃𝑉𝑓 ← 𝑃𝑉𝑓 ∪ 𝑡
5 if CheckSyntacticSimilarity()= true then 𝑃𝑉𝑓 ← 𝑃𝑉𝑓 ∪ 𝐼𝐷𝑐 ⊳ check if the field f is syntactically

similar to IDc
6 else 𝑃𝑉𝑓 ← 𝑃𝑉𝑓 ∪ 𝑛𝑢𝑙𝑙
7 if CheckSemanticSimilarity()= true then 𝑃𝑉𝑓 ← 𝑃𝑉𝑓 ∪ 𝐼𝐷𝑐
8 else 𝑃𝑉𝑓 ← 𝑃𝑉𝑓 ∪ 𝑛𝑢𝑙𝑙
9 𝑃𝑉 ← 𝑃𝑉 ∪ 𝑃𝑉𝑓

10 end
11 return PV
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6. Case Study
Figure 7 shows two JSON collections, i.e., Orders_customer and CountryRegion, that are based on the TPC-H7

benchmark. This benchmark comprises relational sources that we have transformed into JSON collections8. For the
sake of readability, we only present an excerpt of one document from each collection. Based on this benchmark, our
basic scenario is to perform a join operation between Orders_customer and CountryRegion. In doing so, we should
perform identifiers and references discovery between the two aforementioned collections.

Figure 7: Sample JSON documents of the TPC-H benchmark

We start by identifying an initial list of candidate identifiers for each collection as described in subsection 4.2.1.
Then, we present the obtained candidate identifiers for each collection in the second column of Table 2. We note that
we present a field using its path from the document root, where $ symbol represents the document root.

For each candidate identifier, we compute its score based on the features described in subsection 4.2.2. To prune
irrelevant candidates for each collection, we search the cliff value after ranking the scores. We split the candidate
identifiers into Upper and Lower parts. The Upper part of the collection Nation contains [$.COUNTRYKEY], and the
Upper part of the collection Orders_customer contains [$.O_ORDERKEY, $.customer.CUSTKEY], which is a composite
candidate identifier. The remaining candidate identifiers related to each collection are pruned since they are in the
Lower part.

We start by preparing the graph embedding input. As shown in Figure 8, we create three graphs:
• 𝐺1: presents the relationships between the candidate identifier [$.COUNTRYKEY] with the different fields of the

collection Orders_customer.
• 𝐺2: presents the relationships between the first part of the composite candidate identifier [$.O_ORDERKEY,

$.customer.CUSTKEY] with the different fields of the collection CountryRegion.
• 𝐺3: presents the relationships between the second part of the composite candidate identifier [$.O_ORDERKEY,

$.customer.CUSTKEY] with the different fields of the collection .
𝐺2 and 𝐺3 are related to the same candidate identifier [$.O_ORDERKEY, $.customer.CUSTKEY], which is composed of
two fields. The green nodes denote the candidate identifier or a part of the candidate identifier of the first collection.
The blue nodes indicate the fields of the second collection that can contain the candidate reference. Finally, the nodes

7Decision support benchmark: http://www.tpc.org/tpch/
8 https://github.com/souibguimanel/TPCHjson
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Table 2
Initial list of candidate identifiers with their scores

Collection Candidate identifiers Score

CountryRegion
[$.COUNTRYKEY] 1.00
[$.N_NAME] 0.63

Orders_customer

[$.O_ORDERKEY] 1.00
[$.Customers.CUSTKEY] 0.90
[$.O_CLERK, $.customer.NATIONKEY] 0.75
[$.customer.MKTSEGMENT, $.customer.NATIONKEY] 0.70
[$.O_ORDERSTATUS, $.customer.NATIONKEY, $.O_ORDERPRIORITY] 0.70
[$.O_ORDERSTATUS, $.O_CLERK] 0.70
[$.O_TOTALPRICE] 0.60
[$.O_COMMENT] 0.60
[$.Customers.PHONE] 0.52
[$.customer.NAME] 0.52
[$.O_CLERK, $.O_ORDERPRIORITY] 0.52
[$.customer.ACCTBAL] 0.50
[$.O_ORDERDATE] 0.50
[$.customer.COMMENT] 0.50
[$.customer.ADDRESS] 0.50
[$.customer.MKTSEGMENT, $.O_CLERK] 0.49

of properties’ values are presented with the pink color. The red edge in 𝐺1 marks the existence of a semantic similarity
between the two fields [$.customer.NATIONKEY] and [$.COUNTRYKEY].

Figure 8: Node2vec input

To establish the relationships between nodes in each graph, we identify the values of the properties: collection
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name, data type, syntactic similarity measure, and semantic similarity measure. Since the two last properties require
pairs of fields, we create pairs using the Cartesian product between a candidate identifier of the first collection and the
group of fields of the second collection. Then, we compute the syntactic and semantic similarity measures for each
pair.

The pair with a similarity measure greater than a threshold will have an edge between their representing nodes in
the graph.
Each graph obtained in the previous step is taken as an input of the node2vec algorithm9 to seek the key pairs based on
the candidate identifiers. By performing the node2vec algorithm, we get the most similar fields for each identifier with
the corresponding probabilities, which approximate the similarities between nodes. Regarding probabilities values, we
keep the highest ones to identify the candidate pairs of key fields. We hosted the python code samples that are used in
this step in a GitHub repository10. As a result, we obtain [$.customer.NATIONKEY] as the most similar field to the
candidate identifier [$.COUNTRYKEY] with a probability measure in the region of 0.994.

7. Experimental Study
In this section, we report our experimental findings after describing the considered data collections. We base our

experimental study on two benchmarks and two real-world datasets:
• TPC-H: a benchmark for decision support systems. It represents the activity of any industry that must manage,

sell or distribute a product worldwide.
• TPC-E: a benchmark was offering a set of flat files that models a brokerage firm with customers who start

transactions concerning trades, account inquiries, and market research.
• Twitter: these datasets, which comprise users and their related tweets, are scraped from Twitter’s API. We

consider two collections: Tweets and Users. Each document of the Tweets collection contains nested objects
such as the coordinates object that gives the geographic location. These datasets are initially in JSON format.
They are heterogeneous in terms of schema variety, different nesting levels (i.e., field’s depth), missing values,
different types, etc.

• Musicians: are datasets extracted from Wikidata11, a real-world data source. These datasets are implemented in
Valentine [41] where the authors proposed a well-thought-out dataset creation process that is tailored to the scope
of matching techniques. The datasets represent data about American singers. It contains around 11k tabular data
that we converted into JSON documents. To resemble a real-life scenario, authors in [41] have varied the names
of the attributes in the source and the target sources included in Valentine. In addition, they provide with the
source and the target dataset a JSON file containing the possible matching that we used as ground truth to check
the accuracy of our results as shown in Figure 9.

Figure 9: Example of a ground truth file for the Musicians datasets

9https://snap.stanford.edu/node2vec/
10https://github.com/souibguimanel/Get_similarities_node2vec
11 https://www.wikidata.org/wiki/Wikidata:Main_Page
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7.1. Data Collection
Since our approach deals with document stores, we carried out a data preparation phase to use the two benchmarks

in our experimental process. We have implemented a transformation phase to convert TPC-H and TPC-E generated
flat files to JSON ones. We consider each record in the flat file as a document in the JSON collection.

We perform the data preparation stage regarding the document-oriented model characteristics, e.g., randomly as-
signing null or missing values. Furthermore, in order to have different storage models, we have denormalised data in
both benchmarks: (i) TPC-H, we have denormalised the Orders collection by embedding documents from Customer.
Similarly, we have denormalised the Nation collection by embedding documents from Region; and (ii) TPC-E, we
have denormalised the Trade collection by embedding documents from TradeType. Similarly, we have denormalised
CustomerAccounts by embedding documents from both Address and Customer collections. This is done by re-
placing each foreign key with its full object. We hosted the generated data in a GitHub repositories12,13 to make them
openly available.
7.2. Evaluation Protocol

The experiments we conducted aim to validate our approach, in terms of result relevance. The approach validation
comprises both levels: (i) candidate identifiers discovery for each collection; and (ii) identification of candidate pairs
of key fields (identifier and reference) for every two collections. To this end, for each level, we use four metrics

• precision: the fraction of the predicted true identifier/pairs among the predicted identifiers/pairs.
• recall: the fraction of the predicted true identifier/pairs among identifiers/pairs of the gold standard.
• accuracy: the number of correct results returned by our algorithm.
• percentage decrease: rate the reduction of the number of candidates that will be proposed to the end-user, this

metric is computed as (𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟−𝑁𝑒𝑤𝑁𝑢𝑚𝑏𝑒𝑟)
𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟 ∗ 100.

We distinguish two cases to compute the percentage decrease:
– Discovery of candidate identifiers for each collection:

∗ original number: the schema size of the given collection.
∗ new number: the number of the detected candidate identifiers.

– Identification of candidate pairs of key fields (identifier and reference) for every two collections:
∗ original number: given two collection schemas, the original number is the sum of the cardinality of

the Cartesian product between the candidate identifiers 𝐼𝐷𝑐(𝐶1) of the first collection and the set of
fields of the second collection 𝐹 (𝐶2) = 𝑓1,… , 𝑓𝑛 and the cardinality of the Cartesian product between
𝐼𝐷𝑐(𝐶2) and 𝐹 (𝐶1) = 𝑓1,… , 𝑓𝑚.

∗ new number: the number of the discovered pairs of identifier and reference.
7.3. Experimental Setup and Results

As proof of the concept of our approach, we have developed java prototypes to support the main phases and tested
them under macOS High Sierra machine, Processor Intel Core i5, 2.7 GHz, and 8 GB of DDR3 RAM. We store the
used collections of JSON documents on MongoDB as a document-oriented DBMS. We used the python Wordninja
library14 to split the attached words into tokens. We also used the Python 3 implementation of the node2vec algorithm.
As shown in Tables 3 and 5, we compare the output sets of both candidate identifiers and candidate pairs (reference,
identifier) with the gold standard of the Twitter collections, Musicians collections, TPC-H benchmark, and TPC-E
benchmark, and we report the precision, recall, accuracy, and the percentage decrease. The results show that our
approach reaches a high precision and accuracy without diminishing the recall. Furthermore, the percentage decrease
metric yields increasingly excellent results by reducing the number of candidates proposed to the end-user.
We note that in Table 3, our algorithm shows a decrease in the precision to 0.25 when detecting the identifier in the
Financial collection. This decrease is because of the existence of several non-composite unique fields, which generate

12 https://github.com/souibguimanel/TPCHjson
13 https://github.com/souibguimanel/TPCEjson
14https://pypi.org/project/wordninja/
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Table 3
IRIS-DS results for the candidate identifiers discovery in TPC-H, TPC-E and Twitter collections

Collection # documents Precision Recall Accuracy Percentage decrease %

TPC-H
Orders 1k 1 1 1 94.11
NationRegion 24 1 1 1 85.71
Supplier 1k 1 1 1 94.73

TPC-E
Trade_TT 10k 1 1 1 94.73
Financial 20k 0.25 1 0.73 71.42
CustomersAccounts 10k 1 1 1 97.14
Holding 10k 1 1 1 83.33
AccountPermission 10k 1 1 1 80

Twitter

Tweets 1k 1 1 1 96.42
TwitterUsers 10k 1 1 1 96.66
Tweets 2M 1 1 1 97.61
TwitterUsers 2M 1 1 1 97.29

Musicians MusiciansSource 11k 1 1 1 92.30
MusiciansTarget 11k 1 1 1 92.30

false-positive results. However, this error accounts for only a tiny portion of the used collections, and fortunately, the
percentage decrease is still high.

Although our approach is dedicated to heterogeneous document stores (consisting of diverse data contents), we
have also used as a part of our experimental study the two Musicians datasets, which encompass homogeneous data
devoted to evaluating matching techniques.

Figure 10: Impact of the dataset size: Orders collection

We carried out further tests that corroborated the correlation between the collection size and the values of the
evaluation metrics. To gauge this effect, we have varied the Orders collection size, as shown in Figure 10. The
result demonstrates that the more we increase the collection size, the better precision, recall, accuracy, and percentage
decrease we get. The number of fields with unique values increases if we reduce the number of documents into the
same collection. Although the precision often decreases when using a collection with few documents, the percentage
decrease remains significantly high, reflecting the reduction of the final number of candidates proposed to the end-user.

On the other hand, since we introduce new features to discover candidate identifiers, we performed additional tests
to emphasize the importance of these features. For instance, the depth feature is intrinsic to document stores since
collections’ fields have different depths due to the embedding of objects inside documents. Thus, as shown in Table 4,
by omitting this feature while computing the score for the CustomersAccounts collection, we realize the remarkable
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Table 4
Importance of the depth feature: CustomersAccounts collection

Precision Recall Accuracy Percentage decrease
Without depth 0.05 1 0.51 48.57
With depth 1 1 1 97.14

Table 5
IRIS-DS results for candidate pairs discovery in TPC-H, TPC-E and Twitter collections

Collection 1 Collection 2 Precision Recall Accuracy Percentage decrease %

TPC-H
Orders Nation 1 1 1 95.83
Supplier Orders N/A N/A 1 100
CountryRegion Supplier 1 1 1 92.85

TPC-E

Trade_TT CustomersAccounts 1 1 1 98.14
Holding Trade_TT 1 1 1 96
Financial CustomersAccounts N/A N/A 1 100
CustomersAccounts Holding 1 1 1 97.56
AccountPermission CustomersAccounts 1 1 1 97.50
Holding AccountPermission N/A N/A 1 100

Twitter Tweets Users 1 1 1 98.50
Musicians MusiciansSource MusiciansTarget 1 1 1 96.15

Table 6
Comparison of IRIS-DS with HoPF algorithm [30] applied on the TPC-H and the TPC-E benchmarks

Identifier (Reference, Identifier)
Algorithm Precision Recall Precision Recall

TPC-H HoPF 1 1 0.88 0.88
IRIS-DS 1 1 1 1

TPC-E HoPF 0.80 0.80 0.72 0.91
IRIS-DS 0.85 1 1 1

decrease in the precision, accuracy, and percentage decrease. Similarly, we remark a significant difference between
their absence and presence for the data type and field name prefix features while computing scores and discovering
candidate identifiers.

Since our approach considers several collections, we apply key pair discovery on every two collections. Indeed,
there is at least one pair of collections that are not joinable so that they did not have a relationship (reference, identifier).
Our approach can handle such cases. In fact, as depicted in Table 5, the pairs’ discovery performed between the collec-
tions’ pairs (i) Supplier and Order; (ii) AccountPermission and Holding; and (iii) Financial and CustomersAccounts
returns no join key pairs. This implies that the precision and recall are N/A, i.e., Not Applicable, because the number
of true-positive values is null. For example, this might occur where the gold standard does not contain join key fields,
and our algorithm returns no pairs correctly. We note that the parameter settings (dimensions and walk-length) of the
node2vec algorithm that we used in our tests gives a greater result when they are set to respectively 10 and 30.

Since we are the first to propose an approach for identifier and reference discovery in document stores, we compare
our algorithm against the most recent work [30] proposed in the context of relational databases as shown in Table 6.
Our and HoPF approaches have the same objective: joining multiple sources while not having the join keys before-
hand. However, our approach concerns document stores, while the HoPF approach [30] applies to relational databases.
Relational databases have functional dependencies: (i) the primary key values are unique and not null; (ii) the foreign
key values are included in the primary key values. However, document stores miss all these features. Roughly speak-
ing, unlike the HoPF approach, we can not apply functional dependencies in the context of document stores. Hence,
we have undergone a rethinking of the problem by using alternative methods adapted to document stores’ schemaless
nature, namely, adapting existing features and providing new features and pruning rules. Outcomes from our exper-
iments give insight into the feasibility of detecting join key fields in document stores containing scattered data over
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several collections.

8. Conclusion and Future Work
Document stores have a variable schema, where fields can be missing in some documents or have null values.

Because of integrity constraints and inclusion dependencies, a document store is the furthest from having an exact
join key. For this, detecting join key pairs between two document stores is a tricky task. In the literature, existing
works have provided dedicated solutions to relational databases. For NoSQL data stores, current contributions rely on
a strong assumption: having the join keys pairs beforehand. We seldom know the pair of identifier and reference in
document stores.
To this end, we have proposed, in this paper, an alternative approach for identifiers and references’ discovery based
on several document stores. We have introduced the IRIS-DS algorithm that discovers candidate identifiers for each
collection, and then identifies the candidate pairs of identifier and reference for every two collections. We use scoring
features and pruning rules to discover actual candidate identifiers from many initial ones efficiently. To find candidate
pairs between several document stores, we put into practice node2vec as a graph embedding technique, which yields
significant advantages while using syntactic and semantic similarity measures for pruning pointless candidates. The
carried out experiments on the TPC-H and the TPC-E benchmarks, and the Twitter dataset underscore that our approach
fulfills the accuracy of the generated results. We claim that our findings might be useful for

• Business Intelligence & Analytics systems, particularly ETL processes dealing with document stores: today,
exploiting NoSQL data for analytical purposes lacks maturity, traceability, and metadata management. In the
context of BI&A, data are often scattered over distinct sources and several collections of documents. Hence,
fetching relevant data that meets the decision-maker requirements often needs to access more than one document
store, thence needs to use the join operation.
Moreover, open-source and commercial ETL tools offer join components. However, it is up to the user to choose
the join keys before applying the join operation. In a NoSQL context, a document may have hundreds of fields,
making it tricky to fetch the identifier of a given collection manually.

• Querying tasks: the join is mandatory for querying tasks. Hence, it is compulsory to have the join keys before-
hand. For instance, MongoDB uses the MQL (MongoDB Query Language) to query stored data in document
databases using different operators. Furthermore, since developers know well that join operations among col-
lections are essential [7], MongoDB, the open-source community, has recently introduced the $lookup operator
in version 3.2. This operator performs a left join between two collections using a localField and a foreignField
that the user specifies.

• Database design: identifying the interrelationships in legacy databases certainly requires discovering join keys.
Even though the lack of a rigid schema characterizes NoSQL frameworks, developers need to overview the data
and take appropriate steps and decisions during the application design process. These decisions can have a
significant effect on application efficiency and readability of the code [42].

As part of our future work, we intend to study the impact of the data incremental refresh [43] and how to schedule the
process of identifiers and references discovery in document stores accordingly. In the long run, we plan to complete our
proposal by formalizing all ETL operations since our ultimate aim is to provide a NoSQL-dedicated BI&A approach.
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