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SUMMARY

This paper presents a unified approach to direct adaptive motion control laws for robot manipulators
that have been studied during the last few years by several authors. It provides a general approach based
on passivity to demonstrate the global asymptotic stability of adaptive schemes applied to rigid
multilinked manipulators. It is shown that most of the schemes fit within this framework, which presents
the advantage of being more systematic than other techniques and therefore will enable a unified
presentation of the several schemes proposed to date and will increase our understanding of adaptive
contro! of robot manipulators.

1. INTRODUCTION

The last few years have witnessed an increasing interest in adaptive control of robot
manipulators and several different schemes have been proposed. The first robot adaptive
control algorithms were based on local linearization techniques.! The main drawback of this
approach is the lack of global stability. More recently adaptive schemes based on linear
parametrization of the robot dynamics have emerged.>~'* We will focus our attention on these
latter, which can in turn be separated into two classes: (i) inverse dynamics based contro}l
schemes assuming joints acceleration measurements or inversion of the estimated inertia
matrix,”>~> and (ii) schemes which use only joint velocity and position measurements and
which do not require any inversion of the estimated inertia matrix.® ' In view of the practical
limitations of the earlier ones, we will consider here just those schemes using only joint
position and velocity measurements. Passivity will be used as an analysis tool as advocated
in Reference 15, where the authors considered the analysis of References 6 and 7 from the
hyperstability point of view. ,

This paper exploits the passivity properties of mechanical manipulators to present an
adaptive control scheme based on passivity. It provides a general framework that most of the



schemes proposed to date can be turned into. The simplicity of the approach will increase our
understanding of direct adaptive control of robot manipulators. '

The paper is organized as follows. Section 2 presents the notation and robots dynamics. A
unified equivalent scheme of robot adaptive control is presented in Section 3. Section 4 is
devoted to showing that almost all direct adaptive laws can be turned into that scheme. In
order to complete the proof of stability, we show in section 5 that all the signals within the
system remain bounded, utilizing passivity results previously stated. Conclusions are given in
Section 6 and most of the proofs are given in the Appendices A-D.

2. DYNAMIC MODEL OF ROBOT MANIPULATORS

Consider a rigid, n-degree-of-freedom manipulator. Using the Lagrangian formulation, one
can show that the dynamic model of such a mechanical system can be written as follows:

M(@)i+C(g, q)g+g@) =1 1)
Where: g, ¢, § represent the joint position, velocity and acceleration n x 1 vectors, M(g) is the
n X n inertia matrix, C(q, ¢) is a n X n matrix which represents centripets and Coriolis inertial
terms, g(q) represents the gravity torque n X 1 vector and 7 is the n X 1 torque vector supplied
by the joint actuators.
Though it is obvious that robot manipulators are complex nonlinear systems, the following
properties make them appear as a particular class of these systems, and facilitate their study
and design (see References 17 and 18 for details):

(1) M(q) is a symmetric positive-definite matrix, lower-bounded for g€ R".

(2) Consider all the parameters of interest in adaptive control such as link masses, moments
of inertia etc., represented by an n X r vector 8. Then the robot dynamic equations can
be expressed as a linear relationship between these unknown parameters and torque 7:

T= Y(q’ q‘r ij)B

where Y(q, 4, §) is a nx r matrix of known functions, known as the regressor.
(3) There exists a particular definition of C(g, g) such that the matrix

N, &)= C(@. 4~ M)

is skew-symmetric.

3. PASSIVITY RESULT

As will be shown in the next section, it is always possible (at least for the class of control laws
considered here) to interpret the closed-loop error equation obtained by replacing the control
law into the manipulator dynamics as a feedback system composed of three main blocks

(Figure 1) where:

(1) BI1 contains signals resulting from the closed-loop equation and is always strictly passive.
(2) B2 contains the robot-dynamics (with g(g) =0), i.e.

7= — [M(q)v+ C(g, §)v] ()

(3) B3 contains the parameter adaptation algorithm.



(4) In order to avoid acceleration measurement, v is obtained by filtering the tracking error

v=H(s) g 3)
where the transfer function H(s) will be specified later and the tracking error is given by
q@t)=q(t)—qu(®) )

ga denoting the twice differentiable bounded desired trajectory.

We are now able to apply the following theorem (Reference 16, p. 181).

Theorem

Consider the scheme in Figure 1. Assume Bl is a strictly passive system. If B2 and B3 are
passive blocks, then
v(t)e L]

Proof. The proof follows from standard passivity arguments (see References 15 and 16). In
order to prove that the tracking error signal converges to zero, we now invoke the following
lemma (Reference 16, p. 59).

Lemma

Let
g=H(s)v (5)

where H(s) is an n X m strictly proper, exponentially stable transfer function.
Then ve L7 implies that g€ L7 N L%, g€ L3, § is continuous and §— 0 as ¢ — o,

4. SYSTEM EQUIVALENT REPRESENTATION OF SEVERAL ADAPTIVE SCHEMES

We present in this section several adaptive control laws that can be studied using the passivity
result presented in the previous section. For each of them, we will demonstrate that:

(1) they can be analysed as an interconnection of the three main subsystems in Figure 1;
(2) the blocks Bl and B3 are strictly passive and passive respectively.

First, we show that the subsystem B2 which contains the robot dynamics is passive.

v
B 1
-V
T+
B 2 <~
" B 3

Figure 1. Closed-loop equivalent system



Passivity of the robot dynamics B2 block. We have
7=~ [M(q) + C(g, )}
Therefore
F, —vyr= ST Fdt= s;(uTM(q)t)+vTC(q, g)v) dt

T _l T T .
g [5& " M(@)) -5 v Mg+ v Clg, q)v} de

1¢Td 1 T 1.
=1 S 4 W™M(q)) dr + S v*(Ca. 9) - = M(g))v dt

2 Jo df 0 2

Knowing that C(q, §) — % M(q) can be chosen as a skew-symmetric matrix (see, for example,

Reference 17), we obtain

7, ~0yr> —3 U O M@ONO)

The remainder of the section will be organized as follows.

(1) First we show that the adaptive laws proposed in References 6—8 can be treated together,
in the sense that only the block Bl changes from one to another.
(2) Then we perform a separate analysis for each law.®" 1

System equivalent representation of schemes proposed in References 6—8

We now consider the first three laws proposed in References 6—8. For each case the control
law is given by

T=M(gq)a + é(q,é)a+§(4)—H(v, ) ©

with a=¢da~ Nj,v=4, N> 0 where a is a signal resulting from an outloop control law:
a = a(q, §,94,da) and (0) represents the estimates of (.) at time ¢ and ({) = (1) — (.). H is an
operator to be defined later (see Reference 18 for details).

Substituting this control law into the robot dynamics, one gets the following error equation:

M(q)s + C(q, §)v+ H(v,§) = Y(q,4; a, ) @)
where the three blocks B2, Bl, and B3 clearly appear. The update law is given by:
0= —-TY" r=r*->o (8)

Passivity of the parameter estimation algorithm in the B3 block

T
(—v, YO)r= g —v"Y8 dr
0

T.:. ~ —

S frigdr > —%ér(O)I‘“O(O) ©)
0

Where we simply use from (8) that:

TY=—6"r"!

So the mapping — v — Y@ is passive.




Strict passivity of the Bl block. 1t is sufficient that H be strictly passive for these adaptive
laws to ensure the global asymptotic convergence of the tracking error. This is achieved by
choosing in each case:

(1) Scheme proposed in Reference 7. In this case
H(G,v)= Fv+ F,g, with Fp, F, > 0

so there exists a 6 > 0 such that
T

0, Fo+ Fogr= | "R+ 0"Fg) dt >8] 0] 3r- 1 I OFIO
0

where || |2, denotes the truncated L, norm.

(2) Scheme proposed in Reference 8. This time
H(g,v) = H(v) = uH*(x)v
where p > 0, H*(x) = J TH(g)J ! and x represents the cartesian co-ordinates. J is the square

Jacobian matrix of the manipulator, assumed to be full-rank. In this case one needs the
following additional assumption:

there exists a > 0 such that of < H* (x)

Then
T
(o, NH*(x).0) 7= § VINE* (v dt 2N || v|)3r
V]

Remark. In case (2), the authors considered a unified approach of motion and force control
in the cartesian space. The signal v is then defined by the following relation:

U+ A= —R[G(5)SE+ (I - S)F(s)R™'F)
where ) is a positive scalar, £ is related to the tracking error e = xq — x and the measured force
F by
§=R e+ AG(s)"'R™'F

Where A is a selection matrix: A=1 or 0, R is a constant matrix, G(s) and F(s) are transfer
functions of degree 2, and S is the selection matrix, which is diagonal with elements being 1
or 0: the axis motion-controlled correspond to the ‘1°, the others are force-controlled.

Then if v € L3, one can show that each component of v = (v1, vy, ..., Un) is L2 as well, so that

lemma (Reference 16; p. 59) holds for each axis.
We are able to conclude

St and ( — S)R-lﬁe_Lz" NnL:
S¢ and (- S)R™'Fe L%

Therefore

St and (/- S)R™'F are continuous and tend towards zero as f — o

(3) Scheme proposed in Reference 6. In this case

H(v,§)= Kpv; Kp >0



so there exists 6 > 0 such that:

T
(v, Kpv)r= S vTKpvdt > 6 ” v ”%,T
(1]

System equivalent representation of schemes proposed in References 9 and 10

In References 9 and 10 the authors have proposed a ‘composite’ adaptive law, with an
update law utilizing both tracking and prediction errors. The control law is given as in (6) for
H(v, §) = Kpv. Replacing it in the robot dynamics (1), one obtains (7). The update law is given
by:

O(t)= — PO)Y v + a ()W e] (10)
where e is the prediction error: e = 7f— 7r with 7¢ the filtered torque obtained by

= Wi{q, d) S/

where W(q, ¢) = w(t)*Y(q, 4, ) and w(t) is the impulse response of an exponentially stable,
strictly proper filter.

Block Bl is identical to the previous case where H(v, §) = Kpv, and therefore is strictly
passive. So we have only to prove that the update law defines a passive subsystem: choosing
the most general algorithm (called, in Reference 9, inherently-bounded-gain method) we get:

%(P“'(t))= ~MNOP (@) =~ K] + a()W'W 1)

with \(¢) and «(f) positive time-varying scalars; Ko > 0,
T 2
—0TYTy dt = S —0T[ - P — aWTe] dt

0

T

(—v, YO r= So

= ST[(;T[ "o+ (P 1)0]+>\o”r(1>'1 KahHoy dt
0
But
'0+ (P-‘)o——(P-la’)

It follows that the first term in the integral can be written as:

du 1d 1 dP
AT p—1 15y — du _1d 1 T
s P_(P D=u'Pg=gq W P-4 Gu
with u= P~'§
Now using (11) and the following relation:
dP dp!
a- P ?

it follows that

TdP

il MNTP[P !~ K5 Pu— au PWTWPu



We finally get

(-v Y5>TI> ST li(uTPu)+—)3 é”[P-'—KO-‘]é'} dt
’ = o (2d¢ 2

as P~'— Kg! >0 we obtain

(-0, Y0 r> —%(F(O)P“‘(O)é(m (12)

Remark. In Reference 9, the authors have considered separately several algorithms, from the
simple gradient method to the inherently-bounded-gain method. It is straightforward to see
that the IBG method is in fact the most general one, and that the other methods presented are
particular cases of the IBG. For instance, by choosing \(#) = 0 and «(T) = 1, one obtains the
standard-least-squares method; K5'=0 and \(#)=Xo(1 - l/ko|| P||) leads to the gain-
adjusted-forgetting method (GAF).

System equivalent representation of the scheme proposed in Reference 11

In Reference 11, the authors have proposed a so-called ‘desired compensation adaptive law’
(DCAL), which is based on the fact that the regressor is no longer a function of measured
signals, but of desired trajectories, i.e.

6= -TY"(g4,4a,da) v= ~T'Yav 13)

(For simplicity we will denote Y(qq, g4, §a) by Ya). It presents the advantage of being more
computationally efficient, but leads to a more complex analysis.
The control law is given by

7=Ya © - Fv~ Fod— f(v,4) (14
with f(v,§)=oa ||Gl1*v,  on, Fpand Fy >0

where f(v, ) is an auxiliary nonlinear feedback term introduced to compensate the kinematic
error due to Yy in the update law. Replacing it in the robot dynamics leads to (7) with

H@,§)= - Fg - Fw— f(,§) - AY(v,§) (13)

where AY(v,§)=[Y(q, q, a, a) — Yq] O.
The update law is a gradient, and therefore is passive.

Strict passivity of the block Bl. One can show that, choosing Fy, Fp,0n, and N large
enough, one can obtain a strictly passive operator (see Appendix A for details).

System equivalent representation of schemes proposed in References 12 and 13

First, let us introduce a slight modification in the passivity theorem presented in Section 3.
Assume that one is able to demonstrate passivity (or strict passivity), of any of the three blocks
B1, B2, B3 only for a given set of instants S = (73)i¢ ~, and not for all 7> 0. Then the results
of Section 3 will still hold. Indeed, it is straightforward to conclude that

lv)lar, <0 for all TieS



Given any T 2 0, there always exists a couple (73, Ti+1) such that 7; < T < Ti+1. Then
T; T Tisr
| vonzars | mota< | T o)t ar< e

Then
fo@)l|r < e forall T>0=velL?}

and the rest of the analysis follows.
In Reference 12, the authors considered a ‘repetitive control law’, designed for robots which
are required to execute the same motion with a fixed period ¢/, i.e.
qa(t+t')=qa(?)
qa(t+t')=qa(?)
Ga(t +1¢")=Gq(t)
The robot is expected to ‘learn’ the trajectory after consecutive iterations from a period to
another. The repetitive control law is given by

=W (t) — Fvv — Fp§ — f(G,v) (16)
Where the last terms are identical to those of Reference 11 in the ‘DCAL’ algorithm, and
wr(t) = Y(qa, Ga, Ga )0 = Yab 17
Replacing it into the robot dynamics leads to
M(q) + C(g, v = — Fvo — Fp§ — AY(§,v) — (G, v) + W: (1) (18)

where the blocks Bl, B2, B3 clearly appear. Note that the Bl block is identical to the one in
Reference 11 and can be made strictly passive by appropriate choice of the gains in (16).

Passivity of block B3. In Reference 12, the authors introduced a projection operation to
keep the estimates between lower and upper bounds, which are assumed to be known a priori,
thus ensuring boundedness of the estimated W, (¢).

During phases of adaptation, the estimation algorithm is given by

we(t) = we(t — t') — Kpv(t) KL >0
Assuming that there is no finite escape time and not taking into account the projection
operation, one can show the passivity of the B3 block in this case too (see Appendix B for
details).
Remark. The authors have also introduced'® a modification in their adaptation algorithm:
Wr(t) = Wr(t - t') _K]_,v(t - t’)

to allow sufficient time for computation. It can be shown that, adding a signal — Fy2v to the
B3 block (separating the gain Fy into two parts as done in Reference 13, this algorithm is also
passive.

System equivalent representation of schemes proposed in References 14a and 14b

A new adaptation learning rule has been studied in Reference 14a. It presents the advantage
that no projection operation is needed to keep the internal signals bounded. It is mainly based



on the fact that the unknown term w;(¢) can be written as
p
We(t) = S K(t, 7)é(t, 7) dr (19)
0

where c¢(¢,7) is an influence function, and K (¢, 7) is a positive non-degenerate kernel (see
Reference 14 for details). The update law is given by

% &, 1) = —KK(t, (@), Ki=KT>0 (20)

It is then possible to show that this learning rule is also passive (see Appendix C).
In order to reduce the on-line computations, the authors have also introduced a so-called
delayed repetitive learning rule.*® The influence function is now given by

kt’

s =+ S KiK(a, 7)0(0) do Q1)

k- 1In

and the update law:
.
() = S K(t, 7)éc () dr 22)
0

forkt' <1< (k+I1t',k=1,2,3,....
Assuming this time again there is no finite escape time (at least during the first period
0 <t < t'), then one can show that this delayed algorithm is passive (see Appendix D).

5. STABILITY ANALYSIS

The foregoing studies have shown the global asymptotic convergence of the tracking error of
the schemes considered. In order to complete the stability result, it only remains to state that
all the signals in the equivalent feedback representation, including the estimates, are bounded.
Similarly to what has been done in Reference 17, let us consider the following function:

V(T)=v+{ =0, 77+ B+ =, YOdr+ p+ (v, HW, §)r 23)

Note that choosing v, 8 and x adequately ensures that V'is a positive function, as we have
shown previously that there exist v > 0,3 > 0, > 0 and 6 > 0 such that for all 7> 0

(0,72 —1, -0, ¥0)r> -8 and (v, HO,@r26||v|ir—n> —n

Choosing vy = I/ZUT(O)M(q(O))v(O), V(T) can be rewritten as
T T
V(T) =% vIM(@)v+ B + g (—oTYB) dr +p+ j vTH(v, §) dt 24)
0 V]

Differentiating V along the trajectories of the system leads to
V(Ty=0 forall T>0

Hence one gets V(T) = V(0) so V¢ Lo and then V¢ L3, Applying a similar result to the lemma
in Section 3 (see Reference 17, p. 59) we get

GelLn

and then q, q, a= a(q,q,qd,4a,da), a=q4—v and Y(q,q, a, a) remain L«-bounded.




(1) Schemes proposed in References 6—8 and 11. In these cases
B+ {(~v, YO r=20"(TI'§(T) sofeLland Yoe L%

(where we have chosen 8 =1 §7(0)I'4(0)).
(2) Schemes proposed in References 9 and 10. In this case one gets

5 T(1d Mo ip-t 1
B+(—v, Yoyr= So 53 WP + 3 0T — K5 10| dt

> T MPTIT) >0 (as P -Ki' >0)

(where we have chosen 8 =1 67(0)P~"(0)d(0)). Hence
feL%and Yoe LD
Remark. We have shown that the closed-loop error equation can in each case be written as

follows: i
M(q)o+ C(q,q)v + H(v,G)= Y0

Then
= [M(g)] "' [Yo~ H(v,§) - C(g, Q)]
As the right-hand side of the expression above is bounded, one gets
velLZ
Now, § = H(s)v; applying lemma (Reference 17, p. 59) one concludes:
GgeLiN Ly
geLs
g is continuous and §—> 0 as t > + o

(3) Scheme proposed in Reference 12. Utilizing the same technique, we here replace Y# by
we(t). Taking

)
g=| 1@ ke ar+a
0

we obtain

nt'

B+ —~v, W), 2 S | We(®) | ki de =0 for all n > 2, with T, =nt'

(n -1’
It shows that w, is L[(n— 1)¢',nt'] bounded. Hence, under the assumption that the
algorithm does not diverge during the first period 0 < ¢ < t/, there is no finite escape time
in the system. Unfortunately, L.-boundedness cannot be ensured without a projection
operation as done in Reference 12.

Moreover, boundedness of the several signals previously stated can no longer be ensured for

all £ >0, as V(T) is a positive definite function only for T'= Ty, n € N*. Note that as lemma
in Section 3 still holds, one still gets

GgeLs
Nevertheless, boundedness of the other signals for all ¢ > 0 can be shown through a Lyapunov-
type approach, as done in Reference 12.



(4) Scheme proposed in Reference 14a. We now choose
B=5 S; &0, 1)KL '6(0, 7) dr
Hence
S; |&(T, ) |*d7€ Lo  forall T>0

Following what has been done in Reference 14, this allows us to conclude on the boundedness
of the estimated signals w,(¢). Note also that, contrary to Reference 12, the analysis is done
for all 7> 0, and is not restricted to a set of discrete instants 7,. So the foregoing conclusions
on the schemes of References 6—11 are available.

(5) Scheme proposed in Reference 14b. As for Reference 12, the passivity analysis of the
update law has been done for a set of discrete instants 7,, and not for all 7> 0. So the
conclusions are equivalent. However, because of the particular form of the update law (21) and
(22), and using the fact that v € L,, the estimates are bounded.

Remark. Concerning adaptation algorithms, one can note that the gradient method is wide
spread in robot adaptive control, as can easily be seen as a passive map between its input and
output. In Reference 15, the authors have exhibited a class of passive adaptation algorithms,
known as the ‘integral + proportional PAA’, which had been first proposed in Reference 20,
but never applied in the field of robot control.

In fact, though least-squares algorithms are recognized as ensuring better performances than
the gradient method, one is only able to establish the passivity of the latter. In Reference 19,
the authors have recently introduced a modified least-squares estimation algorithm based on
passivity properties: Their control law is given by :

7=M(q)a+C(g,d)a+§(g) - Kv

a resulting from an outloop control law as in Section 4 of this paper (see References 24 and
19 for further details). Replacing it in the robot dynamics leads to

M(q)o+ C(q,d)v=Y(q,4q, a, a)§ — Kv

The modified least-squares algorithm is given by

=08, +sand 6= — PY"v

with
PO YT v
1+tr(YTY) 1+

TU (é{AéL + M(l + )\)\max(R)))

P=a(t)[—P{ Y'y + AR{P+ \P
1+t (YTY)

vTYYTy

) = T + u (777

Y'Y

T T MR



with X >0 and R > 0; Mmin(R) < P~1(0) < Mmax(R) + 1/, where s is the modification to the
least squares estimate that renders the mapping — v — Y@ passive (see References 19 and 24 for
details).

6. CONCLUSION

In this paper, we have shown that most of the direct continuous adaptive control laws proposes
to date for rigid manipulators can be analysed through a passivity approach, and that the
simple framework proposed enables simplifications to be made of certain analyses and
provides a clear understanding of such algorithms.

One can now legitimately expect this different point of view to result in new algorithms
designed directly from the passivity theorem. In fact, it has been shown that the passivity
approach can lead to new adaptive control laws in the case of hybrid force/position control
(see, for example, References 22 and 23 where extensions of the motion control laws in
References 6 and 8 respectively have been proposed). Note also that some adaptive schemes
recently proposed in the literature (see, for example, Reference 25) can be analysed through
a passive point of view, although their structure slightly differs from the one presented here
(namely, no use of property (3) in Section 2 is done in Reference 25). It has also to be
emphasized that the study in this paper can be viewed as a particular (but important) case of
the more general study concerning relationships between Lyapunov functions and passivity
tools presented in Reference 26.

APPENDIX A.: Strict passivity of the Bl block

In this case, we can write

T

(~v, H@,§)yr= S VT [y + Fo+ 0u | 4|0 + AY(v, §)] dt

(]

The proof mainly hinges on the following relation (see Reference 11 for details):
vT AY(0.§) > —v"INM(g) + billv— vT [ N2M(@) + b:2D1G - bs [l v[|* 1G]l + M v] 11412
with
bi=bi(qa) 20
by =b2(q4,Ga) 2 0
b3 =0

Then we can write:
T

(v, Hv, @))r > S (o v+ oo TG+ ou ]| G112l vl|> — v INM(q) + biT] v} dt
]

T
- S (WTINM(g) + b211G ~ sl w2 1G]l + Nl o]l (11121} de

As it has been done in Reference 11, the last term in the integral can be written:

25 sz b3 2 byy o l_-z
bsthol* NGl + Mol g1 = lel® + X Fl 4]l bsllvllz[z llqll]

1 2 "
ol [S-on] @ so e



Grouping similar quadratic terms together,

T T
(v, H(v,§)r = S UT[(Gp“bl—%) I- )\M(Q)]”df'l" S o2 1411 loa — (1 + \) ba) dt
0 0

T T 2 = b3 ~ 112
+S VT Lop — b2) T+ NP M(@1G - N2 g1 ar

°
But

v (o — )T+ NEM@)1 G = N op | G112 + 0pd "G + v N2 M(g) — b1} §
JEST | 1 -
> Nop 1)1+ %d% @D -3 TNM@) - ballv -3 §DPM@) - Bal)g
Finally we obtain

T 2
(v, H@, §)yr > g vT[(av- by +%—%)1— xM(q)—% M(q)]vdr
0

T 2
T by (b3 A .
=\ —-—M dt
+§q[<>\op+2 X41 3 @)ad

0
T

+ g Nolf® G 11? lon = (1 + N)bs] dt—9-22 IFOIK
0

We are now able to claim that, provided F;, Fv, o, and A are chosen so that the following relations are
satisfied:

i by _bs %
Fo=o0I2—-|{-—+N=)I+—M
p=0p X[( 2 4> 2 (Q)]

b b A
Fe=oJd > (b, —32+7:->1+ )\(l +5)M(q)

on 2 (1+Nbs

Then the block Bl is a passive one. Moreover, if oy is chosen large enough, there exists a § > 0 such that:
. . Op ) =~
(o, Ho,@dr28llolir—p  with p="14O)|1*

and the block Bl is then strictly passive.

APPENDIX B: Passivity of the B3 block

For all Ty=nt',ne N*, one gets
n-1 p(k+ht’ n—1 pk+)t’ t'
= v(t), W) Tu= 2, S — oMW () di = D, S —v W dt - g v W, dt
k=0 Jkt k=0 Jkt' 0
We will assume now that there is no finite escape time in this algorithm so that the last integral term of
the expression above is bounded:

p
S T, dt
0

there exists « > 0 such that fa<®

Then

n=}1 (k+1)t'
(=0, Tl T, > 3 S o) dE - o
k=1 kt’

As it has been done in Reference 12, the term under the integral can be rewritten

— VT () =% W (OKTWT() = WEE = (9K Well — ) 4+ 0T (OKLo(D)




Replacing this expression in the integral leads to
n-1

(k+1)t'
(=0, Won, > Z Sk" (Il we(0) ”%(E' — || We(t ~ ") ”%(f'} dt— o

Introducing the following variable change in the second term in the integral
u=t~-t du=dt
one gets
Il W) d"] -«
k=1 3

Noticing that all the terms under the integrals cancel but for the following ones:

nt' ¢’
J,_, 15@lksae ana | 1 a

(n-1

n-1 (k+ 1)1’ kt'
(=0, W01, 2 2] Hk W) i dt - Sk
¢

we obtain
nt’
(=0, )7, > S(

n -

)
@ g de= {10 e d =

;
> L I 9ee) | 3z i —

Making the same assumption on the first period as previously, one sees that the estimation algorithm is
passive for all 7.

APPENDIX C: Passivity of the B3 block

T t T pt’ 3 T
(—v, W)= S WTS K(I,T)é(f,f)d‘i'dt‘-:s S [5;6(1,1)] Ki'é@, rydrds
0

0 o Jo
which follows from the fact that

J . J .
— &(t, 1) =— é(t,
aIC( 7) atc( 7)

Then we obtain:

l t' f'
{(—v, W:>r=5{s (T, 7)'KL'é(T, 7)dt - S €0, 1)KL '¢(0,7) dr}
0 [}
1 5 Tz -1z
> —— ¢0,7)' KL ¢0,7)dr
2 Jo
>_— 1 S" €0, 7)) dr
7 2oma(KL) Jo ’

Hence, with the assumption that no finite escape occurs during the first time period, the update law
defines a passive subsystem.

APPENDIX D:

¢ T
—vTw, dt - S —vTw, dr
,I

< -V, wr)Tn = S
0

With Tn =nt'.
The first term of the left-hand side is bounded. We shall now focus on the second one.

Tn n ¢! kt’
- S — oYW dt= — Z S ) S K(t, tyo@)dedr
' k=2 Jo k- 1)




Now

k-2 it
~G-t(r)= =)+ 25 S( ) KLK(1,0)v(0) do
i=1 i— )

Let us define
it'
x(i)= S K1?K (7, 0)v(c) do
i-ne
Then we obtain:
T ' n k-2
S — v, dt = S xT(k)[Z x(i)-—K['”El] dr
0 k=2 i=1
Now we use the fact that:
k=2

2"] xT(k)[Z x(i)—KE"zc“x] = Z"] XT(k)[
k=2 k=1

k

i=1

i=1

x(i) - KL "25.]

=3 KT Dtk + x(k— D] — XD Dx(l) - Ki V2]
k=2

and the following lemma.2°

Lemma

Given a sequence of real vectors x(k) and a constant vector ¢, then the following relation is true:

n k
Z xT(k)[Z x(i)+c] > —%cTc

k=1 i=1
For all n > 1. O

Hence we obtain
" n

p
{c",TKf‘c“l +% xT(l)x(l)} dr— S > {xT(k)x(k) + xT (k) x(k - 1)} dr
0

(—v,W)T, 2 —a—S
4]

The second term of the right-hand side is bounded. Recalling the definition of x(k), the third term can
be written as:

- S; kZ"}2 (xT(k)x(k) + xT(k)x(k = 1)) dr > -2 2"3 Skt vT()xKro(r) dt
where )
o= | ke o ar
(see References 13 and 14 for further details). Then we get

n kt’
(~0,W)T, 2 —oe~y—2 Z S vT(O)xKrv(t) dt
k=1 J (k- 1}'
where o and v stand for the upper bounds of the initial terms. One can easily see that it is sufficient now
to add an auxiliary signal — Fy2v to W, in order to obtain a passive subsystem, provided the following
condition is fulfilled: Fy2 — 2xKy > 0.
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