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Abstract

Graph management systems are emerging as an e cient solution to store and query graph-oriented data. To assess the
performance and compare such systems, practitioners often design benchmarks in which they use large scale graphs. However,
such graphs either do not t the scale requirements or are not publicly available. This has been the incentive of a number of
graph generators which produce synthetic graphs whose characteristics mimic those of real-world graphs (degree distribution,
community structure, diameter, etc.). Applications, however, require to deal with temporal graphs whose topology is in
constant change. Although generating static graphs has been extensively studied in the literature, generating temporal
graphs has received much less attention. In this work, we propose RTGEN a relative temporal graph generator that allows the
generation of temporal graphs by controlling the evolution of the degree distribution. In particular, we propose to generate
new graphs with a desired degree distribution out of existing ones while minimizing the e orts to transform our source graph

to target. Our proposed relative graph generation method relies on optimal transport methods. We extend our method to also
deal with the community structure of the generated graphs that is prevalent in a number of applications. Our generation
model extends the concepts proposed in the Chung-Lu model with a temporal and community-aware support. We validate
our generation procedure through experiments that prove the reliability of the generated graphs with the ground-truth
parameters.

Keywords
Temporal graphs, Graph generation, Optimal transport

1. Introduction class citizen in graph management system§ [14, 15
16. Most of these systems rely on real-world temporal

Graphs are the most natural model to describe real worlgraphs to evaluate their proposed methods. Real-world
interactions and are currently used in a myriad of appligraphs, however, do not often t the scale requirements.
cation domains such as citatiori], transportation [?], Therefore, practitioners must rely on a temporal graph
and sensor networksZ] to cite just a few. These graphs generator that is able to produce large scale graphs whose
are managed by a graph management system whose pg{olution correlates with that of real world temporal
formance is usually evaluated through graph-centeregraphs. To tackle this challenge, we proposed RTGEN:
benchmarks that address di erent performance metricg relative tempora| graph generator that produces |arge
such as ingestion throughput, space usage and queg¢ale temporal graphs by controlling a number of key
execution time. In this context, practitioners refer to realfeatures that characterises the evolution of real-world
world and synthetic graphs to use in the benchmarkgyraphs. That is, our generation procedure, controls the
Indeed, available graph generation techniques I thesyolution of the degree distribution by extending a very
gap between real and synthetically generated graphs lommon generation techniquel] referred to as the
trying to mimic the characteristics of real graphs such a@hung_Lu model with tempora| and Community_aware
controlling the degree distributiong, 4,5, 6,7, 8]. Besides, support.
a number of existing graph generators are community- \We model a temporal graph by a sequence of snapshots
aware in the sense that they group vertices that are morg = fG,;:::; Gy g whereG; is the graph snapshot at
densely connected between each other than they atgmestampt; and characterized by a degree distribution
with the rest of the graph, in separate or overlappingthat is generated from sampling user-de ned temporal
sub-graphs called communities [9, 10, 11]. parameters. Having this, our relative graph generation

Real graphs, however, are dynamitq such that their  procedure consists of transformin@; 1 into G; by ap-
topology is subject to continuous changes. In this contexplying a stream of atomic graph operations with respect
a new emphasis is being placed to support time as a rsfo the desired degree distribution at time instartis ;
andt;. Based on the fact that a strong correlation exists
Published in the Workshop Proceedings of the EDBT/ICDT 2022 $imfveen successive snapshotsg[19 20, we propose
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snapshots. We achieve this goal by relying on an optimal Given the number of vertices in each graph snap-
transport solver which provides a transportation plan cashot ki 2 fki;:::;kng, a stochastic community

straightforward generalization of the well-known Chung-relatively generated by transformingG; i. This
Lu's model, also known as the CL model, that was rstransformation is based on morphing thegi 1 =
discussed in21] and formalized in [L7,22. We choose to f(xS' *:1 2" )it (xy' 1150 Y)g into ;=
extend this model for the reasons of simplicity and scat-(xil; 1 '1), i ()('k 0l L)g and preserving the community
ability. We also extended the CL model to partition thestructure that is represented by the stochastic commu-
graph into ground-truth communities that coexist with nity matrix M such thatMg, , = Mg, = M. Note
the aforementioned time-dependent degree distributiohat each elementn,, of M is equal to the probability
Our contributions are validated through experimentalpf edge creation between the source and target commu-
results showing the evolution of the degree distributionnities ¢, andc,. Figure 1 illustrates the relative graph
and community structure with respect to ground-truth generation procedure. Each graph snapshtotis rela-
input parameters. tively generated by transforming its ancest@; 1. This
The rest of the paper is organized as follows, Sectiofansformation is based on computing a transportation
2 provides an overview of the generation procedure. Sefatrix T that minimizes the cost of morphing s, ,
tion 3introduces the baseline generation procedure of thgato ;. The computation of the transportation matrix
CL model. Section 4 describes the proposed communit¢duces to an optimal transport problem. Based on the
aware extension of the CL model. Section 5 presenggmputed transportation matrix, each vertex belonging
a detailed description of the proposed generation prqo the graphG; ; is assigned with a linkage or break-
cedure. Section 6 provides an experimental evaluatiafye probability to indicate the probability of adding or
of the synthetically generated temporal graphs. Sectiofemoving an edge. This phase is followed by creating or
7 describes the related work. Section 8 concludes themoving edges to or from the grapB; 1 to produce
work. the graphG;. These graph updates follows the linkage
or breakage probabilities assigned for each of the ver-
tices. Finally, the graplG; is computed by applying
the generated updates oB; i. Note that, the genera-
In this section, we describe the overall generation prdion Procedure depicted in this Figure shows a simpli ed
cedure. Given the characteristics of a series of grappfenario where the number of vertices does not change.
snapshots, our relative generation procedure produced0WeVver, if that number changes, a phase consisting of
the addition or deletion of vertices should precede the

acteristics approximate the given ones. These graph Sna‘c}gmpgtation of the .transportation matrix to assure the
shots are relatively computed by applying a number ofo!lowing constraint:

2. Overview

graph updates on each snapshot in order to produce its X n
successor snapshot. To clarify, we apply a number of 180 = 1581 i n
graph updates on a graph snapsh®t ; to produce an- s=1 =1

other graph snapshoG; whose characteristics approx-_ o ) o
imate the given parameters assigned for ttth graph This constraint implies that the sum of weights of distri-
snapshot. butions ¢, and ; should be equal.

Formally, we de ne a graph snapshd; valid at a

time instantt; as the tuplef Ve, Ec;: &;:Mg; gwhere 3 Graph generatlon Wlth glven
Vg, is the set of verticeskg, is the set of edges,; . .

is a degree distribution an¥ ¢, is the density commu- eXpeCted deg ree distribution
nity matrix. For instance, we considerg,; of the form . . . .
f(x(f‘ . fi ):::::(xS1:1 S)g as a discrete distribution In this secno_n, we desc_rlbe th_e generation propedpre of
overN wherex®' refers to the degree of a node arhtf‘ random static graphs Wlth a given degree dlstrlbutloq. _
refers to the total number of vertices in the graph whose Random graphs were introduced by Erd®s and Rényi
total number of edges is equal tq°' . A density commu- [23. The popularity of this model, also known as tHeR

nity matrix M, de nes the community structure of the model, stems from its simple generation procedure that

generated graphs, each element, of which is equal consists of generating a number of vertices and connect-

to the density of edges between the source communil&?g them by an edge after picking each endpoint with a
ce and the target community, . xed probability p. However, this model produces graphs

whose degree distribution follows a binomial distribution



Sequence of generated graph snapshots probability py; in the following Equation:

Y
Pvi = ? (1)

Subsequently, a linkage phase consists of pickiag =
. D pairs of vertices to connect such that for a su ciently
Source Graph / N ~|Generated Graph 2 - . N
Gis " |_Compute transportation matrix_| Gi large jJE| the random variable denoting the degree of
vertexv; is Poisson distributed with a mean equals to

-"" _ Relative graph generation _ s

%

e | - * . *| dy. lterating the linkage phasgE j times where an edge
s | . , is equally likely to be chosen in both directions for undi-
Mg, =M SR e Mg, ~M rected graphs, the insertion probability of an edge con-

} oo 06, ~ B necting vertexv; and vertexv; is pv,vj = 2Py Py, 5

(DGx-:

[

Assign vertices with linkage or
ge p! ilities based on T
| and M

The edge insertion probability can be rewritten in the
more convenient form:

Target degree

P +

dlStr(lDbutlon - Create or Apply updates _ dVi de
o \ | remove edges to Gy ] pVi Vi — D
B . L/

For optimisation sake, we gather all vertices shar-
Figure 1: Relative graph generation procedure. ing the same degree together in a pooly =
fvijvi 2 V ~ dy, = dgthat we use as a subsidiary gen-
eration component. Each vertex in a pool is equally likely
) ) to be chosen assuring that the aforementioned linkage
with a mean degre_e equals (& ) 1)_pwher_el\_l is the to- probability py; is not a ected for a su ciently large num-
tal number of vertices. Hence, it fails to mimic real-worldber of vertices. After the degree assignment phase, ver-

graphs that usually fqllqw a power-law degree diSt,rib“’[ices are distributed throughout the pools having each
tion. To tackle this limitation, the edge con guration following linkage probability:

model 24 consists of generating a random graph whose

degree distribution matches, approximately, a given de- _dj 4
gree distribution. That is, each vertex is assigned with a Pae= "
number of stubs equal to its desired degree that is drawn

independently from the given degree distribution. HayNOW instead of picking vertices a pool is rst picked

ing this, pairs of stubs are linked randomly forming edgest Should be highlighted that self-loops or multi-edges

between their endpoints. Although this technique apSan be created since each endpoint of an edge is picked

proximately matches any given degree distribution, éndependently. The number of these edges, however, is
relaxed version known as the Chung-Lu model was ifhdependent of the number of vertices and thus can be
troduced in P This model consists of generating a ranl€glected for large scale graphs.

dom graph that approximately matches a given degree

distribution relying on a simple generation procedure4 Community-aware graph
that can be considered as a variant of tB&® model. For

simplicity, we will refer to this model as the CL model in generation with given eXpeCted

the following description. degree distribution
Consider the degree distribution as the input param-

eter to the CL model and the undirected, unweighted an@lthough the CL model produces graphs with respect
unlabeled grapltG = fV;E; cgas the output where to a given degree distribution, it is not aware of the
¢ denotes the degree distribution &, V andE de- community structure existing in most real-world graphs.
note the set of vertices and edges, respectively. Havirlgence, we propose a community-aware extension of the
this, the CL model produces a grafihsuch that ¢ is CL model based on the stochastic block model (SBM).
an approximation of . The main idea is to pick each Since a community is not quantitatively well de ned,
endpoint of an edge with a certain probability such thatmany de nitions where provided in literature. Intuitively,
at the end of the generation procedure, the total numbesne can consider a community as a subgraph which ver-
of incident edges to each vertex is close to its assigneites are more densely connected between each other
degree. Hence, the starting phase consists of assignitigan they are with the rest of the graph. Let's consider
each vertexv; 2 V with a degreed,; and a linkage the set of communitie€ = f ¢;g and suppose that a ver-
probability py; / dy, . Considering thaD is the sum of tex should belong to one community and edges should
the degrees extracted from, we de ne the CL linkage be di erentiated into within and between edges:




~ Givenacommunity;, an edgesis calledawithin dene! =!; =2m; and!i = m; . Furthermore,
edge ifthe source verteX ¢; and the target vertex we assign each community with a within edge creation
2¢. probability piC’} , a between edge creation equal p@l‘"
"~ Given two communitiess; andg , an edgeeis and a probability of edge creatiop; such that:
called a between edge if the source ver&x; 5
and target verteX2 ¢ or vice versa. Pe, = picnl AP =1 405 o @)
To insure that vertices belonging to a community are j=1j6i
more densely connected to each other than they are wit{ve de ne the linkage probability,; of choosing a vertex
the rest of the graph, the within and between edge crey; belonging to communityc, as follows:
ation probabilitiespg, and p2" of ¢ must satisfy the

conditionp!! >p* ;8¢ 2 C. oy, = I;jvi Do Vi 2 G 3)
Cm
4.1. Stochastic block model whereD¢,, is the sum of the degrees of vertices belong-

] ) ing to communitycy, andpe,, is the probability of choos-
In this section, we formulate the SBM mode]][(also  jng ¢, . The linkage probability of a vertex is the product
known as the planted partition model) which is com+ the probability p,, of choosing the community to

monly used for the generation of random graphs with Qvhich the vertex belongs and the probabilit di o
given community structure. Hence, this generation pro- Beon

cedure only considers controlling the community strucSN20Sing the vertex; in that community. Hence, Equa-

ture of the graph and overlooks the resulting degree didion 3 assures the approximation of Te community ma-
tribution. The input of the generation procedure is afix. However,py; should be equal tog- (Equation 1)
stochastic community matriM , each elementn; of {0 assure the approximation of the degree distribution.
which de nes the probability of edge creation between! herefore, we de ne the foIIov_vmg condition in order to
the source community; and the target community; . réduce Equation (3) to Equation (1):
The output is a graphG = fV;E;McgwhereMg is
the obtained density community matrix, each element
mi‘f of which de nes the relative edge density betweenNow, replacingD by D[:fcm in the original CL linkage
the source community; and the target community; . probability (Equation 1) which assures the control of the
The generation procedure starts with the distribution ofdegree distribution, we obtain Equation 3 which assures
vertices between the planted communities such that eadfie control of the community structure. Having this, the
vertex belongs to a single community. Now, the linkaggjuality of the linkage probability given in Equations (1)
probability between a vertex belonging to community  and (3) insures that both requirements are satis ed by
and another vertex belonging to community is equalto our generation procedure.
m; . However, the extracted community density matrix - For performance amelioration, we consider the selec-
Mc from the resulting graphG is an approximation of tjon of pools rather than vertices such that a pool is local
M. Thatis, each elememn®ij is binomially distributed to one community. That is vertices having the same de-
with mean equals tan;; and Poisson distributed with gree variation and belonging to the same community
the same mean for a su ciently large number of edgesare grouped in a pool " = fvijvi 2 cm ~ dvi = dg
such that the probability of a pool selection for edge
4.2. Stochastic block model with given insertion is:

degree distribution pom =

DCm = Dpcm

dj §" ]
D

In this section, we propose a static graph generation ) . )
procedure which controls both the community structure4.3. Hierarchical community structure

ang degreehdlstrlbutlon. G_lven a ‘?:Agree dlStI’IbUtIOg The speci cation of the stochastic matrix is not straight-
and a stochastic commumty matrid , our proposead ¢o\ward and imposes an exhaustive number of user-
model generates a grap@ which d_egree d'St”b_Ut'on G de ned parameters. Hence, we de ne an auto-generative
I an approximation of and density community matrix procedure that lls the matrix with no exogenous e ort.

My is an approximation ofM . In the following, we Considering a static graph, we construct a stochastic ma-

provide a description _Of our generation m_echa_nlsm th_a{rix that re ects a hierarchical community structure with
extends the stochastic block model depicted in Sectlo(ghly two given parameters. In a hierarchical community

418 h q . i d.th . matrix, communities recursively embed subsequent com-
ince the generated grap is undirected, the matrix munities in a self-similar fashion such that the commu-

M is symmetric such tham; = m;; . Having this, we nity structure is represented by a hierarchical tree where



each node represents a community. Each non-leaf nodest:
is expanded intd other nodes until reaching a desired

tree heighth (Figure 2). The ending recursion results in

nc = b leaf-nodes referencing the nest scale communi-
ties having a linkage probability j proportional to the Whered; = d(xi;y;) is a measure of distance between
distance between; andc . The distance between two Xi andy; . The following constraints must hold for the
communities,d(c ; ¢ ), is equal to the number of hops optimal ow T:

traversed in order to reach the least common ancestor of

XX
min tij dij
T )
i=1 j=1

these communities. In order to satisfy the condition stat- 01 i nl j m
ing that within edge linkage probability must be higher yn 0
than between linkage probabilitydc"i >pgi‘“),we de ne ti pi;l i o ti g:;1 j m
i as follows: j=1 i=1
w1 Once the optimal owT is found, the EMD between
i =0:5 i + K P andQ is computed as follows:
j=0j6i P, P, t
{= § = ij ij
wherek is a tunable parameter which calibration steers EMD (P;Q) = %‘jrﬁit
=t j=1 ‘i

the di erence between within and between edge densi-
ties. The e ect of varyingk is further highlighted in the  The EMD is fundamental in our generation procedure
Section 6. since it is used to compute the distance between two

degree distributions as described in the following Section.

/\ 5.2. Baseline relative graph generation

In this section, we provide the baseline procedure of

transforming a graphG with degree distribution into
G°with degree distribution °which we refer to as the

Baseline relative graph generation. Note that, we use this

b technique for generating temporal graphs such that
Figure 2: Hierarchical community tree with heighth and andG° corresponds to successive graph snapshots. For
branching factorb. generalisation purposes, however, we remove the notion

oftime in this section. This transformation is enabled by a
set of atomic graph operations including the addition and
deletion of a vertex or an edge. Following the assumption
that temporal graphs gradually evolve, this number of

5. Relative graph generation graph operations between successive snapshots should
be minimized which is assured in our model by applying

In order to control the evolution of the degree distribu-an optimal transport method.
tion of the generated temporal graphs, we propose in this Consider the input graphG = fV;E; g and de-
section an extension of the CL model that is based on th@ree distribution °, the generated output grap°® =
optimal transport to compute the minimal distance bef V% E®% gog such that go is an approximation of °.
tween the degree distributions of each pair of successivde de ne the distance between two degree distributions
graph snapshots. and °as the earth mover's distandeMD (; 9).
Considern = jV9% j V] as the total number of ver-
tices to be added to or removed from the graph based
on whether n is a positive or negative number, respec-
The Earth mover's distance can be de ned as a metively. When adding a new vertex, this vertex is assigned
sure of distance over a domaiB between two dis- with a degree equals t6 and deleting a vertex consists
tributions of the formf(x1;! 1); 5 (Xn;! n)g where of removing the vertex with its corresponding incident
xi 2 D and!; is the density ofx;. Having this, edges. This transformation phase assures tBaand G°
the problem reduces to the computation of an optimathare the same number of vertices, hence, enables the
ow (transportation matrix) T = [t; ] between two transformation of into ° In order to morph into
distributions P = f(x1;p1);:5 (Xn;pn)gand Q = 0 atransportation matrixT is computed, where each
f(y1;o); 5 (Yn: 0h)g such thatt; is the mass trans- row corresponds to a degrein the set of degrees in the
ported betweerp; andg which minimizes the overall source distribution and each column corresponds to a

5.1. Earth mover's distance



degreadin the set of degrees in the target distributiorf.

Now, each cell consists of the portion of vertices having SVZVZ '
a degred for which links are to be inserted or removed
in order to be assigned a total number of edges equals to v 5, =2
degreed’. That s, a vertew; , with a degreed,, = d, will / \
be assigned a degree variation of,, = d° dresulting 2, 9
in a total number of edge insertions and deletions de ned "
asD* andD |, respectively.
We assign, for each vertex, a linkage probabilitypy, or Figure 3: Graph representing the case of a non-possible edge
a breakage probabilitp,; de ned as extensions of the breakage.
CL linkage probability (1):
p;i = d‘ii ;dy, >0 (4) desired degree distribution and the stochastic block
D matrix M . However, the output consists of a graph
dy, G%= fV%E®% &o;Mgogwhere gois an approxima-
Pi = 5 dy; <0 ®) tionof andMgois an approximation oM . Recall that

We collect vertices sharing the same degree variatiolf'® 9&neration procedure depicted in section 4.2 produces
d = & dinto alinkage poolifd > 0andina a graph with a given expected degree distribution and

breakage pool ifd < 0. Consider o= fviiv 2 stochastic c_c_)mmuni_ty matrix basgd on the_ proposed link-
V A v_g: pdo dg to be the pool c%n?aining \I/Je;tices age probablllty_duallty presc_anted in Equations (1) ar_1d (C_%).
havingla degre that should be transformed intd®. We Indeed, a relative community-aware graph generation is

compute the probability of picking a linkage or breakage{)is_ed .O? an ex'tsns?n OIhth?j aforemen_n?ned fduaht;t/ by
poolp”, ,andp , _, as follows: aking into consideration the degree variation of a vertex

instead of the its degree. That is, the following linkage

. dj ¢ o and breakage probabilities present a straightforward ex-
Py 0~ T d> 0 tension of Equations (4) and (5):
_ _dj ar g9, . = —Pom i Vi 2 Cm
P o= L | “d< 0 Py; Di Pec i

However, breaking an edge might be impossible in situ- . = dy,
ations where the source degree variatiah is negative ' Dep,
and the sum of the negative degree variations of its neighyhere D{ andD., are the total number of edge
bors is higher thand . For the sake of illustration, we jnsertions and deletions ir , respectively. From the
presentin Figure 3 a graph in which the number of edgegansportation matrix de ned in section 5.2, we nd
to remove from a node is higher than the sum of the,, as the portion of vertices with degree variation
number of edges to remove from its neighboring verticesq = d  di. However, nding the portionn{™ of
That s, the transformation of this graph implies removyertices in communityc, should satisfy three conditions
ing 2 edges from vertex, since vy = 2. HOWeVer, detailed bellow. Each conditionresults in a system of
the number of the edges that have to be removed froffinear equations of the formA; X = B; whereX is a
the neighboring vertices of: is equalto v, = 1since yector composed aif™ suchthatX = fnf*j81 i

v; =0 and v, = 1. Toovercome this, we repeatthe; ;A g1 j j j~ 0 k j Cjgwherenisthe
morphing procedure until EMD(  °) reaches a desired tota] number of communities.
threshold. Our simulations have proved that the value

of EMD(;  °) converges rapidly towards the minimum congition 1: For each communitgn 2 C, conditions

Pem Vi 2 Cm

threshold after a tolerable number of iterations. Thisstating that D{ = D'ps, andD., = D pe,
statement will be further highlighted in Section 6. must hold, whereD* andD are the total number
of edge insertions and deletions in all communities
5.3. Relative community-aware graph of C, respectively. Incorporatingngm in the previous
generation condition translates to the following equality:
o o
A more complex version of the previously described X¢! X Xel X
p . (¢ dngn = (¢ d)ni )pen

relative graph generation, consists of preserving the o
graph community structure in the transformation proce- 1=0 1=0 =0 1=0
dure. That is, the input of our community-aware relativewhere ¢ and °are the source and target degree distri-

graph generator is the grapts = fV;E; ¢;Mgg, the butions.



Condition 2: This condition states that the sum of of adding and removing edges is repeat®d andD

all portions of vertices with degree variatiod; d; times, respectively. In each iteration, communitigsand

8d, 2 (in cy should be equal to the portioni™ of cn are picked based oodComs and verticesn; and

vertices incn having a degreel; resulting in the follow- n; are picked usingdP ools* [n] andcdP ools [m].

ing equality: Now, an addition or deletion graph update between the

chosen vertices is added to the list of logs using functions

ij i addEdge andremoveEdge whether the vertices where
chosen from the linkage or breakage pools. However,
breaking an edge might be impossible in some situations

Condition 3: This condition states that the por- as shown in Figu.re 3. Insuch ausecase, no grgph update

is added to the list of log& . Finally, the EMD distance

tion n; of vertices with degree variatiord; d; in . db he obtained d distribufi
the graph must be equal to the sum of all portion§™ ¢ computed between the obtained degree distribution

8c,, 2 C: 9 and the desired one. If %is higher than and
Xe the number of repetitionsur_iter has not yet reached
nﬁm = nj max_iter , the same algorithm is repeated on the newly
Cm =0 computed graph snapsh@®. The computation stops
By solving the concatenated system of equations obtainehen °is lower than or equal to or the number of
from the previous conditiongoncat(A1; A,; Az)X = repetitions has already been reached.

concat(B1;B>;B3), we nd the vector X, hence the Algorithm 1. CRGG
values ofnﬁm . Pools are created on a local basis in each
community such that vertices with the same degree vari-
ation d = d®° dand belonging to the same community
cm are collected in a single poolS™ ,,. We compute
the probability of picking a linkage or breakage pool
P, soem @NAP o, asfollows:

Input: G = fV;E; ¢;Mgg, ,M, ,
max_iter , cur_iter

Output: G°= fV%E®% 5o;Mgog

1 T  getTransportMatrix(c, );

2 X getVector(g, ,T,M);

3(D";D ) getNumberOfEdges(T);

. dj & o 4 cdCom  getCDFCom¥);
Py goem = D‘L ;d>0 5 (cdPools™ ;cdPools ) initCDFPools ;
e 6 L initLogs ()
) I B 7 for cm 2 C do
Py gqoem = ' + .
D 8 (cdPoolsgy ;cdPoolsg, )
Algorithm CRGGdepicts the relative community aware getCDFPooIs(, cn ) ;

graph generation procedure. The input parameters are cdPools® [m] cdPoolsy, ;

the graph snapsho®, desired degree distribution, den- 19 cdPools [m] cdPoolsyy ;

sity community matrix M , threshold of the EMD dis-11 f(;r i 0toD* do

tance between ¢ and , maximum number of repeti- (Cr:Gn)  chooseComsFCom):
tions max _iter and the current number of repetitions nem . .
cur_iter . Whereas, the output is a new graph snapshdf’ (ni; ny) +chooseVert|ces(fPoo|s [n],
G° Note that, the value ofur _iter is equal to0 in the cdPools™ [m]) ;

rst iteration. The transportation matrixT is computed 4 | L-a2ddEdgerti,n;);

using the functiongetTransportMatrix by takingthe 15 fori OtoD do

degree distributions ¢ and as input. The function 16 (Ch;tm)  chooseComsCom);
getVector , computesA andB based on the Conditions 17 (ni;nj)  chooseVerticestfP ools [n],
1, 2 and 3 and solves the system of equations de ned by cdPools [m]);

AX = B to ndthe vector X . The total number of edges 4 L .removeEdgen(, n;) ;

toadd O * ) and deleteld ) are then computed based on GB VL Ly

the transporation matrixT . The functiongetCDFComs 10 0 apply OQSGO, _) '

computes the cumulative distribution functioodCom  *° .~ ¢ getEAMD(, &) .

based on the density community matrid . Then, vectors Lif it cur_ter <_tmai< 1_|.ter then
cdPools™ andcdPools representing the cumulative Z CGLf)r—' er cur_tter ’

density functions of the linkage and breakage pools and‘a 0. s . . .
list of logs (graph updated) are initialized. The function CRGG(G ;M;cur _iter,max _iter) ;
getCDFPools  is used to compute the cumulative distri24 €lse

bution functionscd P ools* andcdPools based on 25 | retumn G°;

the probabilitiesp” andp . The process

dr d0iCm dr d0iCm
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of a growth only graph of a graph with edge deletions of a growth only graph
5.4. Accuracy of the generation characteristics of the generated temporal graphs. Note
procedure that the source code of RTGEN is publicly availdble

o Besides the source code, we also provide the instruc-

In order to measure how far the characteristics of thgjons describing how to use the tool to generate temporal
generated grap_hs are from Fhe ground truth parameter@raphs_ For instance, users can pass the input parame-
we de ne two distance metric$q and”c. ters to describe the desired sequence of degree distribu-

The rstmetric "q measures the inaccuracy of approxyions or stochastic community matrix and the format of
imating the degree distributions of the generated graphg,g generated output les to RTGEN using a terminal
with the given sequence of degree distributions. Thagommand. RTGEN proposes two output types: snapshot-
is, it measures the root mean square of the EMD digysed and event-based. The snapshot based type consists
tances between each degr_ee dlstrlbutlon_ln the given - 3 sequence of graph snapshots represented each in a sep-
sequencé 1;:::; ngandits corresponding degree disyrate |e. Whereas, the event-based type, consists of
tribution ¢, inthe sequencé c,;::: c,gextracted generating the sequence of graph updates (events) that
from the generated graphs. Having this; is computed \ye applied between successive snapshots to transform
as follows: o one shapshot into the next one.

PP e (e

d= n 6.0.1. Experimental setup

Whereas, the second metrig measures the inaccuracy The experiments were conducted on a single machine
of approximating the community density matrix of the equipped with Intel(R) Core(TM) i5-8350U CPU @
generated graphs with a given stochastic matrix. That.70GHZz1:90 GHz, 16 GB memory andb00 GB SSD.

is, it measure the root mean square of the di erence bél/e used Go 1.17.5 and Python 3.8.0. Besides, we referred
tween the Frobenius norms of the given stochastic matri%o the optimal transport solver proposed ir2f]. The

M and the stochastic matri# s, extracted from every graphs shown in this section are visualized using Gephi
generated graph snapshot. Having this,is computed tool [26 which o ers network visualization facilities and

as follows: community detection algorithms [27].

pE

= (F(M)  F(Mg,))?
n

"
c =

6.0.2. Preliminaries

. . . In the following experiments, we refer to two types of
where F (M) is the Frobenius norm of the stochastlccommOn degree distributions: Gaussite and Zip an
community matrixM . We recall that the Frobenius normfz that are de ned as follows:
of a matrixA of dimensionsit,m) is de ned as follows: ’

v 1 1x
oo fo(x)= p=e :C
F(A)= jaj j?
i=1 j=1 _ _
fz(x)= X+ v X 2 [0; dmax ]
6. Experlmental evaluation We consider a special case where the value of a parameter

) ) X 2 N in iteration i depends on the its value in the
We conducted a number of experiments to validate thﬁrevious iterationi  1suchas; = x; 1+ X such

e ciency of our generator RTGEN. We also provide an in-
sight on how changing the input parameters can steerthe  *https://github.com/MariaMassri/RTGEN




that { = ; 1+ . Thisisapplied onthe parameters ofgraphs where new nodes join the graph and new connec-
the degree distributions , ;d ™ ;s;v andn denoting tions are created as the time elapses.

the total number of vertices. That isn denotes the

number of vertices to be added or removed from the grapg o Controlling the community structure

in the relative generation process. Note that, RTGEN

also generates the rst snapshot which implies that the of the generated graphs
parameters of the degree distribution of the rst snapshotin this experiment, we show the generated community

should be given. structure with di erent parameters of the stochastic com-
munity matrix and the e ect of varying parametek of
6.1. Controlling the evolution of the the hierarchical tree. As described in Section 4.3, RTGEN

is capable of auto-generating the stochastic community
matrix representing a hierarchical community structure.
In this experiment, we show the evolution of the degreeConsider a stochastic community matrix generated by set-
distribution of a sequence of graph snapshots generatdihg b =4 andh = 2. As depicted in Equation 2, one can
with the relative generation procedure given a set of inputune the parametek in order to control the within and
parameters. Hence, we consider Gaussian and Zip apetween edge densities. Hence, we select three di erent
degree distributions with di erent parameters and plot-values ofk in f 2; 4; 8g. Furthermore considen = 1000

ted the obtained degree distributions in Figures 4, 5 anh be the total number of vertices and parameters- 30

6. Figure 4 shows the evolution of the degree distributiomnd = 2 to be the parameters of a Gaussian distribu-
of a generated sequence bd graph snapshots given the tion. Note that, in this experiment, we generate a single
following parametersf n® = 10K; 0 =30; 0 = graph snapshot relying on the generation procedure pro-
2;  n =10k; =5; = 0:1g. By setting posed in Section 4.2. The generated graphs are shown in
to 5, we increase the average degreeblipetween each Figures 7a, 7b and 7c using the Gephi tool. It can be no-
pair of snapshots. This indeed, can model a growth-onlticed that the di erence between the within and between
graph where the average edge degree tend to regulardge densities is proportional o sincek / piC“i p"
increase as the time elapses. wherepy andp3" are the within and between linkage
However, some real-world graphs are not growth-onlyprobabilities of a community; . Furthermore, Figure 8
in the sense that they are subject to edge deletions. ThiEesents the modularity in function of paramet&rwhich

is indeed the case of human-proximity or transportationwe vary fromO0 to 32. The modularity is a measure to
graphs where an important number of short-term conguantify the goodness of community structure. Its for-
nections is only valid during peak hours. To model thisnula compares, for all the communities, the fraction of
characteristic, RTGEN also supports edge deletions. Tkeges that falls within the given community with the
evolution of the degree distribution with edge deletionsexpected fraction if edges were distributed at random.
is presented in Figure 5. Let the following parameterdt is clear from the results that the modularity increases
de ne the evolution of degree distribution for 2 [0; 4]: with the increase ok. This is justi ed by the fact that

degree distribution

fn°=1M; °=60; °=4; n =0; = ks proportional to the di erence between within and
5; = 0g Whereas the following parameters debetween edge linkage probabilitigs, o
ne its evolution for i 2 [5;9]: fn® = 10K; ° =
. 0 — . - . - . - . . .
80; =2, n=0; = 5 =0g. In- g 3. Generating graphs with deletions

deed, setting to 5indicates that the average degree
decreases by a value bbetween each pair of successive
graph snapshots. As mentioned in Section 5, the relative graph genera-
Since real-world temporal graphs usually exhibit a powetion procedure may incur a number of edge deletions.
law degree distribution, we also generated graphs witfThis can be cumbersome when the number of edges to
an evolutionary Zip an degree distribution composeddelete for a given vertex is higher than the total sum of
of 10 graph snapshots as shown in Figure 6. For thiedges to delete from its neighboring vertices. We solve
generated temporal graph, we set the following paranthis problem by repeating the generation process until
etersfn® = 50k; s® =2:5; v® =10; d%., = reaching an acceptable error threshold that is de ned by
10, n =50k; s=0; v =0; dmax =50 the EMD between the obtained and desired degree dis-
By setting parameterd nax t0 5, we consider that the tributions. Figure 12 shows the variation of the number
maximum degree of nodes increases by a valué bé- of iterations and the execution time of the generation
tween each pair of successive snapshots. Whereas, fh@cess in function of the threshold error de ned by the
value of n indicates that50k new nodes join the graph EMD. The obtained results show that our generation pro-
between successive snapshots. These parameters re eeidure converges rapidly to a tolerable threshold. That
the growth of a large number of real-world temporalis, a threshold equals t0:001 can be reached with only

between snapshots



(a)k=2 (b) k=4 (c)k=8

Figure 7: A visualization of the generated graphs with a hierarchical Figure 8: Modularity value in function
community structure with parametersb=4,h =2,c=4 and avaryingk. of parameterk ranging fromO to 32.

Figure 9: Execution time in Figure 10: "4 in function of the Figure 11: "¢ in function of the
function of the number of edges. number of edges. number of edges.

6.4. Accuracy of the generation
procedure

We quantify the accuracy of the generated graphs with
the given parameters by computing the distance met-
rics "¢ and "¢ de ned in Section 5.4. We generated
a sequence oh = 5 snapshots with the following
parameters of Gaussian degree distributiohno, 2
f10k; 100k; 500k; 1Mg; o = 30; o =

Figure 12: The variation of the number of iterations and 2; n = 0; =10; = 0g. Besides, we con-
execution time in function of the EMD. trolled the community structure by xing the following
parameters of a hierarchical treb:=2; b=2; c=
4; k=0.

iterations. By comparing the execution time diteration ~ Figures 9, 10 and 11 plot the execution time, value of
and?7 iterations, we can notice that the di erence is lower "¢ @nd” ¢ in function of the total number of created edges
than the execution time of a single iteration. Indeed, thérom applying the Gaussian distribution whose parame-
execution time resulting from repeating the generatiorf€rs are given above. It is clear that the execution time
is lower than the rst iteration since the majority of mod- increases with the number of the generated edges. The
i cations are added in the rst iteration and only the distance metric, however, decreases implying that RT-
remaining vertices whose linkage probability does nof2EN approximates more accurately the given sequence
satisfy the sum of the linkage probabilities of its neigh©f degree distribution and community structure as the
boring vertices are considered in the next iteration. Notdotal number of edges grows.

that these results are obtained from the generation of two

successive snapshots with the following input parameter.

of a Gaussian degree distributiofin, = 500Kk; 0= 7. Related work
60, o0=2; n=0; mu= 30 =00.  synthetic graphs are important for developing bench-
marks for assessing the performance of graph-oriented
data platforms, when real graphs are not publicly avail-



able or expensive to obtain. This has been the incentivepdates. DSNG-M (dynamic social network generator
to design models and generators, which are very usbased on modularity)39 is a graph generator that is
ful for evaluating the e ciency of graph management capable of generating temporal graphs by ipping the
technigques as storage, query evaluation, indexing, partilirection of edges of a given graph in order to satisfy a
tioning, etc. randomly chosen modularity value assigned to a single
An extensive work has been posited for the generagraph snapshot.
tion of static graphs. For instance, a special emphasis Some of the aforementioned graph generators produce
has been placed to control the degree distribution of théemporal graphs with properties on nodes or vertices,
generated graphs. In this context, many graph generatich we do not address in this paper. None of them,
tors were designed such as RTQ,[RMAT [4] and its however, allows the control of the evolution of the degree
generalisation Kroneckerd) producing only Power-Law distribution given ground truth parameters that describe
distributions. Since real-world graphs are not limitedthis evolution. This challenge lead to the elaboration of
to power-law distributions, BTER]] and its extension the RTGEN tool that allows the approximation of any
Darwini [ 7] and GMark [8] produce graphs with any user given sequence of degree distributions that describes the
de ned distribution. evolution of the graph. We rmly believe, that the degree
Another graph generation model producing a giverdistribution is a key feature that characterizes graphs,
degree distribution is the CL model, forming the basifience, it should not be disregarded in graph generation
of the RTGEN tool. This model can be regarded astaols.
successor of the Erdos-Rényi modeH that is designed
for the generation of random graphs and a variant ot8 luSi
the edge con guration model of Newman et al.24]. . Conclusion
It was extensively dlscus_sed and reu_sdd,_[28; 29 30. In this paper, we addressed the generation of temporal
We choose to extend this model for its simplicity and o . .
scalability. graphs that represents a critical challenge in the design

Besides, a number of existing graph generators aroef benchmarks speci ¢ for evaluating temporal graph

community-aware in the sense that they collect vertice (anagement systems. That is, we proposed RTGEN, a

that are more densely connected between each Ochermporal graph generator that produces a sequence of

than they are with the rest of the graph, in separate oﬁ(r)?]p;‘ fhneagsh?etz gzgﬁ)eufigrr?rrggl?lltgfrsgr:iur?oe:(ri]rcrj\;t\ilr?lu-
overlapping subgraphs called communitieg; [LO, 11]. 9 P 9

. - user de ned parameters. This generation procedure con-
Although these generators preserve a given communltgists of relativelv generating a araph snaoshot from a
structure, they fail to produce a graph with respect to a Y9 g agrap P

given degree distribution. In this paper, we overcome thi% :g;'g#: %nuer b)é:g:z;nngtzcr;;rin?J(erz];i:tsog;:igrgp?ir?]g'l
limitation by allowing not only the generation of a given : 9 d P

. : .. . transport solver to approximate a user-de ned sequence
community structure but also a given degree distribution, S . L
. . . of degree distributions while minimizing the number of
Despite the extensive work posited on the genera- . : .
. . operations needed to transform one snhapshot into its
tion of non-temporal graphs, the generation of tempo- .
. : - successor. We conducted a number of experiments that
ral graphs has received much less attention. For in-_ - ) -
- . validated the e ciency and accuracy of our generation
stance, DANCer31] is capable of generating temporal, . )
. rocedure. In the future, we are planning to include a
community-aware property graphs. It separates operﬁ’- . .
: I . dynamic community structure to RTGEN. Indeed, the
tions performed on communities (macro operations) from L . :
) . ) communities found in real-world graphs are subject to
operations performed on vertices and edges (micro opera-,. : h .
. . N splits, merges, shrinks or expansions which should also
tions). ComAwareNetGrowth3Z is a community-aware ; .
) - be modelled in synthetic graphs.
graph generator that is capable of creating growth only
graphs. APA (Attribute-Aware Preferential Attachment)
[33 is a graph generator capable of creating growth-onlyR eferences
property graphs based on a non-conventional triangle
closing. Instead of closing a triangle based on a uniform[1] J. R. Clough, T. S. Evans, Time and citation net-
probability given as an input parameter, their proposed works, arXiv preprint arXiv:1507.01388 (2015).
model consists of closing a triangle based on the simif2] M. D. Mueller, D. Hasenfratz, O. Saukh, M. Fierz,
larity between the candidate edge's endpoints. While C. Hueglin, Statistical modelling of particle number
GMark [8] generates static graphs, EGG (Evolving Graph  concentration in zurich at high spatio-temporal res-
Generator) B4 proposes an extension including evolv- olution utilizing data from a mobile sensor network,
ing properties attached to each vertex. EGG, however, Atmospheric Environment 126 (2016) 171 181.
disregard the topological changes to the network and[3] L. Akoglu, C. Faloutsos, Rtg: a recursive realistic
narrow the temporal evolution of the graph to property graph generator using random typing, in: Joint
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