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Abstract

A Nash k-colouring is a k-colouring (S1, . . . ,Sk) such that every vertex of Si is adjacent to a vertex in S j ,
whenever |S j| ≥ |Si|. The Nash Number of G, denoted by Nn(G), is the largest k such that G admits a Nash
k-colouring. A diminishing greedy k-colouring is a k-colouring (S1, . . . ,Sk) such that, for all 1 ≤ j < i ≤ k,
|Si| ≤ |S j| and every vertex of Si is adjacent to a vertex in S j. The diminishing Grundy Number of G, denoted
by Γ↓(G), is the largest k such that G admits a diminishing greedy k-colouring. In this paper, we prove some
properties of Nn and Γ↓. We mainly study the relations between them and other graph parameters such as the
clique number ω, the chromatic number χ, the Grundy number Γ, and the maximum degree ∆. In particular
we study the chain of inequalities ω(G) ≤ χ(G) ≤ Nn(G) ≤ Γ↓(G) ≤ Γ(G) ≤ ∆(G) + 1. We show each
inequality γ1(G)≤ γ2(G) of this chain is loose, that is that there is no function f such that γ2(G)≤ f (γ1(G)).
We also prove the existence or non-existence of Reed’s like inequality who proved proved that there exists
ε > 0 such that χ(G)≤ εω(G)+(1− ε)(∆(G)+1).

We then study the Nash number and the diminishing Grundy number of trees and forests, and prove that
Γ(F)−1≤ Nn(F)≤ Γ↓(F)≤ Γ(F).

Finally we study the complexity of related problems. We show that computing the Nash number or the
diminishing Grundy number is NP-hard even when the input graph is bipartite or chordal. We also show that
deciding whether a graph satisfies γ1(G) = γ2(G) is NP-hard for every pair (γ1,γ2) with γ1 ∈ {Nn,Γ↓} and
γ2 ∈ {ω,χ,Γ,∆+1}.

1 Introduction
Graphs considered in this paper are undirected, finite and contain neither loops nor multiple edges (unless stated
otherwise). The definitions and notations used in this paper are standard and may be found in any textbook on
graph theory. See [3] for example. We use n(G) to denote the number of vertices of a graph G, and m(G) to
denotes its number of edges.

A (proper) k-colouring of a graph G = (V,E) is a surjective mapping φ : V → {1, . . . ,k}, such that for
any edge uv ∈ E(G), φ(u) 6= φ(v). A k-colouring may also be seen as a partition of the vertex set of G into
k disjoint non-empty stable sets (i.e. sets of pairwise non-adjacent vertices) Si = {v | φ(v) = i} for 1 ≤ i ≤ k.
For convenience (and with a slight abuse of terminology), by k-colouring we mean both the mapping φ or
the partition (S1, . . . ,Sk). The elements of {1, . . . ,k} are called colours, and the Si, 1 ≤ i ≤ k, are the colour
classes. A graph is k-colourable if it has a k-colouring. The chromatic number χ(G) is the least k such that
G is k-colourable.

The problem of determining the chromatic number is one of Karp’s twenty one NP-hard problems [10]. It
is already NP-complete to decide whether a given planar 4-regular graph admits a 3-colouring [4]. Moreover,
assuming P 6= NP, there is no algorithm that approximates the chromatic number within a factor of n1−ε, for all
ε > 0 [16].

To deal with this hard problem and its several applications, colouring heuristics have been designed. The
most basic and most widespread one is the greedy algorithm. A greedy colouring relative to an ordering
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σ = v1 < v2 < · · ·< vn of V (G) is obtained by colouring the vertices in the order σ, assigning to vi the smallest
positive integer not already used on its lowered-indexed neighbours. Denoting by Si the stable set of vertices
coloured i, a greedy colouring has the following property:

For every j < i, every vertex in Si has a neighbour in S j. (?)
Otherwise the vertex in Si would have been coloured by an integer not greater than j. Conversely, a colouring
satisfying Property (?) is a greedy colouring relative to any vertex ordering in which the vertices of Si precede
those of S j when i < j. We call a vertex satisfying Property (?) a greedy vertex. The Grundy number Γ(G)
is the largest k such that G has a greedy k-colouring. It can be seen as a measure of the worst-case behaviour
of the greedy algorithm.

Another colouring algorithm was proposed by Panagopoulou and Spirakis [13] based on a colouring game
on a graph G. Each vertex is a player with action set corresponding to the set of colours {1, . . . , |V (G)|}. A
configuration c is the combination of the actions of each vertex. Given a configuration, a player’s payoff is
0 if he selects the same colour as one of his neighbours, otherwise it is the number of vertices that selected
the same colour. An elementary improvement occurs when a player unilaterally deviates to other colour and
increases its payoff. A pure Nash equilibrium (PNE) is a configuration in which no vertex can do elementary
improvements. It can be seen as a state of the game that is sustainable. Note that pure Nash equilibria are
colourings of G, because a vertex having a neighbour with its colour may increases its payoff by choosing any
unused colour.

Panagopoulou and Spirakis [13] studied the set PNE(G) of pure Nash equilibria of G and proved that,
starting with a proper colouring, any sequence of elementary improvements reaches a pure Nash equilibrium in
O(n ·α(G)) moves, where α(G) is the maximum size of a stable set in G. They also considered the social cost
SC(G,σ) associated with a graph G and a configuration σ ∈ PNE(G), that is defined as the number of distinct
colours selected by the players. They proved that:

SC(G,σ)≤min

{
∆2(G)+1 ,

n(G)+ω(G)

2
,

1+
√

1+8m(G)

2
, n(G)−α(G)+1

}
where ∆2(G) = maxv∈V max{dG(u) | u ∈ NG(v) and dG(u)≤ dG(v)}. They considered the approximation ratio
R(G) = maxσ∈PNE(G)

SC(G,σ)
χ(G) , and proved that there is a subclass of bipartite graphs satisfying R(G) = n+2

4 .
For the same subclass of bipartite graphs, they proved that by using a randomized sequence of elementary
improvements one may attain a pure Nash equilibrium with two colours with high probability.

Escoffier et al. [6] continued their study and improved the bounds on SC(G,σ). They also study the set of
Pure Strong Equilibria, denoted PSE(G). A pure strong equilibrium is a configuration where no unilateral
deviation of a non-empty coalition of players is profitable to all of its members. They proved that a pure strong
equilibrium always exists but it is NP-hard to compute one. They also provided bounds for SC(G,σ) when
σ ∈ PSE(G).

1.1 The Nash Number and colouring heuristics
In this paper, we study Nash colourings, that correspond to pure Nash equilibria in Panagopoulou and Spirakis’s
game, and the Nash number, a parameter that measure the worst-case behaviour of their algorithm.

A Nash k-colouring is a k-colouring (S1, . . . ,Sk) such that for all i∈ [k], every vertex v in Si has a neighbour
in each S j, j 6= i, such that |S j| ≥ |Si|. Hence it corresponds to a pure Nash equilibrium σ such that SC(G,σ)= k.
As observed in [13], we know that every graph admits a Nash colouring with χ(G) colours. The Nash number
Nn(G) is the largest k such that G has a Nash k-colouring. Hence Nn(G) = max{SC(G,σ) | σ ∈ PNE(G)}.
Therefore the above inequality of Panagopoulou and Spirakis implies

Nn(G)≤min

{
∆2(G)+1 ,

n(G)+ω(G)

2
,

1+
√

1+8m(G)

2
, n(G)−α(G)+1

}
(1)

The starting point of our contributions is to link Nash colourings with the well-studied greedy colourings.
To see this, let a colouring (S1, . . . ,Sk) be diminishing if |Si| ≤ |Si−1| for all 1 < i≤ k.

Proposition 1. Let G be a graph. If (S1, . . . ,Sk) is a Nash colouring of G, then there is a permutation σ over
[k] such that (Sσ(1), . . . ,Sσ(k)) is a diminishing greedy colouring.

Proof. The result follows by considering a permutation σ satisfying |Sσ(i)| ≥ |Sσ( j)|, for i < j.
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Henceforth, to each Nash k-colouring we can associate a diminishing Nash k-colouring. It follows directly
from the definition that a diminishing Nash k-colouring is a diminishing greedy colouring. The diminishing
Grundy number Γ↓(G) is the largest k such that G has a diminishing greedy k-colouring. Thus, we have
Nn(G)≤ Γ↓(G)≤ Γ(G) for all graph G. Moreover, as we will show in Section 3, Panagopoulou and Spirakis’s
upper bound on Nn(G) given at Equation (1) is in fact an upper bound on Γ(G). So

Γ(G)≤min

{
∆2(G)+1 ,

n(G)+ω(G)

2
,

1+
√

1+8m(G)

2
, n(G)−α(G)+1

}
(2)

We thus have the following chain of inequalities.

ω(G)≤ χ(G)≤ Nn(G)≤ Γ
↓(G)≤ Γ(G)≤ ∆2(G)+1≤ ∆(G)+1≤ n(G) (3)

where ω(G) denotes the clique number and ∆(G) the maximum degree of G.

Note that all these inequalities are tight for complete graphs. Indeed ∆2(Kn)+1= n(Kn)+ω(Kn)
2 =

1+
√

1+8m(Kn)

2 =
n(Kn)−α(Kn)+1 = n.

1.2 Our results
Our results are organized as follows. In Section 2, we show that many useful properties of the chromatic and
Grundy numbers are unfortunately not satisfied by the Nash number and the diminishing Grundy number. The
chromatic number and the Grundy number are monotone (if H is an induced subgraph of G, then χ(H)≤ χ(G)
and γ(H)≤ γ(G)) and removing a vertex from a graph can only decrease each of those two parameters by 1. In
contrast, the Nash number and the diminishing Grundy number are not monotone and removing a vertex from
a graph may decrease or increase each of those numbers arbitrarily. See Propositions 11 and 12.

The chromatic number (resp. Grundy number) of a graph is well-known to be the maximum of the chro-
matic numbers (resp. Grundy numbers) of its connected components. We prove in Proposition 13 that the
Nash number (resp. diminishing Grundy number) of a graph is greater or equal to the maximum of the di-
minishing Grundy numbers (resp. Nash numbers) of its components , but that it can also be arbitrarily larger
(Proposition 14).

We also show that while the set of values k such that a graph G admits a greedy k-colouring is continuous
(that is the set of all integers between χ(G) and Γ(G)) (Proposition 15), the same does not hold for Nash
colouring nor diminishing greedy colouring (Proposition 16).

In Section 3, we first prove Equation (2). We then consider the chain of inequalities (3). In Subsection 3.1,
we observe that each inequality γ1(G)≤ γ2(G) of this chain is loose, that is that there is no function f such that
γ2(G)≤ f (γ1(G)).

Reed [14] proved that there exists ε > 0 such that χ(G) ≤ εω(G)+ (1− ε)(∆(G)+ 1) and conjecture that
it holds for ε = 1

2 . The blow-up of a 5-cycle, i.e. the Cartesian product of a complete graph and a 5-cycle,
demonstrates that it is not true for ε > 1

2 . King and Reed [11] showed that it holds for ε ≤ 1/130000. It was
improved by Bonamy et al. [2] to ε ≤ 1/26, and subsequently further improved by Delcourt and Postle [5] to
1/13. In Subsection 3.2, we show that, for some triples of parameters appearing in the chain of inequalities (3),
an analogue of Reed’s conjecture holds (Theorem 20), while for some other triples, there is no analogue of
Reed’s result and conjecture (Theorem 22). For triples of the form (ω,χ,γ) for γ ∈ {Nn,Γ↓,Γ,∆2 + 1}, we
leave the existence of such an analogue as an open problem.

Problem 2. For γ ∈ {Nn,Γ↓,Γ,∆2 +1}, does there exists ε > 0 such that χ(G)≤ εω(G)+(1− ε)γ(G) ?

In Section 4, we study the Nash number and the diminishing Grundy number of trees and forests. The
chromatic number of such graphs is 2, and the Grundy number can be arbitrarily large but is well-understood
via binomial trees. The binomial trees Bk, k ∈ N, are defined inductively as follows. B1 is the graph with one
vertex and no edges; its root is its vertex. For every k > 1, Bk is obtained from the disjoint union of two copies
of Bk−1 by adding an edge between the roots of these copies; the root of Bk is one of the roots of the copies.
Note that |V (Bk)|= 2k−1. For a graph G, we denote by bin(G) the largest k such that G has an induced subgraph
isomorphic to the binomial tree Bk. Hedetniemi, Hedetniemi, and Beyer [8] showed that Γ(F) = bin(F) for
every forest F , and used it to design a linear-time algorithm for computing the Grundy number of a forest. We
first show in Corollary 27 that a forest F satisfies Nn(F) = 2 if and only if Γ↓(F) = 2 if and only if Γ(F) = 2.
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Unfortunately such an equivalence does not extend for larger value of k. For any k ≥ 4, we show a tree Tk
such that Nn(Tk) = Γ↓(Tk) = k−1 and Γ(Tk) = k, a tree T ′k such that Nn(T ′k ) = k−1 and Γ↓(T ′k ) = Γ(T ′k ) = k.
Nevertheless, we prove in Corollary 31 that the Nash number and the diminishing Grundy number of a forest
are very close to its Grundy number:

Γ(F)−1≤ Nn(F)≤ Γ
↓(F)≤ Γ(F)

However, the complexity of determining the Nash number or the the diminishing Grundy number of a tree
(and more generally a forest) is still unknown.

Problem 3. Can we compute the Nash number (resp. the diminishing Grundy number) of a tree in polynomial
time ?

This is equivalent to solving items (i) and (ii) of the following problem.

Problem 4. Can we decide in polynomial time whether a given tree T satisfies

(i) Nn(T ) = Γ(T ) ?

(ii) Γ↓(T ) = Γ(T ) ?

(iii) Nn(T ) = Γ↓(T ) ?

The same questions may be asked for graphs in general. What is the complexity of deciding whether a
given graph G satisfies Nn(G) = Γ(G) (resp. Γ↓(G) = Γ(G), Nn(G) = Γ↓(G)) ? In Section 5, we answer
the two first questions by showing that those two problems are NP-complete even when restricted to bipartite
graphs (Theorem 42) or chordal graphs (Theorem 35). A graph is chordal if every cycle of length at least 4
has a chord, and a graph is bipartite and chordal if and only if it is a forest. However the third question remains
open for general graphs.

Problem 5. What is the complexity of deciding whether a given graph G satisfies Nn(G) = Γ↓(G) ?

Zaker [15] showed that for any fixed k ≥ 0, given a graph G it is co-NP-Complete to decide whether
Γ(G) ≤ χ(G) + k. He also showed that, given a graph G which is the complement of bipartite graph, it is
co-NP-Complete to decide if Γ(G) = χ(G). This implies that it is NP-hard to decide if Γ(G) = ω(G). Indeed,
if G is the complement of a bipartite graph, then it is perfect, so χ(G) = ω(G). We generalize Zaker’s result to
Nn and Γ↓. We show in Theorem 43 that for any γ1 ∈ {ω,χ} and γ2 ∈ {Nn,Γ↓,Γ}, deciding whether a given
graph G satisfies γ2(G)≤ γ1(G)+ k is NP-hard for all fixed k.

In Section 5, we also show that, for any fixed non-negative integer k, parameter γ1 ∈ {Nn,Γ↓,Γ} and
parameter γ2 ∈ {∆2 + 1,∆+ 1}, it is NP-complete to decide whether γ1(G) ≥ γ2(G)− k for a given graph G.
NP-complete when restricted to chordal graphs (Theorem 34) or bipartite graphs (Theorem 40).

This implies that given a graph G and an integer, it is NP-complete to decide whether Nn(G) ≥ k (resp.
Γ↓(G)≥ k). However, the complexity for any fixed k remains open even for chordal or bipartite graphs.

Problem 6. For any fixed integer k, what is the complexity of deciding whether a graph G has Nash number
(resp. diminishing Grundy number) at least k ?

For any fixed k, it is trivial to decide whether ω(G)≥ k, it is co-NP-complete to decide whether χ(G)≥ k
for all k≥ 3, and Zaker [15] proved that, for any fixed k, one can decide in polynomial time whether Γ(G)≥ k.

Since computing the Nash number and the diminishing Grundy number is NP-hard, it is natural to ask for
which classes of graphs it is polynomial-time solvable. Problem 3 asks whether it is the case for trees. We
show in Corollary 38 that it is the case for split graphs, which is a subclass of chordal graphs. A split graph is
a graph G such that its vertex set can be partitioned V (G) = (X ,Y ) such that X is a clique and Y a stable set.

2 Properties of Nn and Γ↓.
Let φ = (S1, . . . ,Sk) be a k-colouring. If there exist Si and S j and a vertex x ∈ S j such that |Si| ≥ |S j| and
Si∪{x} is stable, then φ is not a Nash colouring. Moreover, the colouring φ′ = (S′1, . . . ,S

′
k) where S′i = Si∪{x},

S j = S′j \{x}, and S′` = S` is the elementary improvement obtained by moving x from S j to Si. A colouring ψ

is an improvement of the colouring φ if it can be obtained from φ by a sequence of elementary improvements.

4



Lemma 7. Let G be a graph, φ = (S1, . . . ,Sk) a greedy colouring of G, and I a stable set in G. If Si ⊆ I and
S j ⊆ I, then i = j.

Proof. Assume for a contradiction that for some i 6= j, Si ⊆ I and S j ⊆ I. Without loss of generality, |Si| ≥ |S j|.
But now no vertex of S j has a neighbour in Si, contradicting the fact that φ is a greedy colouring.

Two vertices u and v are twins in a graph if N(u) = N(v). Note that it necessarily implies that u and v are
not adjacent.

Lemma 8. Let G be a graph and φ a greedy colouring of G. If u and v are twins, then φ(u) = φ(v).

Proof. Let φ = (S1, . . . ,Sk). Let i = φ(u) and j = φ(v). Without loss of generality, we have i ≤ j. But now
since Si is a stable set and u and v are twins, v is adjacent to no vertex in Si. Hence i = j for otherwise φ would
not be a greedy colouring.

We shall need the following propositions, which are easy and well-known. (E.g. see [1] for a proof of
Proposition 9 (b).)

Proposition 9. If H is an induced subgraph of G, then

(a) χ(H)≤ χ(G), and

(b) Γ(H)≤ Γ(G).

Proposition 10. Let G be a graph and v a vertex of G, then

(a) χ(G− v)≤ χ(G)≤ χ(G− v)+1, and

(b) Γ(G− v)≤ Γ(G)≤ Γ(G− v)+1.

We shall now prove that there is no analogue of Propositions 9 and 10 for the Nash number or the dimin-
ishing Grundy number. In order to do so, for k ≥ 0, let Mk be graph obtained from the bipartite complete
graph with bipartition (A,B) where A = {u1, . . . ,uk} and B = {v1, . . . ,vk} by deleting the edges uivi for all
i ∈ {1, . . . ,k}. Let Gk be the graph obtained from Mk+1 by deleting the vertices uk+1 and uk, and let Hk be the
graph obtained from Mk by deleting the vertex uk.

Proposition 11. Let k ≥ 2 be an integer.

(i) Nn(Gk− vk+1)≥ k and Nn(Gk) = 2.

(ii) Nn(Hk−uk−1) = 2 and Nn(Hk)≥ k.

Proof. Observe that Gk−vk+1 = Hk, and Hk−uk−1 = Gk−1. Hence to prove (i) and (ii) it suffices to prove that
Nn(Gk) = 2 and Nn(Hk)≥ k.

Let us first prove that Nn(Gk) = 2. Let (S1, . . . ,Sp) be a Nash colouring of Gk. First note that vk and vk+1
are twins, so by Lemma 8, they are in the same colour class, say Sα.

Suppose for a contradiction that for some ` ∈ [k−1], v` ∈ Sβ with β 6= α.
If Sβ ∩A 6= /0, then Sβ = {u`,v`}, because N(v`) = A \ {u`} and N(u`) = B \ {v`}. But then, moving v` to

Sα would be an elementary improvement, a contradiction. Henceforth we can suppose Sβ ⊆ B. But Sα ⊆ B,
because N(vk+1) = A. This contradicts Lemma 7. Therefore Sα = B.

Now the colour classes distinct from Sβ are all included in A. Since A is a stable set, by Lemma 7, there is
only one such colour class, so p = 2.

Let us now prove Nn(Hk)≥ k. Set Si = {vi,ui} for all i ∈ [k−1] and set Sk = {vk}. It is easy to verify that
(S1, . . . ,Sk) is a Nash colouring of Hk.

Let G′k be the graph obtained from Mk+2 by deleting the vertices uk+2, uk+1 and uk. Let H ′k be the graph
obtained from G′k−1 by adding a vertex x adjacent to all vertices of G′k−1 except vk+1.

Proposition 12. Let k ≥ 2 be an integer.

(i) Γ↓(G′k) = 2 and Γ↓(G− vk+2)≥ k.

5



(ii) Γ↓(H ′k− x) = 2 and Γ↓(H ′k)≥ k.

Proof. (i) Let U = {ui | i ∈ [k−1]}, V = {vi | i ∈ [k−1]}, and W = {vk,vk+1,vk+2}.
Observe that ({u1,v1}, . . . ,{uk−1,vk−1},{vk,vk+1}) is a diminishing greedy colouring of G′k − vk+2, so

Γ↓(G′k− vk+2)≥ k.
Consider now a diminishing greedy colouring (S1, . . . ,Sq) of G′k. Since the vertices of W are twins, by

Lemma 8, there exists p such that W ⊂ Sp.
Assume for a contradiction that p > 1. Let i ∈ [p−1]. Any element of W has a neighbour in Si, which is in

U . So U ∩Si 6= /0. Thus |V ∩Si| ≤ 1 since every vertex of U is adjacent to all vertices of V but one. Since the
colouring is diminishing, |Si| ≥ 3, so |Si ∩U | ≥ 2. Consequently, Si ∩V = /0, so Si ⊆U . Thus, by Lemma 7,
p−1 = 1 and S1 ⊆U . Hence S1 =U . It follows that S2 =V ∪W , and |S2|> |S1|, a contradiction.

Thus p = 1. Hence V ⊆ S1, since V ∪W is a stable set and U is complete to W . Therefore U = S2, and
q = 2. Hence Γ↓(G′k) = 2. This proves (i).

({x,vk+1},{u1,v1}, . . . ,{uk−2,vk−2},{vk−1,vk}) is a diminishing greedy colouring of H ′k, so Γ↓(H ′k) ≥ k.
And H ′k− x = G′k−1, so Γ↓(H ′k− x) = 2. This proves (ii).

It is well-known that the chromatic number (resp. Grundy number) of a graph is the maximum of the chro-
matic numbers (resp. Grundy numbers) of its connected components. We shall now prove that the diminishing
Grundy number (resp. Nash number) of a graph is greater or equal to the maximum of the diminishing Grundy
numbers (resp. Nash numbers) of its components (Proposition 13), but, in contrast to the chromatic and Grundy
numbers, the difference between those two numbers may be arbitrarily large (Proposition 14).

Proposition 13. Let G be a graph.

(i) Γ↓(G)≥max{Γ↓(C) |C component of G}.

(ii) Nn(G)≥max{Nn(C) |C component of G}.

Proof. (i) Set k = max{Γ↓(C) | C component of G}, and let C1, . . . ,Cp be the components of G. For every
i ∈ [p] of G, let ki = Γ↓(Ci), let (Si

1, . . . ,S
i
ki
) be a diminishing greedy colouring of Ci, and set Si

j = /0 for all
ki < j ≤ k.

For every j ∈ [k], let S j =
⋃

i∈[p] S
i
j. One easily checks that (S1, . . . ,Sk) is a diminishing greedy colouring

of G.

(ii) Let k = max{Nn(C) | C component of G}. Let C1, . . . ,Cp be the components of G. Without loss of
generality, suppose Nn(C1) = k. Let (S1

1, . . . ,S
1
k) be a diminishing Nash colouring of C1 and for each i ∈

{2, . . . , p} let (Si
1, . . . ,S

i
χ(Ci)

) be a diminishing Nash colouring of Ci and set Si
j = /0 for all j > χ(Ci).

For each j ∈ {1, . . . ,k} set S j =
⋃p

i=1 Si
j. We claim that (S1, . . . ,Sk) is a Nash colouring. First of all, note

that for every j ∈ {1, . . . ,k} and i ∈ {1, . . . , p} we have |Si
j| ≥ |Si

j+1|. Therefore for each j ∈ {1, . . . ,k−1} the
following inequality holds:

|S j|=
p

∑
i=1
|Si

j| ≥
p

∑
i=1
|Si

j+1|= |S j+1| (4)

with equality occurring if and only if |Si
j|= |Si

j+1| for every i ∈ {1, . . . , p}.
Suppose for a contradiction that moving some vertex w from S j to Sl is an elementary improvement. Then

we have |Sl | ≥ |S j| and w has no neighbour in Sl . Let Ca the component containing w. Since (Sa
1, . . . ,S

a
χ(Ca)

)

is a greedy colouring, w has a neighbour in Sa
l and so in Sl for all l < j. Therefore l > j. But then by

Inequality (4), |Sa
j | = |Sa

l |. Thus, since (Sa
1, . . . ,S

a
χ(Ca)

) is a Nash colouring, w has a neighbour in Sa
l and so in

Sl , a contradiction.

In contrast to the Grundy number of a graph, which is the maximum Grundy number of its connected
components, the Nash number (resp. diminishing Grundy number) of a graph cannot be bounded by a function
of the maximum Nash number (resp. diminishing Grundy number) of its connected components.

Proposition 14. Let k be a positive integer. There exists a graph G such that max{Γ↓(C) |C component of G}=
2 and Nn(G) = k.
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Proof. For any r ∈ [k], let Ar be the graph constructed from the disjoint union of the binomial tree Br with
bipartition (Xr,Yr) and a stable set Ur of 2k new vertices by adding all edges between Ur and Yr; formally,
V (Ar) =V (Br)∪Ur and E(Ar) = E(Br)∪{uv | u ∈ Yr and v ∈Ur}.

Claim 14.1. Nn(Ar) = Γ↓(Ar) = 2.

Proof of claim. Since Ar has an edge, we have Γ↓(Ar)≥ Nn(Ar)≥ 2. We shall now prove that Γ↓(Ar) = 2.
Consider a diminishing greedy colouring φ = (S1, . . . ,Sp) of Ar. Let j be the smallest index such that

S j ∩Ur 6= /0. Observe that S j ⊆Ur ∪Xr. Therefore, for every i > j, no vertex of Ur is in Si for otherwise it
will not satisfy the greedy property. Thus Ur ⊆ S j. Now |S j| > |V (Ar− S j)|, so |S j| > |Si| for all i 6= j. Thus
j = 1 because φ is diminishing. Now, for every i > j, no vertex of Xr is in Si for otherwise it will not satisfy
the greedy property. Hence S1 = Ur ∪Xr. But then V (Ar) \ S1 = Yr is a stable set, so φ = (Ur ∪Xr,Yr) and
Γ↓(G) = 2. ♦

Let G be the disjoint union of the Ar for r ∈ [k]. By Claim 14.1, max{Γ↓(C) |C is component of G}= 2.
For 1 ≤ r ≤ k take a greedy r-colouring (Sr

1, . . . ,S
r
r) of Br such that the unique vertex of Sr

r is in Xr. Note
that for 1 ≤ i ≤ r− 1, |Sr

i | = 2r−i−1. Clearly, φr = (Sr
1, . . . ,S

r
r ∪Ur) is a greedy r-colouring of Ar. For i = 1

to k, let Si = Ui ∪
⋃

r≥i Sr
i . By construction, we have |S1| > |S2| > · · · > |Sk|. Moreover, since each φr was a

greedy colouring, for all 1≤ i < j≤ k, every vertex of S j has a neighbour in Si. Therefore (S1, . . . ,Sk) is a Nash
k-colouring of G.

Let Nash(G) (resp. Dimin(G), Greedy(G)) be the set of integers k such that G admits a Nash k-colouring
(resp. diminishing greedy k-colouring, greedy k-colouring). Since every Nash k-colouring corresponds to a di-
minishing greedy k-colouring, we have Nash(G)⊆Dimin(G)⊆Greedy(G). A graph G is Nash-continuous if
Nash(G) = {χ(G), . . . ,Nn(G)}; it is diminishing-continuous if Dimin(G) = {χ(G), . . . ,Γ↓(G)}; it is greedy-
continuous if Greedy(G) = {χ(G), . . . ,Γ(G)}.

Proposition 15. Every graph is greedy-continuous.

Proof. We proceed by induction on the number of vertices, the result holding trivially for edgeless graphs.
Let G be a graph which has at least one edge. Then χ(G) > 1. Let χ(G) ≤ k ≤ Γ(G). We shall prove that

G has a greedy k-colouring.
If k = χ(G), then there is a greedy k-colouring of G. Henceforth we assume that k ≥ χ(G)+1.
Let (S1, . . . ,Sp) be a greedy colouring of G with p = Γ(G). Then S1 is a dominating stable set in G. Let us

consider G′ = G−S1. Then Γ(G′) = Γ(G)−1 and χ(G′)≤ χ(G). So χ(G′)≤ k−1≤ Γ(G′). By the induction
hypothesis, G′ admits a greedy (k− 1)-colouring (S′2, . . . ,S

′
k). Thus (S1,S′2, . . . ,S

′
k) is a greedy k-colouring of

G.

Since every graph has a Nash colouring with χ(G) colours, χ(G) ∈ Nash(G) ⊆ Dimin(G). We now prove
that some graphs are not Nash-continuous (resp. diminishing continuous) and that Nash(G) (resp. Dimin(G))
may only contain two far apart values, namely χ(G) and Nn(G) (resp. Γ↓(G)). This is in particular the case for
Mk. (Recall that Mk is obtained from the complete bipartite graph Kk,k by removing a perfect matching.)

Proposition 16. For every integer k ≥ 2, Nash(Mk) = Dimin(Mk) = {2,k}.

Proof. The bipartition (A,B) of Mk clearly is a Nash 2-colouring of Mk. Thus 2 ∈Nash(Mk). Now it is easy to
verify that ({u1,v1}, . . . ,{uk,vk}) is a Nash k-colouring. Hence {2,k} ⊆ Nash(Mk)⊆ Dimin(Mk).

Assume that (S1, . . . ,Sq) is a diminishing greedy colouring of Mk with q < k. We have |S1| ≥ |Mk|/q =
2k/q > 2. So |S1| ≥ 3. Without loss of generality, we may assume that |S1∩A| ≥ 2. Since every vertex of B is
adjacent to all vertices of A but one, we have S1∩B = /0. Hence, since the colouring is greedy and A is a stable
set, S1 = A. Therefore S2 = b and q = 2.

Consequently, Nash(Mk) = Dimin(Mk) = {2,k}.

Problem 17. What classes of graphs are Nash-continuous ? Can we characterize the Nash-continuous graphs ?
What classes of graphs are diminishing-continuous ? Can we characterize the diminishing-continuous

graphs ?

7



As we shall see in Section 4, trees are an example of Nash-continuous and diminishing-continuous graphs.

We end this section by showing that the family of graphs with Nash number (resp. diminishing Grundy
number) at most k cannot be characterized by forbidden induced subgraphs.

Proposition 18. For every graph G, there is a graph AG containing G as an induced subgraph such that
Γ↓(AG) = Nn(AG) = χ(AG) = χ(G).

Proof. Let G be a graph and (S1, . . . ,Sp) be a colouring of G with p = χ(G) colours.
Let AG be the graph obtained from the disjoint union of G and a complete p-partite graph with parts

V1, . . . ,Vp with |Vi| =
(

∑
i−1
j=0 |Vj|

)
+ 1 where V0 = V (G), by adding all edges between Vi and V (G) \ Si for all

i ∈ [p].
Assume now that φ = (T1, . . . ,Tq) is a diminishing greedy colouring of AG. By Lemma 8, Vp is contained in

one of the Tj. By construction, |Vp|> |V (AG)\Tp|, so necessarily Vp ⊆ T1. Since every vertex of V (G)\Sp is
adjacent to all vertices of Vp, T1 ⊆Vp∪Sp. Since Vp∪Sp is a stable set and φ is a greedy colouring, necessarily
T1 = Vp∪Sp. Using the same reasoning, one shows by induction on i that Ti = Vp+1−i∪Sp+1−i for all i ∈ [p].
Hence q = p. So Γ↓(AG)≤ p.

Now p = χ(G)≤ χ(AG)≤ Nn(AG)≤ Γ↓(AG)≤ p.

3 Relations between the parameters
We first show that the upper bound of Panagopoulou and Spirakis on the Nash number is in fact an upper bound
on the Grundy number.

Theorem 19. Let G be a graph.

Γ(G)≤min

{
∆2(G)+1,

n(G)+ω(G)

2
,

1+
√

1+8m(G)

2
,n(G)−α(G)+1

}
.

Proof. Set p = Γ(G) and let (S1, . . . ,Sp) be a greedy p-colouring of G.

Running the greedy algorithm on any ordering of V (G), one easily checks that the colour assigned to every
vertex v is at most ∆2(G)+1.

Let I = {i ∈ [p] | |Si|= 1} and J = [p]\ I. For every i ∈ I, let xi be the unique vertex in Si. Note that the xi,
i∈ I, form a clique in G. Now n(G) = ∑i∈[p] |Si| ≥ 2|J|+ |I| and so Γ(G) = |I|+ |J| ≤ |I|+ n(G)−|I|

2 = n(G)+|I|
2 ≤

n(G)+ω(G)
2 .

For i ∈ [p], let xi be a vertex in Si. By (?), xi has a neighbour in each S j for 1 ≤ j < i. Hence m(G) ≥

∑
p
i=1(i−1) = 1

2 p(p−1). Hence Γ(G) = p≤ 1+
√

1+8m(G)

2 .

Let T be a stable set of cardinality α(G). Let IT = {i ∈ [p] | Si ∩T 6= /0}, and let iT = max IT and xT be a
vertex of SiT . Observe that for each i∈ IT \{iT}, xT is adjacent to a vertex of Si which is not in T . Furthermore,
by definition, any vertex of S j for j /∈ IT is not in T . Consequently, for all i 6= IT , there is a vertex in Si \T .
Thus n(G)≥ |T |+ p−1, so Γ(G) = p≥ n(G)−α(G)+1.

3.1 On the chain of inequalities (3)

In this subsection, we consider the chain of inequalities (3). As observed in the introduction, all these in-
equalities are tight for complete graphs. We shall now prove that they are loose. Recall that an inequality
γ1(G)≤ γ2(G) is loose if there is no function f such that γ2(G)≤ f (γ1(G)).

The inequality ω(G) ≤ χ(G) is loose, because there are many construction of graphs G with ω(G) = 2
(triangle-free graphs) and χ(G) = k for all positive integer k, as the one due to Mycielski [12].

The inequality χ(G) ≤ Nn(G) is also loose. Indeed by Proposition 16, χ(Mk) = 2 and Nn(Mk) = k for all
positive integer k.

8



The inequality Nn(G) ≤ Γ↓(G) is also loose. Indeed, Nn(Gk) = 2 by Proposition 11, and Γ↓(Gk) ≥ k
because ({u1,v1}, . . . ,{uk−1,vk−1},{vk,vk+1}) is a diminishing greedy k-colouring of Gk.

The inequality Γ↓(G) ≤ Γ(G) is also loose. Indeed, by Proposition 12 and 10, Γ↓(G′k) = 2 and Γ(G′k) ≥
Γ(G′k− vk+1)≥ Γ↓(G′k− vk+1)≥ k.

The inequality Γ(G)≤ ∆2(G)+1 is also loose. Consider for example the complete bipartite graph Kk,k. We
have ∆2(Kk,k) = k and Γ(Kk,k) = 2.

3.2 Reed’s like inequalities
Reed [14] proved that there exists ε such that χ(G) ≤ εω(G)+ (1− ε)(∆(G)+ 1) and conjecture that it holds
for ε = 1

2 . A natural question is to investigate analogous bounds for the parameters in Equation (3).
An increasing triple is a triple τ = (γ1,γ2,γ3) of distinct parameters in {ω,χ,Nn,Γ↓,Γ,∆2 + 1,∆+ 1,n}

such that γ1(G)≤ γ2(G)≤ γ3(G) for every graph G.
Let τ = (γ1,γ2,γ3) be an increasing triple. It is ε-convex if γ2(G)≤ εγ1(G)+(1− ε)γ3(G) for all graph G.

By definition, the increasing triple τ is 0-convex. It is convex if there exists ε > 0 such that it is ε-convex. The
convexity of τ is conv(τ) = sup{ε | τ is ε-convex}. Note that τ is convex if and only if its convexity is greater
than 0. Reed’s theorem states that (ω,χ,∆+1) is convex and Reed’s conjecture states that conv(ω,χ,∆+1)= 1

2 .
It is then natural to ask which increasing triples are convex, and to determine their convexity.

Theorem 20. (i) conv(ω,Γ,n) = conv(χ,Γ,n) = conv(Nn,Γ,n) = conv(Γ↓,Γ,n) = 1
2 .

(ii) 1
2 = conv(ω,Γ,n) = conv(ω,Γ↓,n)≤ conv(ω,Nn,n) = 1

2 .

Proof. Equation 2 (Theorem 19) shows that (ω,Γ,n) is 1
2 -convex. Therefore

1
2
≤ conv(ω,Γ,n)≤ conv(χ,Γ,n)≤ conv(Nn,Γ,n)≤ conv(Γ↓,Γ,n) (5)

and
1
2
≤ conv(ω,Γ,n)≤ conv(ω,Γ↓,n)≤ conv(ω,Nn,n) (6)

Now n(G′k) = 2k+ 1, and, by Proposition 12 and 10, Γ↓(G′k) = 2 and Γ(G′k) ≥ Γ(G′k− vk+1) ≥ Γ↓(G′k−
vk+1)≥ k. Hence, for any ε > 0, taking k > 3

4ε
+ 1

2 , we have

Γ(G′k) = k > (
1
2
+ ε)2+(

1
2
− ε)(2k+1) = (

1
2
+ ε)Γ

↓(G′k +(
1
2
− ε)n(G′k).

Hence conv(Γ↓,Γ,n)≤ 1
2 . With Equation (5), this yields (i).

n(Mk) = 2k, ω(Mk) = 2, and, by Proposition 16, Nn(Mk) = k. Hence, for any ε > 0, taking k > 1
2ε
+1, we

have
Nn(Mk) = k > (

1
2
+ ε)2+(

1
2
− ε)(2k) = (

1
2
+ ε)ω(Mk +(

1
2
− ε)n(Mk).

Hence conv(ω,Nn,n)≤ 1
2 . With Equation (6), this yields (ii).

Problem 21. What is conv(ω,χ,n) ?

conv(ω,χ,n)≥ conv(ω,Γ,n)≥ 1
2 . Because of the 5-cycle, conv(ω,χ,n)≤ 2

3 . Is this 2/3 the right value ?

In the following theorem, we show that many increasing triples are not convex.

Theorem 22. Let τ = (γ1,γ2,γ3) be an increasing triple.

(i) If γ1 ∈ {ω,χ} and γ2,γ3 ∈ {Nn,Γ↓,Γ,∆2 +1,∆+1}, then τ is not convex.

(ii) If γ1 ∈ {ω,χ,Nn}, and γ2,γ3 ∈ {Γ↓,Γ,∆2 +1,∆+1}, then τ is not convex.

(iii) If γ1 = {ω,χ,Nn,Γ↓}, γ2,γ3 ∈= {Γ,∆2 +1,∆+1}, then τ is not convex.

(iv) If γ1 ∈ {ω,χ,Nn,Γ↓,Γ}, γ2 = ∆2 +1, and γ3 = ∆+1, then τ is not convex.
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Proof. (i) Consider the graph Mp for p≥ 3. We have ω(Mp) = χ(Mp) = 2 and Nn(Mp) = Γ↓(Mp) = Γ(Mp) =
∆2(Mp)+ 1 = ∆(Mp)+ 1 = p. Thus if γ1 ∈ {ω,χ} and γ2,γ3 ∈ {Nn,Γ↓,Γ,∆2 + 1,∆+ 1}, we have γ2(Mp) =
p > p− (p−2)ε = εγ1(Mp)+(1− ε)γ3(Mp) for all ε > 0. Hence conv(γ1,γ2,γ3) = 0.

(ii) Consider the graph Gk. By Proposition 11, ω(Gk) = χ(Gk) = Nn(Gk) = 2. As observed above,
Γ↓(Gk)≥ k, and one easily checks that ∆(Gk) = k. Thus if γ1 ∈ {ω,χ,Nn}, γ2,γ3 ∈ {Γ↓,Γ,∆2 +1,∆+1}, we
have γ2(Gk)≥ k > 2ε+(1−ε)(k+1)≥ εγ1(Gk)+(1−ε)γ3(Gk) for all k > ε−1+1. Hence conv(γ1,γ2,γ3) = 0.

(iii) Consider the graph G′k. As observed above, by Proposition 12 and 10, ω(G′k) = χ(G′k) = Nn(G′k) =
Γ↓(G′k) = 2 and Γ(G′k)≥ k. Moreover, ∆(G′k) = k+1.

Thus if γ1 ∈{ω,χ,Nn,Γ↓}, γ2,γ3 ∈{Γ,∆2+1,∆+1}, we have γ2(G′k)≥ k > 2ε+(1−ε)(k+2)≥ εγ1(G′k)+
(1− ε)γ3(G′k) for all k > 2ε−1. Hence conv(γ1,γ2,γ3) = 0.

(iv) Consider the graph Kp,p for p≥ 2. We have ω(Kp,p) = χ(Kp,p) = Nn(Kp,p) = Γ↓(Kp,p) = Γ(Kp,p) = 2
and ∆2(Kp,p) + 1 = ∆(Kp,p) + 1 = p+ 1. Thus if γ1 ∈ {ω,χ,Nn,Γ↓,Γ}, we have ∆2(Kp,p) + 1 = p+ 1 >
p+1− (p−1)ε = εγ1(G)+(1− ε)(∆(G)+1). Hence conv(γ1,∆2 +1,∆+1) = 0.

Problem 23. For γ3 ∈ {Nn,Γ↓,Γ,∆2 +1}, what is the convexity of (ω,χ,γ3) ?

4 Trees
Binomial trees have been widely studied and many of there properties are known. The following proposition is
well-known and easy to prove.

Proposition 24. For i ∈ [k], let Wi be the set of vertices of degree i in Bk.

(i) |Wi|= 2k−1−i for all i ∈ [k−2], and |Wk−1|= 2.

(ii) Every vertex of Wi has exactly one neighbour in Wj for all j ∈ [i−1].

(iii) There are only two greedy k-colourings of Bk, (W1, . . . ,Wk−2,{v2},{v1}) and (W1, . . . ,Wk−2,{v1},{v2}),
where {v1,v2}=Wk−1.

Recall that, for a graph G, we denote by bin(G) the largest k such that G has an induced subgraph isomorphic
to the binomial tree Bk. Hedetniemi, Hedetniemi, and Beyer [8] proved that Γ(T ) = bin(T ) for every tree T .
This equality directly implies that Nn(T )≤ Γ↓(T )≤ Γ(T )≤ log(n)+1 for every tree of order n, and thus the
result of [6] stating that Nn(T )

χ(T ) ≤
log(n)+1

2 .
Moreover, the equality Γ(T ) = bin(T ) implies that one can compute the Grundy number of a tree in poly-

nomial time. A natural question is the following.

Problem 25. Can we compute the Nash number (resp. the diminishing Grundy number) of a tree in polynomial
time ?

Theorem 26. Let T be a tree. The following assertions are equivalent:

(i) Nn(T ) = 2;

(ii) Γ↓(T ) = 2;

(iii) Γ(T ) = 2.

Proof. Let T be a tree. If it has no edge, then Nn(T ) = Γ↓(T ) = Γ(T ) = 1, so we may assume that G has an
edge, and so 2 = χ(T )≤ Nn(T )≤ Γ↓(T )≤ Γ(T )

If Γ(T )= 2, then T does not contain B3. Thus it is a star with centre v. Now all the vertices of V (T )\{v} are
twins, and thus have the same colour in any greedy colouring of T , by Lemma 8. Therefore Nn(T )=Γ↓(T )= 2.

Assume now that Γ(T )> 2. Then T contains B3. In particular, it has diameter at least 3. Let us prove that
T has a Nash 3-colouring. Consider a longest path P of T , and let a,b,c,d be the four first vertices on P in this
order. Set L=N(b)\{c}. Since P is a longest path of T , all vertices in L are leaves. The tree T ′ = T−(L∪{b})
has a bipartition (C,D) such that c ∈C and d ∈ D.
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If |D|+ |L|> |C|, then set S1 = D∪L, S2 =C, and S3 = {b}. We have |S1|> |S2| ≥ |S3|. Moreover every
vertex of S2 = C has a neighbour in D because T ′ is a tree of order at least 2, and b, the vertex of S3, has a
neighbour, namely c, in S2. Hence (S1,S2,S3) is a Nash colouring of T .

If |D|+ |L| ≤ |C|, then at least one neighbour of c in T ′ is not a leaf. Without loss of generality, we may
assume that this is d. Let I be set of leaves adjacent to c, and set S1 = (C \ {c})∪ I ∪{b}, S2 = (D∪L) \ I,
and S3 = {c}. Observe that |S1| = |C|+ |I| ≥ |S2|+ |I|, and |S2| ≥ |S3| because d ∈ S2. Moreover |S1| > |S3|
because |T | ≥ 4. Let us prove that (S1,S2,S3) is a Nash colouring of T . First, by definition, the vertices of
S2 have a neighbour in S1, and c, the vertex of S3, has a neighbour, namely d, in S2. Now, if |S2| = |S3|, then
S2 = {d}, and d has a neighbour, namely c, in S3. If |S1|= |S2|, then I = /0, so every neighbour c in T ′ is not a
leaf, so every vertex of D has a neighbour in C \{c} ⊆ S1, and every vertex of L is adjacent to b ∈ S1. Thus, in
all cases, (S1,S2,S3) is a Nash colouring of T .

Corollary 27. Let F be a forest. The following assertions are equivalent:

(i) Nn(F) = 2;

(ii) Γ↓(F) = 2;

(iii) Γ(F) = 2.

Proof. If Γ(F) = 2, the F has an edge and does not contain B3, that is F is the disjoint union of stars, so
2 = χ(F)≤ Nn(F)≤ Γ↓(F)≤ Γ(F) = 2.

If Γ(F) > 2, then F has a component with Grundy number at least 3. Thus, by Proposition 13 and Theo-
rem 26, we have Γ↓(F)≥ Nn(F)≥ Nn(T )≥ 3.

Corollary 28. Deciding whether a forest has Nash number (resp. diminishing Grundy number) 2 is polynomial-
time solvable.

We shall now see that for k ≥ 4, containing the binomial tree of order k does not necessarily imply that a
tree has Nash number at least k.

Proposition 29. Let k be an integer such that k ≥ 4.

(i) There is a tree Tk with Γ(Tk) = k and Nn(Tk)≤ Γ↓(Tk)≤ k−1.

(ii) There is a tree T ′k with Γ↓(T ′k ) = Γ(T ′k ) = k and Nn(T ′k )≤ k−1.

(iii) There is a forest Fk such that Nn(Fk) = Γ↓(Fk) = k and max{Nn(T ) | T component of Fk}≤max{Γ↓(T ) |
T component of Fk} ≤ k−1.

Proof. (i) Let u1,u2 be the two vertices of degree k−1 in Bk. Let v be the vertex of degree 2 in N(u1). By the
binomial tree structure, N(v) = {u1,w} with w a leaf. Now consider the tree Tk such that V (Tk) = V (Bk)∪ S
where S is a stable set of order 2k and E(Tk) = E(Bk)∪{xw | x ∈ S}. By definition, Bk is a subtree of Tk and Tk
does not contain Bk+1 because all its vertices except w have degree less than k. Hence Γ(Tk) = bin(Tk) = k.

Suppose for a contradiction that Tk admits a diminishing greedy k-colouring (S1, . . . ,Sk). All vertices in S
are twins, so, by Lemma 8, they are all in the same colour class. Now since |S|> |V (Tk)| we have S ⊆ S1. Let
sk be an element of Sk has degree k−1 because it has a neighbour in each Si, i ∈ [k−1]. Let sk−1 be one of its
neighbour in Sk−1. It also has degree k−1 because it has a neighbour in each Si, i ∈ [k−2] and it is adjacent
to sk. Moreover, the neighbours of w are all in S1 except possibly v. But in Tk the only two adjacent vertices of
degree k are u1 and u2 because k ≥ 4. Hence, either Sk = {u1} or Sk = {u2}.

Suppose now that Sk = {u1}. Since d(u1) = k−1, vertex u1 has exactly one neighbour in each Si, 1≤ i≤
k− 1. But since S ⊆ S1, we have w /∈ S1 and so v ∈ S1 because the colouring is greedy. Moreover, the leaf in
the neighbourhood of u1 is also in S1, a contradiction.

Suppose first that Sk = {u2}. Since the colouring is greedy, for each i∈ {1, . . . ,k−1} if x∈ Si∩N(u2), then
d(x)≥ i. Because the only vertex with degree at least k−1 in the neighbourhood of u2 is u1, we have u1 ∈ Sk−1.
Then u1 has exactly one neighbour in each Si for i ∈ {1, . . . ,k−2}∪{k}. We then obtain a contradiction, in the
same way as in the above paragraph.

Therefore Tk has no diminishing greedy k-colouring, and so Nn(Tk)≤ Γ↓(Tk)≤ k−1.
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(ii) Let u1,u2 be the two vertices of degree k− 1 in Bk. Let v be the vertex of degree 2 in N(u1). The
neighbour of v distinct from u1 is a leaf, say w.

Let T ′k be the graph obtained from Bk by adding a stable set S′ of 2k−3 vertices adjacent to w. Formally,
V (T ′k ) =V (Bk)∪S′, and E(T ′k ) = E(Bk)∪{xw | x ∈V ′}.

Clearly, Γ(T ′k ) = bin(T ′k ) = k, so Nn(T ′k )≤ Γ↓(T ′k )≤ k.

Let us first prove that Γ↓(T ′k ) = k. We shall construct a diminishing greedy k-colouring of T ′k . First take the
greedy colouring (W1, . . . ,Wk−2,u2,u1) of Bk. In this colouring, every leaf is in W1 and |W1|= 2k−2 = 2|W2|=
22|W3|= . . .= 2k−2|Wk−1|= 2k−2|Wk−1|. Hence (W1,W2∪V ′,W3, . . . ,Wk) is a clearly diminishing colouring of
T ′k because, by Proposition 24 (i), |W1|= 2k−2 = |W2∪V ′| and |Wi|= 2k−1−i for all 3≤ i≤ k−2. Moreover it
is a greedy colouring because every vertex in V ′ is neighbour of w and w ∈W1 as it is a leaf.

Now assume for a contradiction that T ′k has a Nash k-colouring σ = (S1, . . . ,Sk). Every vertex a ∈ Sk has
degree at least k−1 and has a neighbour in Si, i ∈ [k−1] of degree at least i. In particular, its neighbour b in
Sk−1 has degree at least k− 1. Since k ≥ 4, u1 and u2 are the only adjacent vertices of degree at least k− 1,
so either Sk = {u1} and u2 ∈ Sk−1 or Sk = {u2} and u1 ∈ Sk−1. In both cases, for all i ∈ [k− 2] let si be the
neighbour of u1 in Si. Since the colouring is greedy, si has degree at least i, and si 6= u2 since u2 ∈ Sk−1 ∪ Sk.
But for every i ∈ [k−2], v1 has exactly one neighbour of degree i by Proposition 24 (ii). Hence si is the unique
neighbour of u1 with degree i. In particular, v = s2, that is v ∈ S2. Hence v has a neighbour in S1, which
must be w because u1 ∈ Sk−1 ∪ Sk. Now every vertex of V ′ is adjacent to w and only w, so V ′ ⊆ S2. Hence
σ = (S1,S2 \V ′, . . . ,Sk) is a greedy colouring of Bk. Thus, by Proposition 24 (iii), S1 =W1 and S2 =W2∪V ′. In
particular, |S1|= |S2|. Let s1 be the leaf adjacent to v1. It is not adjacent to any element of W2∪V ′ so moving
s1 to S2 would be a elementary improvement of σ, a contradiction.

(iii) Let Fk be the disjoint union of two copies T1 and T2 of Tk. By (i), we have max{Nn(T ) |T component of Fk}≤
max{Γ↓(T ) | T component of Fk} ≤ k−1. Now let φ1 = (S1, . . . ,Sk) be the greedy k-colouring of T1 (it coin-
cides with the greedy k-colouring of Bk, and all vertices of S are coloured 2) and φ2 =(T1,T2) be the 2-colouring
of T2 such that |T1| ≥ |T2. One easily checks that the union of φ1 and φ2 is a Nash k-colouring of Fk. Thus
Nn(Fk) = Γ↓(Fk) = k.

However, as we now show the Nash number of a tree T cannot be much smaller than bin(T ).

Lemma 30. Let k ≥ 3 be an integer. Let T be a tree. If T contains Bk, then T has a Nash (k−1)-colouring.

Proof. Let T be a tree containing a copy B of Bk and let (U1, . . . ,Uk) be a greedy k-colouring of B. Note that
|Ui| = 2k−1−i for 1 ≤ i] ≤ k− 1 and |Uk| = 1. Let W2 (resp. W3) be the set of vertices of U1 that are adjacent
to a vertex in U2 (resp. U3) and let U ′1 = U1 \ (W2 ∪W3). Note that (U ′1,W2,W3) is a partition of U1. For each
component C of T −B, there is a unique vertex v ∈V (B) that has a neighbour in C. We say that C is attached
to v. Let F be the forest induced by the vertices in U2∪U3∪W2∪W3 and in the components of T −B attached
to a vertex in this set, let F ′ be the forest induced by the vertices in U ′1 and in the components of T −B attached
to a vertex in U ′1, and let F ′′ be the forest which is the union of the components of T −B attached to a vertex in⋃k

i=3 Ui.
Forest F has a bipartition (X ,Y ) such that U2 ∪W3 ⊆ X and U3 ∪W2 ⊆ Y . Let (X ′,Y ′) be an arbitrary

partition of F ′, and let (X ′′,Y ′′) be an arbitrary partition of F ′′.
Set S1 = X ∪ X ′ ∪ X ′′ , S2 = Y ∪Y ′ ∪Y ′′, and Si = Ui+1 for 3 ≤ i ≤ k− 1. The (k− 1)-colouring φ =

(S1, . . . ,Sk−1) may not be yet a Nash colouring. But it has the following properties:

(P1) min{|S1|, |S2|}> |S3|> |S4|> · · ·> |Sk−2|= |Sk−1|= 1;

(P2) for every i≥ 3, every vertex of Si has a neighbour in S j for all j ∈ [i−1];

(P3) every vertex in U3 ∪W2 has a neighbour in U2 ∪W3, and every vertex in U2 ∪W3 has a neighbour in
U3∪W2.

Those properties implies that one can only improve φ by either moving a vertex of S1 \ (U2 ∪W3) to S2 or
moving a vertex of S2 \ (U3∪W2) to S1. But then the resulting colouring will also have Properties (P1) – (P3).
Hence, by induction, any improvement of φ will have those properties. In particular, any Nash colouring which
is an improvement of φ is a Nash (k−1)-colouring.
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Lemma 30, Proposition 13 and the fact that Γ(F) = bin(F) for every forest immediately imply the follow-
ing.

Corollary 31. For every forest F, Γ(F)−1≤ Nn(F)≤ Γ↓(F)≤ Γ(F).

This immediately implies the following.

Corollary 32. Every forest is Nash-continuous.

5 Complexity
In this section, we prove some complexity results about the Nash number and the diminishing Grundy number.
All the NP-completeness proofs are reduction from 3-REGULAR 3-EDGE-COLOURABILITY, which is well-
known to be NP-complete [9]. In this problem, we are given a 3-regular graph and want to assign colours in
{1,2,3} to the edges of the graph in a way that edges sharing one endpoint are to be assigned distinct colours.

5.1 Chordal graphs
Let G be a 3-regular graph with n ≥ 5 vertices, where V (G) = {v1,v2, . . . ,vn} and E(G) = {e1, . . . ,em}. Let
IG be the vertex-edge incidence graph of G, that is the bipartite graph with vertex set V (IG) =V (G)∪E(G) in
which ei ∈ E(G) is adjacent to v j ∈V (G) if and only if vertex v j is an end-vertex of ei. We construct from IG
a new graph HG as follows. Start with IG. Add an edge between every pair of vertices of V (G), thus making
V (G) a clique in HG. Finally, for every vertex e ∈ E(G), add three new vertices xe,ye,ze and the three new
edges xeye,yee,zee so that the subgraph induced by {e,xe,ye,ze} is a copy B3(e) of B3.

Observe that |HG|= 4|E(G)|+ |V (G)|= 7n and ∆2(HG)=∆(HG)= n+2. In HG, V (G) is a clique and E(G)
is a stable set, so HG[V (G)∪E(G)] is a split graph, and so chordal. The vertices that are not in V (G)∪E(G)
belong to one of the binomial trees B3(e), so no induced cycle pass through one of these vertices and therefore
HG is chordal.

The key ingredient in the NP-completeness proofs is the following lemma.

Lemma 33. Let G be a 3-regular graph with n≥ 5 vertices. The following are equivalent :

(i) G admits a 3-edge-colouring ;

(ii) Γ(HG) = n+3 ;

(iii) Γ↓(HG) = n+3 ;

(iv) Nn(HG) = n+3.

Proof. We have Nn(HG)≤ dG(HG)≤ Γ(HG)≤ ∆2(HG)+1 = ∆(HG)+1 = n+3.

Assume G admits a 3-edge-colouring c of which in HG corresponds to a 3-colouring (S′1,S
′
2,S
′
3) of the

vertices in E(G) that uses colours {1,2,3}. We may assume, without loss of generality, that |S′1| ≥ |S′2| ≥ |S′3|.
Let φ be the (n+3)-colouring φ of HG defined as follows: φ(e) = c(e), for e∈E, and φ(vi) = i+3, for 1≤ i≤ n,
vi ∈V (G); if c(e) = 1 then φ(ye) = φ(ze) = 2 and φ(xe) = 1, if c(e) = 2 then φ(ye) = φ(ze) = 1 and φ(xe) = 2,
and if c(e) = 3 then φ(xe) = φ(ze) = 1 and φ(ye) = 2; φ(a) = 2 and φ(b j) = 1 for all j ∈ n+ 2+ k. It is easy
to check that φ is a greedy colouring. Moreover, setting Si = φ−1(i), |S1|> |S2|> |S3| (because each colour is
used in c) and |Si| = 1 for 4 ≤ i ≤ n+ 3. Therefore φ is a diminishing Nash (n+ 3)-colouring of HG. Hence
Nn(HG)≥ n+3, and so Γ(HG) = Γ↓(HG) = Nn(HG) = n+3.

Conversely, assume Γ(HG) = n+3. Let φ be a greedy (n+3)-colouring of HG. Then every vertex coloured
in {6, . . . ,n+3} has degree at least 5 and so must be in V (G). So every vertex coloured in {6, . . . ,n+3} must
be in V (G). Without loss of generality, we may assume that φ(vi) = i+3, for 3≤ i≤ n.

Claim 33.1. {φ(v1),φ(v2)}= {4,5}.
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Proof of claim. Suppose for a contradiction that 5 /∈ {φ(v1),φ(v2)}. Observe that vertex vi, 3 ≤ i ≤ n, has
neighbours coloured 4 and 5, as it is coloured i+3. Therefore vertex vn should be adjacent to a vertex e∈ E(G),
such that φ(e) = 5. But now e has at most 3 neighbours with colour in {1, . . . ,4}, a contradiction to φ(e) = 5.
Therefore, 5 ∈ {φ(v1),φ(v2)}.

Without loss of generality we may assume φ(v2) = 5. Suppose for a contradiction that φ(v1) 6= 4. Every
vertex in v ∈ {v2, . . . ,vn} should be adjacent to a vertex in e ∈ E(G) that is coloured 4. In turn, e is adjacent
to a vertex with colour 3. This vertex can only be v1, because every neighbour of e in B3(e)− e is coloured in
{1,2} since e is coloured 4. Hence e is adjacent to both v and v1, so vv1 was an edge of G. Hence, in G, v1 is
adjacent to all vertices of V \{v1}. This is a contradiction as G is cubic and has at least 5 vertices. ♦

Claim 33.1 implies that every vertex v ∈V (G) is coloured in {4, . . . ,n+3}. Therefore the three neighbours
of v in E(G) must be coloured with distinct colours in {1,2,3}. Therefore φ corresponds to a proper 3-edge-
colouring of G. This completes the proof.

Since HG is chordal, Lemma 33 directly implies that it is NP-complete to decide whether a chordal graph
satisfies γ(G) = γ2(G) for every parameters γ1 in {Nn,Γ↓,Γ} and γ2 in {∆2 +1,∆+1}. But we can obtain the
following slighlty more general statement.

Theorem 34. Let k be a fixed non-negative integer, let γ1 be a parameter in {Nn,Γ↓,Γ} and γ2 a parameter in
{∆2 +1,∆+1}.

Given a chordal graph G, deciding whether γ1(G)≥ γ2(G)− k is NP-complete.

Proof. Clearly, one can verify in polynomial time if a colouring is a Nash colouring, a diminishing greedy
colouring, or a greedy colouring, and so the problem is in NP. To show that it is also NP-complete, we present
a reduction from 3-REGULAR 3-EDGE-COLOURABILITY.

Let G be a 3-regular graph with n≥ 5 vertices. Let Dn,k be the graph defined by

V (Dn,k) = {a,b}∪{ai | i ∈ [n+2+ k]}∪{bi | i ∈ [n+2+ k]} and
E(Dn,k) = {ab}∪{aai | i ∈ [n+2+ k]} ∪{bbi | i ∈ [n+2+ k]}.

Let Hk be the disjoint union of HG and Dn,k. This graph is chordal and ∆2(Hk) = ∆(Hk) = n+2+ k.
Observe that Γ(Dn,k) = 2. Thus

γ1(Hk)≤ Γ(Hk) = max{Γ(HG),Γ(Dn,k)}= Γ(HG)≤ ∆(HG)+1 = n+3 = γ2(Hk)− k.

Moreover, by Proposition 13, we have γ1(Hk)≥ γ(HG). Hence, by Lemma 33, G admits a 3-edge-colouring if
and only if γ1(Hk) = γ1(HG) = n+3 = γ2(Hk)− k.

Theorem 35. Let γ be a parameter in {Nn,Γ↓}. Given a chordal graph G, deciding whether γ(G) = Γ(G) is
NP-complete.

Proof. We give a reduction from 3-REGULAR 3-EDGE-COLOURABILITY.
Let G be a 3-regular graph with n vertices. Let s = |HG|.
Let N be the graph obtained from the disjoint union of the complete graphs K j

i for i ∈ [n+ 1] and j ∈ [2]
where K j

i has order i. For i ∈ [n+ 1] and j ∈ [2], pick a vertex v j
i of K j

i . Add two new vertices u1 and u2,
connect them with an edge, and for j ∈ [2] add edges between u j and all v j

i , i ∈ [n+1]. Finally, add a stable set
S of size s+(n+1)(n+2)+3 and connect all its vertices to w, the vertex of K1

2 distinct from v1
2. This graph is

clearly chordal.
By Lemma 8, in any greedy colouring of N the vertices of S are coloured the same. Hence at most n+ 2

colours appear in the neighbourhood of each vertex. Thus Γ(N)≤ n+3. Now taking an i-colouring of each K j
i

such that v j
i is coloured i, colouring the vertices of S by 2, and colouring u2 with n+ 2 and u1 with n+ 3, we

obtain a greedy (n+3)-colouring of N. Thus Γ(N) = n+3.

Let L be the disjoint union of N and HG. It is chordal because N and HG are chordal. Moreover Γ(L) =
max{Γ(H),Γ(HG)} = n+ 3 because Γ(HG) ≤ ∆(HG) + 1 = n+ 3. We now prove that G admits a 3-edge-
colouring if and only if γ(L) = Γ(L).

Assume first that γ(L) = Γ(L). Then L admits a diminishing greedy (n+ 3)-colouring φ = (S1, . . . ,Sn+3).
By Lemma 8, S is included in one of the S j. Since |S|= s+(n+1)(n+2)+3 > |V (L)\S|, necessarily S⊆ S1.
Thus w /∈ S1, because w is adjacent to the vertices of S.
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Let sn+3 be a vertex in Sn+3. It has degree at least n+2 because it has a neighbour in each Si, i∈ [n+2]. Let
sn+2 be one of its neighbour in Sn+2. It also has degree n+2 because it has a neighbour in each Si, i ∈ [n+1]
and it is adjacent to sn+3.

Assume for a contradiction that sn+3 is in N. Since u1 and u2 is the only pair of adjacent vertices of degree
at least n+ 2, we necessarily have {sn+3,sn+2} = {u1,u2}. Now, because these vertices have degree exactly
n+2, they have exactly one neighbour in each Si for all i∈ [n+1]. But v1

1 ∈ S1 because its unique neighbour u1
is in Sn+3∪Sn+2 and v2

1 is also in S1 because its two neighbours w and u1 are not in S1. This is a contradiction.
Therefore sn+3 is in HG, and thus the restriction of φ to HG is a greedy (n+ 3)-colouring. Hence, by

Lemma 33, G admits a 3-edge-colouring.
Conversely, assume that G admits a 3-edge-colouring. By Lemma 33, γ(HG) = n+ 3. Thus, by Proposi-

tion 13, γ(L)≥ γ(HG) = n+3, and so γ(L) = n+3 = Γ(L).

5.2 Split graphs
Recall that a split graph is a graph G such that its vertex set can be partitioned V (G) = (X ,Y ) such that X is a
clique and Y a stable set. From [7], we know that Γ(G)≤ ω(G)+1, whenever G is a split graph.

Proposition 36. Let G be a split graph with bipartition (K,S) with K a clique of size ω(G) and S a stable set.
Then the following assertions are equivalent:

(i) Nn(G) = ω(G)+1.

(ii) Γ↓(G) = ω(G)+1.

(iii) Γ(G) = ω(G)+1.

(iv) Every vertex of K has a neighbour in S.

Proof. As Nn(G)≤ Γ↓(G)≤ Γ(G)≤ ω(G)+1, (i)⇒ (ii)⇒ (iii).
Assume that every vertex of K has a neighbour in S. Then |S| ≥ 2, because K ∪{s} is not a clique since

|K| = ω(G). Set p = ω(G) and let K = {v1, . . . ,vp}. Then (S,{v1}, . . . ,{vp}) is a diminishing Nash (p+ 1)-
colouring of G. Hence (iv)⇒ (i).

Assume now that G has a greedy (ω(G)+ 1)-colouring φ. Let k be the colour of [ω(G)+ 1] such that no
vertex of K is coloured k. Let Y ⊆ S be the set of vertices coloured k. Let x be a vertex of K. If φ(x)> k, then
x has a neighbour in Y , so a neighbour in S. If φ(x) < k, then x is the unique vertex of K coloured φ(x). Now
consider a vertex y ∈ Y . It has a neighbour coloured φ(x) which is in K, and thus is necessarily x. Hence x has
a neighbour in Y , and so in S. Therefore (iii)⇒ (iv).

Proposition 36 directly implies the following two corollaries

Corollary 37. If G is a split graph, then Nn(G) = Γ↓(G) = Γ(G).

Corollary 38. The Nash number (resp. diminishing Grundy number, Grundy number) of a split graph can be
computed in polynomial time.

5.3 Bipartite Graphs
We now prove the NP-hardness of computing the Nash number of a bipartite graph in a similar way to chordal
graphs. In order to do so, we shall construct a bipartite graph graph JG which plays a similar role to HG.

Recall that Mp is graph obtained from the bipartite complete graph (A,B) such that A = {u1, . . . ,up} and
B= {v1, . . . ,vp} by deleting the edges uivi for all i∈{1, . . . , p}. The canonical colouring of Mp is the colouring
c such that c(ui) = c(vi) = i for all i ∈ [p]. This is clearly a Nash colouring of Mp.

Let G be a 3-regular graph with n− 3 vertices. Set V (G) = {v4,v5, . . . ,vn} and E(G) = {e1, . . . ,em}. Let
IG be the vertex-edge incidence graph of G, that is the bipartite graph with vertex set V (I) = V (G)∪E(G) in
which an edge of G is adjacent to its two endvertices.

We construct from IG a new bipartite graph JG as follows. For each vertex ei ∈ E(G), we add a copy M3(ei)
of M3 and identify one of its vertices with ei. We add a new vertex w adjacent to all the vertices of V (G).
We add copies Mw

1 , Mw
2 , Mw

3 , Mw
n+1,n+1 of K1, K2, M3, Mn+1 and we choose arbitrary vertices v1, v2, v3, vn+1

respectively from each copy and add the edges v1w, v2w, v3w, vn+1w. Finally, for every 5 ≤ i ≤ n, we do the
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Figure 1: The graph JG of the reduction in Theorem 40
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following: for every 4≤ j≤ i−1, we add a copy Mi
j of M j, choose an arbitrary vertex vi

j of it and add the edge
vivi

j. See Figure 1.
Observe that:

(i) dJG(w) = n+1,

(ii) dJG(vi) = 1+(i−1) = i , for 4≤ i≤ n+1.

(iii) dJG(e j) = 4, for 1≤ j ≤ m, since ei has two neighbours in I and two in M3(ei).

(iv) dJG(v
i
j) = j, for 5≤ i≤ n and 4≤ j < i, since a vertex in Mi

j has degree j−1 and vi
j is adjacent to vi.

(v) ∆2(JG) = ∆(JG) = n+1 and the only vertices with degree n+1 are w and vn+1.

We shall now prove a Lemma which is an analogue to Lemma 33.

Lemma 39. Let G be a 3-regular graph with n vertices. The following are equivalent :

(i) G admits a 3-edge-colouring ;

(ii) Γ(JG) = n+2 ;

(iii) Γ↓(JG) = n+2 ;

(iv) Nn(JG) = n+2.

Proof. Assume first G has a 3-edge-colouring φ. For every 1 ≤ i ≤ m, we colour M3(ei) with the canonical
colouring such that ei is coloured φ(ei). Then in IG every vertex in V (G) has one neighbour of each colour in
{1,2,3}.

For each 4 ≤ j < i ≤ n, we colour Mi
j with the canonical colouring such that vi

j is coloured j. We extend
the union of these colourings to vi, 4≤ i≤ n, so that vi is coloured i.

Next, we colour v1 with 1, v2 with 2 and its neighbour in Mw
2 with 1, and for j ∈ {3,n+1}, we colour Mw

j
with the canonical colouring such that v j is coloured j. We colour w with n+2.

It is simple matter to check that this colouring is a greedy colouring of JG. Moreover, since canonical
colourings of Mk contains exactly 2 vertices coloured i for all 1 ≤ i ≤ k, and there are more copies of Mi than
M j when i < j, we clearly have |Si| < |S j| for all 1 ≤ j ≤ n+ 2. Hence this is a Nash colouring with n+ 2
colours, so Nn(JG) ≥ n+ 2. Thus Nn(JG) = Γ↓(JG) = Γ(JG) = n+ 2 because Nn(JG) ≤ Γ↓(JG) ≤ Γ(JG) ≤
∆(JG)+1 = n+2.

Assume now that JG admits a greedy (n+2)-colouring c.

Claim 39.1. {c(w),c(vn+1)}={n+1,n+2}

Proof of claim. Let x be a vertex such that c(x) = n+2. Vertex x must have one neighbour coloured with each
of the other n+ 1 colours and so d(x) ≥ n+ 1. Its neighbour y coloured n+ 1 must also have degree at least
n+1: a neighbour of each colour in [n] and x.

Hence, by Observation (v), {x,y}= {w,vn+1}. ♦

Claim 39.2. For 1≤ i≤ n, c(vi) = i.

Proof of claim. By Claim 39.1, {c(w),c(vn+1)} = {n+1,n+2}. Since dH(w) = n+1, w has one neighbour
coloured i, for each 1 ≤ i ≤ n. A neighbour of w which is coloured n must have degree at least n. So, by
Observation (ii), it must be vn. And so on, by decreasing induction, we show that c(vi) = i, for 1≤ i≤ n. ♦

We now prove that c induces a proper 3-edge-colouring of G.
Consider vertex vi, 4≤ i≤ n. By Claim 39.2, it is coloured i, and by Observation (ii) it has degree i. Since

it is adjacent to w, which by Claim 39.1 has a colour greater than i, there are only i−1 vertices remaining for
the other i− 1 colours. So, vi has exactly one neighbour coloured j, for each 1 ≤ j ≤ i− 1 and therefore the
three edges incident to vi in G, which are adjacent to vi in I, have different colours. Furthermore, for 1≤ i≤m,
the edge vertex ei has at most two neighbours in JG with a colour at most 3. Thus, c(ei) ∈ {1,2,3}.
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Theorem 40. Let k be a fixed non-negative integer, let γ1 be a parameter in {Nn,Γ↓,Γ} and γ2 a parameter in
{∆2 +1,∆+1}.

Given a bipartite graph G, deciding whether γ1(G)≥ γ2(G)− k is NP-complete.

Proof. The problem is in NP because a Nash colouring using ∆(G)+ 1− k colours is a certificate. To show
that it is also NP-complete, we present a reduction from 3-REGULAR 3-EDGE-COLOURABILITY, which is
NP-complete [9].

Let Jk be the disjoint union of JG and the graph Dn−1,k defined in the proof of Theorem 34. This graph is
bipartite and ∆2(Jk) = ∆(Jk) = n+2+ k.

Since Γ(Dn−1,k) = 2, we have

γ1(Jk)≤ Γ(Jk) = max{Γ(JG),Γ(Dn−1,k)}= Γ(JG)≤ ∆(JG)+1 = n+2 = γ2(Jk)− k

. Moreover, by Proposition 13, we have γ1(Jk)≥ γ(JG). Hence, by Lemma 39, G admits a 3-edge-colouring if
and only if γ1(Jk) = γ1(JG) = n+2 = γ2(Jk)− k.

As a corollary to Theorem 40, it is NP-hard to compute the Nash number of a bipartite graph.

Corollary 41. Given a bipartite graph G and an integer k, it is NP-complete to decide whether Nn(G)≥ k.

Theorem 42. Let γ be a parameter in {Nn,Γ↓}. Given a bipartite graph G, deciding whether γ(G) = Γ(G) is
NP-complete.

Proof. We give a reduction from 3-REGULAR 3-EDGE-COLOURABILITY.
Let G be a 3-regular graph with n vertices. Let s = |JG|.
Let F be the graph obtained from the complete bipartite graph Ks+3n+4,n+1 with bipartition (A,B) where

A = {ai | i ∈ [s+3n+4]} and B = {bi | i ∈ [n+1]} by removing the edge aibi for all i ∈ [n+1]. Let A′ = {ai |
i ∈ [n+1]} and A∗ = A\A′.

Let L be the disjoint union of F and JG.
By Lemma 8, in any greedy colouring the vertices of A∗ are coloured the same. Hence at most n+ 1

colours appear in the neighbourhood of each vertex. Thus Γ(F)≤ n+2. Now ({a1,b1}, . . . ,{an+1,bn+1},A∗)
is a greedy (n+ 2)-colouring. So Γ(F) = n+ 2. Thus Γ(L) = max{Γ(F),Γ(JG)} = n+ 2 because Γ(JG) ≤
∆(JG)+1 = n+2.

We now prove that G admits a 3-edge-colouring if and only if γ(L) = Γ(L).
Assume first that γ(L) = Γ(L). Then L admits a diminishing greedy (n+ 2)-colouring (S1, . . . ,Sn+2). By

Lemma 8, A∗ is included in one of the S j. Since |A∗| = s+ 2n+ 3 > s+ 2n+ 2 = |V (L) \A∗|, necessarily
A∗ ⊆ S1. Therefore, no vertex of B is in S1, and thus A ⊆ S1 because N(a) ⊆ B for every a ∈ A. Now every
vertex b of B must be in S2 because N(b) ⊆ A ⊆ S1. It follows that (S1 \A,S2 \B,S3, . . . ,Sn+2) is a greedy
(n+2)-colouring of JG. Hence, by Lemma 39, G admits a 3-edge-colouring.

Conversely, assume that G admits a 3-edge-colouring. By Lemma 39, γ(JG) = n+ 2. Thus, by Proposi-
tion 13, γ(L)≥ γ(JG) = n+2, and so γ(L) = n+2 = Γ(L).

5.4 Testing upper bounds based on ω and χ in general graphs
We end this section by showing the following NP-hardness result.

Theorem 43. Let k be a fixed non-negative integer, let γ1 ∈ {ω,χ} and let γ2 ∈ {Nn,Γ↓,Γ}. Deciding whether
a given graph G satisfies γ2(G)≤ γ1(G)+ k is NP-hard.

Proof. To show that it is NP-hard, we present a reduction from 3-REGULAR 3-EDGE-COLOURABILITY, which
is NP-complete [9].

Let J′k be the disjoint union of JG and the complete graph Kn−k+2 on n− k+2 vertices. We have γ1(J′k) =
max{γ1(JG),γ1(Kn−k+2)}= max{2,n− k+2}= n− k+2.

Since Γ(Kn−k+2) = n− k+2, we have

γ2(J′k)≤ Γ(J′k) = max{Γ(JG),Γ(Kn−k+2)} ≤max{∆(JG)+1,n− k+2}= n+2 = γ1(J′k)− k.

Moreover, by Proposition 13, we have γ2(J′k)≥ γ2(JG). Hence, by Lemma 39, G admits a 3-edge-colouring if
and only if γ2(J′k) = γ2(JG) = n+2 = γ1(J′k)− k.
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Remark 44. If γ1 = χ, then deciding whether a given graph G satisfies γ2(G)≤ γ1(G)− k is co-NP-complete.
Indeed a k1-colouring of G and a Nash k2-colouring (resp. a diminishing greedy k2-colouring) if γ2 = Nn (resp.
γ2 = Γ↓), with k2 > k1 + k is a certificate for γ2(G)> χ(G)+ k. So the problem is in co-NP.
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