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Mean Field and Refined Mean Field Approximations for
Heterogeneous Systems: It Works!

SEBASTIAN ALLMEIER and NICOLAS GAST, Inria, France and Univ. Grenoble Alpes, France

Mean field approximation is a powerful technique to study the performance of large stochastic systems

represented as 𝑛 interacting objects. Applications include load balancing models, epidemic spreading, cache

replacement policies, or large-scale data centers. Mean field approximation is asymptotically exact for systems

composed of 𝑛 homogeneous objects under mild conditions. In this paper, we study what happens when objects

are heterogeneous. This can represent servers with different speeds or contents with different popularities. We

define an interaction model that allows obtaining asymptotic convergence results for stochastic systems with

heterogeneous object behavior, and show that the error of the mean field approximation is of order 𝑂 (1/𝑛).
More importantly, we show how to adapt the refined mean field approximation, developed by the authors of

[14], and show that the error of this approximation is reduced to 𝑂 (1/𝑛2). To illustrate the applicability of

our result, we present two examples. The first addresses a list-based cache replacement model, RANDOM(𝑚),

which is an extension of the RANDOM policy. The second is a heterogeneous supermarket model. These

examples show that the proposed approximations are computationally tractable and very accurate. They also

show that for moderate system sizes (𝑛 ≈ 30) the refined mean field approximation tends to be more accurate

than simulations for any reasonable simulation time.

CCS Concepts: • Mathematics of computing→ Stochastic processes; Ordinary differential equations.

Additional KeyWords and Phrases: mean field approximation; mean field models; Markov population processes;

mean estimation; heterogeneity

1 INTRODUCTION
Mean field approximationmethod is a widely used tool to analyze large-scale and complex stochastic

models composed of interacting objects. The idea of the approximation is to assume that objects

within the system evolve independently. Following this assumption, interactions of objects in the

system are approximated by a “mean” behavior, which allows to model the system’s evolution as a

set of deterministic ordinary differential equations. Mean field approximation finds widespread

use in fields such as epidemic spreading [10, 29], load balancing strategies [28, 30], caching [15] or

SSDs [33]. Building on this approximation, a refined mean field approximation is introduced in

[14, 16] that greatly improves the accuracy of mean field approximations for populations of 𝑛 = 10

to 𝑛 = 100 objects. The popularity of mean field approximation lies in the ease of defining and

solving the differential equations as well as the increasingly high accuracy for large systems.

Most of the theoretical work, however, has been done for systems where the interacting objects

have homogeneous transitions, as for density-dependent population processes of Kurtz [26], or can

be clustered into a finite number of groups with similar statistical behavior. Yet, in many models,

heterogeneity plays an important role. This is particularly relevant to model caches, where object

popularities vary broadly among contents, or epidemic spreading, where variations of sensibility

among agents can greatly influence the long-term dynamics and vaccination strategies [18]. Using

a finite number of clusters with homogeneous behavior simplifies the underlying models and

essentially ignores the actual heterogeneity. Up to now, there are virtually no fully heterogeneous

models with theoretical guarantees on why mean field approximation is a valid technique.

In this paper, we generalize the notion of mean field approximation and refined mean field

approximation to stochastic systems composed of 𝑛 heterogeneous objects and show that similar
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asymptotic results as for the homogeneous case hold. For such a system, we show that it is possible

to construct a set of ordinary differential equations (ODEs) which approximate P (𝑆𝑘 (𝑡) = 𝑠), the
probability for an object 𝑘 to be in a state 𝑠 at time 𝑡 . This can be used to approximate the expectation

of a function of the state of an object (such as the average queue length in a queuing system).

To give some intuition, the way we construct our approximations is to consider a scaled model

with 𝐶 identical copies of each object. This allows one to define the mean field approximation

𝑥 (𝑘,𝑠) (𝑡) and a 1/𝐶-expansion term 𝑣 (𝑘,𝑠) (𝑡) defined in [14]. These approximations are shown in [14]

to be asymptotically accurate as the number of copies𝐶 goes to infinity. As the fully heterogeneous

system corresponds to having one copy, the heuristic reasoning is then to apply the approximation

with 𝐶 = 1. Up to now, there was no theoretical foundation on why this should work because all

results assume that the number of copies 𝐶 goes to infinity.

We provide the first rigorous justification of the validity of this approach. The main contribution

of our paper is to show that if 𝑥 (𝑘,𝑠) (𝑡) is the mean field approximation and 𝑣 (𝑘,𝑠) (𝑡) is the expansion
term defined in [14], then

P (𝑆𝑘 (𝑡) = 𝑠) = 𝑥 (𝑘,𝑠) (𝑡) +𝑂 (1/𝑛),
P (𝑆𝑘 (𝑡) = 𝑠) = 𝑥 (𝑘,𝑠) (𝑡) + 𝑣 (𝑘,𝑠) (𝑡) +𝑂 (1/𝑛2).

As an important corollary, if the system is composed of 𝐶 copies of 𝑛 heterogeneous objects, we

then have P (𝑆𝑘 (𝑡) = 𝑠) = 𝑥 (𝑘,𝑠) (𝑡) + (1/𝐶)𝑣 (𝑘,𝑠) (𝑡) +𝑂 (1/(𝐶𝑛)2). This shows that the accuracy of

the mean field and refined mean field approximation does not depend on the level of heterogeneity

of the system but only on the total number of objects (being 𝑛 or 𝑛𝐶).

To do so, we develop a heterogeneous interaction model in which each object changes state either

unilaterally or by interacting with 𝑑 − 1 other objects. The main assumption that we make in our

model is that the rate at which a given tuple of 𝑑 individuals interact scales as 𝑂 (1/𝑛𝑑−1). As there
are 𝑂 (𝑛𝑑 ) such tuples, this guarantees a uniform bound on the interactions between tuples. This

model covers an extensive range of models with pairwise interactions, such as infection models,

load balancing strategies, or cache replacement policies. These approximations can be computed

by solving a differential equation that can be easily integrated numerically. For the mean field

approximation, the number of variables grows linearly with the number of different objects 𝑛.

For the refined approximation, it grows quadratically with 𝑛. Our proposed framework naturally

extends mean field models for homogeneous population processes and the results are comparable

with [13, 26, 36]. Our approach does not assume any homogeneity in the system and does not

cluster objects into a finite number of classes. Hence, it can be applied to interacting systems where

all objects are different.

To illustrate our results, we provide two examples that show how the mean field and refined mean

field approximation can be applied. They also show that the hidden constants in the 𝑂 (1/𝑛) and
𝑂 (1/𝑛2) error terms given by the theorems are small in practice. Our first example is a list-based

cache replacement algorithm studied in [15] consisting of 𝑛 objects whose popularities follow a

Zipf-like distribution. We study how the cache popularities depend on the replacement policy for

the transient and steady-state regime. For transient results, we compare the mean field and refined

mean field approximation with simulations, which indicates that the refined mean field provides

a significant improvement of accuracy. The results are even more striking for the steady-state

regime for which it is possible to compute the exact steady-state distribution if the system size is

small. This allows us to compare the accuracy of the two approximations and the simulation to the

exact value. We observe that, for any reasonable computational power, the confidence intervals

provided by the simulation are higher than the error of the refined mean field approximation as

soon as 𝑛 exceeds a few tens. In a second example, we apply the approximation techniques to a
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heterogeneous two-choice load balancing model. The heterogeneity in the model is introduced by

considering varying server rates. As for the previous examples, we give a full description justifying

the use of the mean field models and show by numerical computation that the obtained results

confirm the theoretical statements. Numerical calculations for values such as the average queue

length and queue length tail distribution are given. We also compare the approximation results to a

homogeneous variant of the system where the server rates are set to the average server rate of the

heterogeneous model. This shows that, as expected, taking heterogeneity into account strikingly

improves the accuracy of the results. For both examples, we adapt numerical methods from the

toolbox developed by [1], which allowed us to implement and solve the differential equations with

relative ease.

Roadmap. The remainder of this paper is organized as follows. We describe more related work in

Section 2. We introduce the heterogeneous interaction model in Section 3. We define and study the

accuracy of the approximation in Section 4. This section contains the main results of the paper. We

present the two numerical examples in Section 5. The proofs are given in Section 6. Finally, we

conclude in Section 7. Some technical lemmas are postponed to the appendix.

2 RELATEDWORK
Generator and Stein’s method. Our paper builds on the recent line of work regarding the use of

Stein’s method [31]. This method allows one to estimate precisely the distance between two random

variables by looking at the distance between the generators of two related stochastic systems. This

method has seen a resurgence of interest in the stochastic network community since the work of

[4, 5]. There is still an active development in this area. For instance, this method has been used

to develop higher-order diffusion approximations [3, 6]. It is used in [23] to develop a normal

approximation of a heterogeneous discrete time population process. One of the key differences

between our work and theirs is that the two aforementioned papers consider one-dimensional

processes (i.e., the state of each object of the system is either 0 or 1), and the extension to more

complex dynamics is not direct, at least from a computational point of view. One contribution of

our work is to demonstrate how to deal with multiple states, by changing the state representation.

Refined mean field methods. Stein’s method has been successfully used to study the accuracy

of mean field methods in [13, 25, 36, 37]. These works show that the accuracy of the mean field

approximation is 𝑂 (1/𝑛) for a system with 𝑛 homogeneous objects. By using an expansion of the

generator, these results have been extended in [14, 16] to propose what the authors called a refined
mean field approximation, that is similar to the system size expansion introduced in mathematical

biology [19, 20, 34].

In fact, there exists a close link between the refined approximation that we propose in the paper

and the approach of [14, 16]. Since the results of [14, 16] only apply to systems composed of

homogeneous objects, let us consider a hypothetical model composed of 𝐶 identical copies of each

of the 𝑛 object, and let us denote by 𝑋
[𝐶 copies]
(𝑘,𝑠) (𝑡) the number of copies of the object 𝑘 that are in

state 𝑠 at time 𝑡 . By [14, 16], there exists a constant 𝑣 (𝑘,𝑠) (𝑡) such that

E
[
𝑋

[𝐶 copies]
(𝑘,𝑠) (𝑡)

]
= 𝑥 (𝑘,𝑠) (𝑡) +

1

𝐶
𝑣 (𝑘,𝑠) (𝑡) +𝑂 (1/𝐶2). (1)

Since our original model corresponds to 𝐶 = 1, the rationale behind our approximation is to use

𝑥 (𝑘,𝑠) (𝑡) as a first order approximation and 𝑥 (𝑘,𝑠) (𝑡) + 𝑣 (𝑘,𝑠) (𝑡) as the refined approximation. Yet,

this is no a priori guarantee of why 𝑂 (1/𝐶2) should be small for 𝐶 equal to one. As a key technical

contribution, our paper gives the theoretical foundation of this method. This requires to overcome

several difficulties, that are our main contributions compared to the aforementioned papers:
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(1) We define an interaction model that can be dealt with by bounding the interaction rates.

(2) A key idea of our work is to use the indicators 𝑋𝑘,𝑠 (𝑡) ∈ {0, 1} and not the proportion of

objects in a given state. This allows us to construct the expansion terms and do the proofs.

(3) Similar to previous works [13, 25, 35], we use generators to reduce the analysis of the mean

field error to the study of the sensibility of an ODE with respect to its initial conditions

(Section 6.2). The extra difficulty in our case is to carefully analyze the remainder terms:

while to analyze (1), the error is a finite sum of 𝑂 (1/𝐶) terms, here we have a sum of 𝑛 (or

𝑛2
) terms, some of them being of order𝑂 (1/𝑛2) and others being of order𝑂 (1/𝑛3). Dealing

with all these different cases requires quite some care and is the subject of Appendix D.

Note that to study heterogeneous population models, it is quite common to assume that there are

𝑛 classes with 𝐶 copies of the same objects of class 𝑘 ∈ {1 . . . 𝑛}. This has been used for instance to

study load-balancing strategies [30] or cache replacement policies [22, 32]. Our approach generalizes

such methods as we assume that the objects can be fully heterogeneous. This is for instance what

is used in replica models [2, 27].

Heterogeneous populations and caches. In the performance evaluation community, heterogeneous

population models are very common when studying cache replacement policies, where the popu-

larity of objects is typically assumed to follow a Zipf-like distribution. As the dynamics of caches

are intrinsically complicated, many mean field like approximations have been proposed, such as

the famous TTL-approximation of [11] (sometimes misleadingly called the Che-approximation

after it was rediscovered in [8]) or fixed-point approximation like [9]. Theoretical support exists to

prove that these approximations are asymptotically correct [12, 15, 24].

The generic method that we propose in this paper has two advantages: First, we prove that

the accuracy of the mean field method is 𝑂 (1/𝑛) whereas the above papers only obtain bounds

in 𝑂 (1/
√
𝑛). Second, we develop a refined approximation that can greatly improve the accuracy

compared to the cited method, at the price of being computationally more expensive.

In particular, our result applies directly to the cache replacement model of [15] in which a mean

field approximation for the RAND(m) policy is derived. This paper also contains a theorem that

shows that the mean field approximation is 𝑂 (1/
√
𝑛)-accurate. Yet, we do not think that the proof

of the main result of [15] is correct because of the use of a martingale inequality combined with

the infinite-norm (and not a 𝐿2-norm). More precisely, we believe that the problem in their proof

is just below their Equation (13) when Lemma 1(ii) is used. What their Lemma 1 implies is that

𝑀 (𝑡) is a Martingale such that E
[
∥𝑀 (𝑡 + 1) −𝑀 (𝑡)∥2

]
≤ 𝑐 . This is used below their Equation (13)

to imply that E
[
∥𝑀 (𝑡)∥2

]
≤ 𝑐𝑡 . The problem is that this is true if the norm ∥𝑀 ∥ is a 𝐿2 norm (or

any norm that can be written as a scalar product ∥𝑀 ∥2 = ⟨𝑀,𝑀⟩ ) but not if ∥𝑀 ∥ it is a supremum

norm. The norm used in [15] is a supremum norm and we do not believe it can be derived from a

scalar product. The approach that we take in this paper is radically different as we work with a

comparison of generators. This allows us to correct the proof of [15] by obtaining a tighter bound.

Note that we do not claim that their result is false, but only that the proof is false. We explain in

Appendix C.2 that their result is a consequence of ours (and that our results give a finer bound).

3 THE HETEROGENEOUS POPULATION MODEL
3.1 Interaction Model
We consider a population model composed of 𝑛 interacting objects. Each object evolves in a finite

1

state space S. The state of the 𝑘-th object at time 𝑡 is denoted by 𝑆
(𝑛)
𝑘

(𝑡) ∈ S and the state

1
The fact that objects share the same state space is done without loss of generality as we do not assume that Markov chains

are irreducible.
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of the system at time 𝑡 is given by S(𝑛) (𝑡) = (𝑆 (𝑛)
1

(𝑡), . . . , 𝑆 (𝑛)𝑛 (𝑡)) ∈ S𝑛
. We assume that the

stochastic process S(𝑛) = (S(𝑛) (𝑡))𝑡 ≥0 is a continuous time Markov chain (CTMC) whose transitions

are the results of interactions between objects. More precisely, we assume for any tuple of 𝑑

objects k = (𝑘1, .., 𝑘𝑑 ), that these objects jump simultaneously2 from their states s = (𝑠1, . . . , 𝑠𝑑 ) to
s′ = (𝑠 ′

1
, . . . , 𝑠 ′

𝑑
) ≠ (𝑠1, . . . , 𝑠𝑑 ) at rate 1

𝑑𝑛𝑑−1
𝑟
(𝑛)
k,s→s′ . All such interactions occur independently. We

also assume that 𝑑 ≤ 𝑑max is a constant independent of 𝑛, i.e., the maximal amount of interacting

objects does not scale with the system size.

Throughout the paper, we will refer to such a model as a heterogeneous population model. Note
that while a transition can affect up to 𝑑max objects, all the examples studied in the paper will be

with 𝑑max = 2 for which there are two types of transitions:

• 𝑑 = 1: An object jumps without interacting with others. We call this a unilateral transition.

• 𝑑 = 2: Two objects interact. We call it a pairwise interaction.

The critical assumption of our model is that the interactions between 𝑑 objects scale as 𝑂 ( 1

𝑛𝑑−1
).

In particular, the rates of unilateral transitions scale like 𝑂 (1) and the one of pairwise interactions

like 𝑂 (1/𝑛). This 1/𝑛𝑑−1
factor is here because there are 𝑂 (𝑛𝑑−1) tuples of 𝑑 objects. Hence, our

condition implies that the total rate of transitions is 𝑂 (𝑛) and that one tuple cannot have much

higher rates than other tuples.

To simplify notations, we assume that for any permutation 𝜎 of the set {1 . . . 𝑑}, the rate satisfy
𝑟
(𝑛)
𝑘1,...,𝑘𝑑 ,(𝑠1,...,𝑠𝑑 )→(𝑠′

1
,...,𝑠′

𝑑
) = 𝑟

(𝑛)
𝑘𝜎 (1) ,...,𝑘𝜎 (𝑑 ) ,(𝑠𝜎 (1) ,...,𝑠𝜎 (𝑑 ) )→(𝑠′

𝜎 (1) ,...,𝑠
′
𝜎 (𝑑 ) )

. This does not imply that objects

are homogeneous but should be seen at a notation artifact. An alternative notation would be to

consider tuples such that 𝑘1 < 𝑘2 < · · · < 𝑘𝑑 and to multiply all rates by 𝑑!. This would lead to the

same model but at the price of heavier notations.

3.2 State Representation
The key element of our analysis is to use an alternative, binary based, representation of the state

space. For an object 𝑘 ∈ {1 . . . 𝑛} and a state 𝑠 ∈ S, we define 𝑋 (𝑛)
(𝑘,𝑠) (𝑡) as

𝑋
(𝑛)
(𝑘,𝑠) (𝑡) = 1{𝑆 (𝑛)

𝑘
(𝑡 )=𝑠 } :=

{
1 if object 𝑘 is in state 𝑠 at time 𝑡,

0 otherwise.

The state of the system is described by X(𝑛) (𝑡) = (𝑋 (𝑛)
(𝑘,𝑠) (𝑡))𝑘∈{1...𝑛},𝑠∈S with X (𝑛) ⊂ {0, 1}𝑛×|S |

being the set of attainable states for X(𝑛) = (X(𝑛) (𝑡))𝑡 ≥0. In particular, for all x ∈ X (𝑛)
, one has∑

𝑠∈S 𝑥 (𝑘,𝑠) = 1 which follows from the fact that an object can only be in one state at any time.

The notation X(𝑛)
is less compact than the original representation S(𝑛) but will allow for an easier

definition of the mean field and refined mean field approximation.

The transitions of the model can all be expressed in terms of X(𝑛)
. Let e(𝑛)(𝑘,𝑠) denote a matrix of

size 𝑛 × |𝑆 | whose (𝑘, 𝑠) component is equal to 1, all others being equal to 0. If object 𝑘 transitions

from state 𝑠 to state 𝑠 ′, X(𝑛)
changes into X(𝑛) + e(𝑛)(𝑘,𝑠′) − e(𝑛)(𝑘,𝑠) . Hence, expressed as a function of

2
Note that for the transitions caused by interactions, we do not impose that all objects jump: we may have 𝑠𝑖 = 𝑠′

𝑖
, 𝑖 ∈

{1, . . . , 𝑑 } in which case some objects keep their state.
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X(𝑛)
, the process X(𝑛)

jumps to (for 𝑘1, 𝑘2, . . . ∈ {1 . . . 𝑛} and 𝑠1, 𝑠
′
1
, 𝑠2, 𝑠

′
2
, . . . ∈ S):

X(𝑛)+e(𝑛)(𝑘1,𝑠
′
1
)−e

(𝑛)
(𝑘1,𝑠1) at rate 𝑟

(𝑛)
𝑘1,(𝑠1)→(𝑠′

1
)𝑋

(𝑛)
(𝑘1,𝑠1) (2a)

X(𝑛)+e(𝑛)(𝑘1,𝑠
′
1
)−e

(𝑛)
(𝑘1,𝑠1) + e(𝑛)(𝑘2,𝑠

′
2
)−e

(𝑛)
(𝑘2,𝑠2) at rate

1

2𝑛
𝑟
(𝑛)
𝑘1,𝑘2,(𝑠1,𝑠2)→(𝑠′

1
,𝑠′

2
)𝑋

(𝑛)
(𝑘1,𝑠1)𝑋

(𝑛)
(𝑘1,𝑠1) (2b)

X(𝑛)+e(𝑛)(𝑘1,𝑠
′
1
)−e

(𝑛)
(𝑘1,𝑠1)+ . . . +e

(𝑛)
(𝑘𝑑 ,𝑠′𝑑 )

−e(𝑛)(𝑘𝑑 ,𝑠𝑑 ) at rate

1

𝑑𝑛𝑑−1

𝑟
(𝑛)
𝑘1,...,𝑘𝑑 ,s→s′𝑋

(𝑛)
(𝑘1,𝑠1) . . . 𝑋

(𝑛)
(𝑘𝑑 ,𝑠𝑑 ) (2c)

In the above equations (2a) corresponds to a unilateral transition of object 𝑘1 from 𝑠1 to 𝑠 ′
1
,

(2b) corresponds to transitions caused by a pairwise interaction between object 𝑘1 and 𝑘2 and

(2c) describes the general form of the transitions of 𝑑 interacting objects. Recall that we assume

that (𝑠1, 𝑠2, . . .) ≠ (𝑠 ′
1
, 𝑠 ′

2
, . . .) but we do not necessarily assume all states change, i.e., a pairwise

interaction might result in either one object changing state or two objects that change state

simultaneously.

3.3 Main Notations
Throughout the paper, we use bold letters (like X(𝑛) , x, . . .) to denote matrices and regular letters

(like 𝑋
(𝑛)
(𝑘,𝑠) , 𝑥 (𝑘,𝑠) , 𝑛, . . .) to denote scalars. Capital letters (like X(𝑛) , S(𝑛) ) denote random variables

whereas lower case letters (x, 𝑣 (𝑛)(𝑘,𝑠) , . . .) are for deterministic values. The indices 𝑘, 𝑘1, 𝑘
′, . . . are

reserved for objects while 𝑠, 𝑠1, 𝑠
′ . . . are reserved for the states.

In the results below, when we write that a quantity ℎ satisfies ℎ = 𝑂 (1) or ℎ = 𝑂 (1/𝑛), this
means that there exists a constant𝐶 independent of 𝑛 such that ℎ ≤ 𝐶 or ℎ ≤ 𝐶/𝑛. In general, these

constants do depend on other parameters of the problem (like |S|, 𝑟 , or 𝑡 ).

4 MAIN RESULTS
In this section, we define the mean field and refined mean field approximation for the heterogeneous

system and formulate the corresponding theorems.

4.1 Drift and Mean Field Approximation
For a given state x ∈ X ⊂ {0, 1}𝑛×|S |

, we define the drift of the system in x as the expected variation
of the stochastic processX(𝑛)

at time 𝑡 : 𝑓 (𝑛) (X(𝑛) (𝑡)) = lim𝑑𝑡→0

1

𝑑𝑡
E

[
X(𝑛) (𝑡 + 𝑑𝑡) − X(𝑛) (𝑡) | X(𝑛) (𝑡) = x

]
.

Based on the transitions (2), if 𝑑 ≤ 2 (i.e., only unilateral and pairwise interactions)
3
, the (𝑘, 𝑠)

component of the drift can be expressed as:∑︁
𝑠′≠𝑠

(𝑟 (𝑛)
𝑘,(𝑠′)→(𝑠)𝑥 (𝑘,𝑠′) − 𝑟

(𝑛)
𝑘,(𝑠)→(𝑠′)𝑥 (𝑘,𝑠) ) (3)

+ 1

𝑛

∑︁
𝑠′,𝑘1,𝑠1,𝑠

′
1

(𝑟 (𝑛)
𝑘,𝑘1,(𝑠′,𝑠′

1
)→(𝑠,𝑠1)𝑥 (𝑘,𝑠

′)𝑥 (𝑘1,𝑠1) − 𝑟
(𝑛)
𝑘,𝑘1,(𝑠,𝑠1)→(𝑠′,𝑠′

1
)𝑥 (𝑘,𝑠)𝑥 (𝑘1,𝑠

′
1
) )

The first term corresponds to unilateral transitions while the second term corresponds to transitions

caused by pairwise interactions. Note that compared to (2b), there seems to be an extra factor 2 in

front of the pairwise interactions. This is not an error and it is due to the fact that we fixed the

position of 𝑠 in the above equation.

Note that if the conditional expectation is only defined for x ∈ X (𝑛) ⊂ {0, 1}𝑛×|S |
, the above

expression (3) can be extended to a function 𝑓 (𝑛) : conv(X (𝑛) ) ⊂ [0, 1]𝑛×|S | → R𝑛×|S |
, where

conv(X (𝑛) ) denotes the convex hull of X. For a given initial condition x ∈ X (𝑛)
, we define the

mean field approximation of the heterogeneous population model as the solution of the ODE

3
We give the general drift definition in Appendix B.1
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𝑑
𝑑𝑡
𝝓 (𝑛) (x, 𝑡) = 𝑓 (𝑛) (𝝓 (𝑛) (x, 𝑡)) that starts in x = X(𝑛) (0), and we denote by 𝝓 (𝑛) (x, 𝑡) the value of

this solution at time 𝑡 . The solution is unique as 𝑓 (𝑛) is Lipschitz-continuous (all elements of 𝑓 (𝑛)

are polynomials) and 𝝓 (x, 𝑡) takes values in a bounded set. Notice, from the definition of the ODE,

that 𝜙
(𝑛)
(𝑘,𝑠) ∈ [0, 1], and ∑

𝑠 𝜙
(𝑛)
(𝑘,𝑠) (x, 𝑡) = 1 for all 𝑡 and x in conv(X (𝑛) ).

4.2 Accuracy of the Mean Field Approximation
To obtain asymptotic properties we require that there exists a uniform bound 𝑟 , independent of 𝑛,

such that for all 𝑠1, 𝑠
′
1
, 𝑠2, 𝑠

′
2
, ... ∈ S and 𝑘1, 𝑘2, . . . ∈ {1, . . . , 𝑛} we have:

𝑟
(𝑛)
𝑘1,...,𝑘𝑑 ,(𝑠1,...,𝑠𝑑 )→(𝑠′

1
,...,𝑠′

𝑑
) ≤ 𝑟 . (4)

Theorem 4.1. Assume that the model, defined in Section 3.2, satisfies (4). Let 𝝓 (𝑛) (x, 𝑡) be the
solution of the ODE introduced in Section 4.1 with initial condition X(𝑛) (0) = x ∈ X (𝑛) and drift 𝑓 (𝑛) .
Then, for (𝑘, 𝑠) ∈ {1, . . . , 𝑛} × S and 𝑡 < ∞,

P (𝑆𝑘 (𝑡) = 𝑠) = E
[
𝑋

(𝑛)
(𝑘,𝑠) (𝑡)

]
= 𝜙

(𝑛)
(𝑘,𝑠) (x, 𝑡) +𝑂 (1/𝑛). (5)

Key ideas of the proof. A complete proof is provided in Section 6.3. Here we only give a brief

overview. Note that by definition of the initial value problem and the drift being a polynomial,

the differentiability of the solution 𝝓 w.r.t. the initial condition and time is given. In the first part

of the proof, we borrow ideas from [13, 25] and use a Taylor’s expansion of 𝝓 (𝑛)
to show that

P (𝑆𝑘 (𝑡) = 𝑠) − 𝜙 (𝑛)
(𝑘,𝑠) (x, 𝑡) can be bounded by a weighted sum of

𝜕2𝜙 (𝑘,𝑠 ) (x,𝑡 )
𝜕𝑥 (𝑘′,𝑠′) 𝜕𝑥 (𝑘′′,𝑠′′)

. The key technical

difficulty of the proof is then to show that these terms are small when the number of objects is

large. To do so, we distinguish the cases where 𝑘 ′ and 𝑘 ′′ refer to the same object as 𝑘 or not. □

The statement of the theorem can be interpreted as saying that the probability of an object 𝑘 in

the Markov chain X to be in state 𝑠 is approximated by 𝝓 (𝑘,𝑠) with an accuracy of 𝑂 (1/𝑛). Indeed,
with this result we can obtain similar statements as for the homogeneous case where in many cases

asymptotic results are proven for 𝑍
(𝑛)
𝑠 (𝑡) = 1

𝑛

∑𝑛
𝑘=1

𝑋 (𝑘,𝑠) (𝑡), the stochastic process describing the
fraction of objects which are in state 𝑠 . It should be noted that the solution of the ODE 𝝓 (𝑘,𝑠) , taking
values in [0, 1], is not close to the value of X(𝑘,𝑠) , which indicates if object 𝑘 is in state 𝑠 and takes

the values zero or one. Hence, single trajectories of the stochastic process are not comparable to

the approximation.

To illustrate this result, let us consider a cache model with a total of 𝑛 = 4 objects and a cache

that can store 2 objects. We assume that the popularities follow a Zipf distribution of parameter 0.8,

meaning that object 𝑘 is requested at rate _𝑘 = 1/𝑘0.8
and use the RANDOM replacement policy.

The policy exchanges objects the following way: When an object is requested and inserted in the

cache, we evict another object picked uniformly at random among the two objects in the cache.

Initially, the cache contains the objects 3 and 4.

In Figure 1, we plot the behavior of the cache as a function of time. Each plot corresponds to a

different object and contains three curves: In gray we plot one stochastic trajectory of the cache,

𝑋 (𝑘,in) (𝑡), where 𝑋 (𝑘,in) = 1 means that the object 𝑘 is in the cache and 0 that it is not. In blue,

we plot the probability for object 𝑘 to be in the cache at time 𝑡 , P (object 𝑘 in cache at time 𝑡) =
E

[
𝑋 (𝑘,in) (𝑡)

]
, which is computed by averaging over 1000 trajectories. In green, we plot the solu-

tion of the mean field approximation, 𝜙
(𝑛)
(𝑘,in) (x, 𝑡). We emphasize that 𝑋 (𝑘,in) (𝑡) is never close to

𝜙
(𝑛)
(𝑘,in) (x, 𝑡), because the former can only take the values 0 and 1 whereas the latter takes values

between 0 and 1. Moreover, the latter, which is the mean field approximation, seems to provide a

very good approximation for the object to be in the cache.
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Fig. 1. Behavior of the RANDOM policy for a cache of size two and a total of four objects. For each of the
four objects, we compare the stochastic system with the mean field approximations.

4.3 Accuracy of the Refined Mean Field Approximation
In [14, 16], Gast et al. introduced a refined mean field approximation which provides significantly

more accurate approximations in the homogeneous case. The idea is to study higher moments of

𝑋 (𝑘,𝑠) − 𝜙 (𝑘,𝑠) and to derive refinement terms. Taking the refinements into account is especially

important for small to moderate system sizes, i.e. 𝑛 ≈ 10 − 50, where the mean field approximation

does not capture the dynamics of the stochastic system well. In this section, we show how to derive

the refinement for our heterogeneous model.

To construct the refinement term, we consider an (imaginary) system in which there are 𝐶

replicas of the same object. Let us denote 𝑋
[𝐶 copies]
(𝑘,𝑠) (𝑡) the fraction of replicas of type 𝑘 that are in

state 𝑠 at time 𝑡 . The process X[𝐶 copies]
is a density-dependent population process and our original

process is given by X = X[1 copy]
. The mean field approximation of X[𝐶 copies]

is also 𝝓 (𝑛)
. The idea

of [14] is to study the stochastic fluctuation of 𝑋
[𝐶 copies]
(𝑘,𝑠) (𝑡) around its mean field approximation.

The authors show that there exists a set of deterministic values 𝑣
(𝑛)
(𝑘,𝑠) (𝑡) such that

E
[
X[𝐶 copies]

(𝑘,𝑠) (𝑡)
]
= 𝜙

(𝑛)
(𝑘,𝑠) (x, 𝑡) +

1

𝐶
𝑣
(𝑛)
(𝑘,𝑠) (x, 𝑡) +𝑂 (1/𝐶2). (6)

The values 𝑣
(𝑛)
(𝑘,𝑠) (𝑡) are shown in [14] to satisfy a system of linear ordinary differential equations

whose solution can be expressed in integral form as:

𝑣 (𝑘,𝑠) (x, 𝑡) =
1

2

∫ 𝑡

0

∑︁
(𝑘

1
,𝑠

1
),(𝑘

2
,𝑠

2
)

∈{1,...,𝑛}×S

𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (𝝓 (x, 𝜏))
𝜕2𝜙 (𝑘,𝑠)

𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2)
(𝝓 (x, 𝜏), 𝑡 − 𝜏)𝑑𝜏

where 𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (x) corresponds to the expected change of the covariance between the values

of 𝑋 (𝑘1,𝑠1) and 𝑋 (𝑘2,𝑠2) of the stochastic system at some given point X = x. We formally introduce

and elaborate more on the refinement terms in Appendix B.2.

In our heterogeneous population model, we have no replica which corresponds to setting 𝐶 = 1.

Hence, the above bound does not guarantee that the 𝑂 (1/𝐶2) should be small for 𝐶 = 1. The next

theorem shows that, surprisingly, using the refined approximation (6) with 𝐶 = 1 copy leads to an

approximation that is an order of magnitude more accurate than the mean field approximation

provided before. When comparing Equation (5) and (7), what this theorem shows is that the

correction 𝑣
(𝑛)
(𝑘,𝑠) (𝑥, 𝑡) is of order𝑂 (1/𝑛) and is the leading term of the𝑂 (1/𝑛)-term of Equation (5).

Note that to obtain the accuracy bound, no further assumption is needed compared to the case

of the mean field approximation. That is, we assume that the parameters 𝑟 are uniformly bounded.
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Theorem 4.2. Assume that the model, defined in Section 3.2, satisfies (4). Let 𝝓 (𝑛) (x, 𝑡) be the
solution of the ODE introduced in Section 4.1 with initial condition X(𝑛) (0) = x ∈ X (𝑛) and drift
𝑓 (𝑛) . Let v(𝑛) (x, 𝑡) be the solution of the refinement term explicitly defined in Appendix B.2. Then, for
(𝑘, 𝑠) ∈ {1, . . . , 𝑛} × S and 𝑡 < ∞,

P (𝑆𝑘 (𝑡) = 𝑠) = 𝜙 (𝑛)
(𝑘,𝑠) (x, 𝑡) + 𝑣

(𝑛)
(𝑘,𝑠) (x, 𝑡) +𝑂 (1/𝑛2). (7)

Key ideas of the proof. A complete proof is provided in Section 6.4. The proof of Theorem 4.2

uses the same methodology as the proof of Theorem 4.1 but refines the analysis to extract the

term 𝑣 . First, we use a second-order Taylor expansion instead of the first order expansion used in

the proof of Theorem 4.2, this allows us to derive an expansion term in integral form. Second, we

show that this expansion term is essentially equal to the refinement term 𝑣 . Last, we show that

the remainder terms are of order 𝑂 (1/𝑛2) by carefully studying how small the third and fourth

derivatives of 𝝓 with respect to its initial condition are. □

The theorem shows that, by adding the refinement term, the error of the refined approximation

is of order 𝑂 (1/𝑛2), which is an order of magnitude better than the 𝑂 (1/𝑛) of the classical mean

field approximation. This implies that both equations are asymptotically exact as the number of

interacting objects goes to infinity. Hence, the refinement is especially interesting to approximate

systems with few interacting objects. Note that in theory, it is possible to obtain a refined-refined

approximation that has an accuracy of𝑂 (1/𝑛3). For that, one can adapt the 1/𝑁 2
-expansion of [14]

to compute a second expansion term. This expansion depends on up to the fourth derivative of 𝝓.
Yet, proving carefully that this expansion is𝑂 (1/𝑛3)-accurate seems difficult as it requires obtaining

precise estimates of up to the sixth derivative of 𝝓. Also, from a practical point of view, computing

such an expansion involves solving an ODE with 𝑂 ((𝑛𝑆)4) variables which seems difficult as soon

as 𝑛 grows. Hence, in this paper, we restrict our attention to the first expansion term.

To illustrate how this refinement improves the accuracy compared to the classical mean field, we

consider the same cache replacement policy as the one studied in Figure 1, with four objects and a

cache of size 2. Compared to the previous figure, we now added an orange curve that corresponds

to the refined mean field approximation. We observe that, if the mean field approximation was

good, the refined mean field approximation seems almost exact.

In fact, the refined mean field approximation lies within the confidence interval of the sample

mean which is calculated from 1000 sample trajectories of the underlying system. It is noticeable

that computing the mean field and refinement term takes about 150ms whereas simulating 1000

sample paths and calculating the sample mean takes several seconds. This suggests that for the same

computational budget, the refined mean field approximation is more accurate than the simulation.

We will elaborate more on that in Section 5.1.

On the applicability to partially heterogeneous systems. Consider the case that the stochastic system is

not fully heterogeneous, i.e. there exists a finite number of classes (say𝑛), each class having𝐶 objects

that have the same behavior. Such a model corresponds to our model of 𝐶 copies. As this model is

a density dependent process, the results from [14, 17] show that the mean field approximation is

𝑂 (1/𝐶)-accurate and that the refined mean field approximation is𝑂 (1/𝐶2) accurate for the𝐶-copy
model. We now show that Theorems 4.1 and 4.2 can be used to obtain the following much sharper

bound:

E
[
X[𝐶 copies]

(𝑘,𝑠) (𝑡)
]
= 𝜙

(𝑛)
(𝑘,𝑠) (x, 𝑡) +

1

𝐶
𝑣
(𝑛)
(𝑘,𝑠) (x, 𝑡) +𝑂

(
1

(𝐶𝑛)2

)
. (8)

The (only) difference between this equation and (6) is that the term 𝑂 (1/𝐶2) of (6) is replaced by

the much smaller term 𝑂 (1/(𝐶𝑛)2). This implies that the accuracy of the mean field interaction
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Fig. 2. Behavior of the RANDOM policy for a cache of size 2 and a total of four objects. For each of the four
objects, we compare the stochastic system with the mean field and refined mean field approximations.

model does not depend on the number of homogeneous copies but only on the total number of

objects.

To see why (8) works, we remark that our model with𝐶 copies of 𝑛 classes can be represented by

a fully heterogeneous model with 𝑛′ = 𝐶𝑛 objects (one just have to use equal rates for objects that

are similar). The result of Theorem 4.1 and 4.2 imply that the mean field 𝜙 (𝑛′)
and refined mean

field 𝜙 (𝑛′) + 𝑣 (𝑛′) approximations are 𝑂 (1/𝑛′) and 𝑂 (1/(𝑛′)2) accurate. By replacing 𝑛′ by 𝑛𝐶 and

summing over identical objects, one obtains (8).

4.4 Numerical Complexity
From a computational point of view, the mean field and refined mean field approximations greatly

fasten the estimation of transient or steady-state values compared to a direct study of the original

Markov process S(𝑛) . Indeed, the continuous-time Markov chain S(𝑛) has up to |S|𝑛 states where

the mean field approximation can be computed by solving a non-linear ODE with 𝑛 |S| variables.
As shown in Appendix B.2, the refinement term v(𝑛)

is the solution of a linear ODE with 𝑛 |S| +
(𝑛 |S|)2

variables. This means that both approximations can be solved by using standard numerical

integrators. Moreover, the number of dimensions of these ODEs grow linearly (for the mean field)

or quadratically (for the refinement) in the number of objects whereas an exact analysis grows

exponentially with the number of objects. In some cases, computing the drifts or its derivative can

be costly as it grows linearly with the total number of possible transitions at a given state x: the
number of transitions can grow exponentially with the maximal number of interacting objects

𝑑max. Yet, it is often the case that closed form expression or simplifications are obtainable. It is also

noticeable that for 𝑑max = 2 the second derivative of the drift becomes constant, which can be used

to speed up computations.

To study the time taken to compute the mean field and refined mean field approximation in more

detail, we consider the RANDOM model already presented in Figure 2 and we vary the number of

objects 𝑛 from 10 to 1000. For each system size 𝑛, we measure the time to compute the four values

described next and we report them in Table 1.

• (Transient) The first two columns correspond to the computation of the mean field approximation

𝑥
(𝑛)
(𝑘, ·) (𝑡), and the refined approximation (𝑥 + 𝑣) (𝑛)(𝑘, ·) (𝑡) for 𝑡 ∈ [0, 1000]. The computation is done by

using a straightforward implementation of the ODEs given in Appendix B.2, which is solved by

using the function solve_ivp of scipy. There is no particular optimization of the code to use that

a large number of terms are 0. We observe that computing the mean field approximation seems to

scale linearly with 𝑛 and can be done for a system of more than a 𝑛 = 1000 objects. For the refined

mean field approximation, the computation cost grows quickly when 𝑛 exceeds 100 (it takes several

minutes for 𝑛 = 200 objects).
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Table 1. Computation time of the mean field and refined mean field approximation for the RANDOM model
as a function of the number of objects 𝑛.

Transient up to 𝑇 = 1000 Steady-state (=Fixed point)

𝑛 mean field refined m.f. mean field refined m.f.

10 30ms 180ms 2ms 2ms

30 30ms 370ms 3ms 5ms

50 35ms 1s 2ms 6ms

100 60ms 14s 3ms 30ms

300 170ms –
∗

9ms 200ms

500 300ms –
∗

10ms 700ms

1000 970ms –
∗

30ms 9s

∗
“–” means that the ODE solver did not finish before 30 seconds.

• (Steady-state). The last two columns correspond to the computation of the limiting value as 𝑡

goes to infinity: 𝑥
(𝑛)
(𝑘, ·) (∞) = lim𝑡→∞ 𝑥

(𝑛)
(𝑘, ·) (𝑡) and 𝑣

(𝑛)
(𝑘, ·) (∞) = lim𝑡→∞ 𝑣

(𝑛)
(𝑘, ·) (𝑡). We observe that the

computation of these values is much faster: the computation of the mean field approximation is

essentially instantaneous whereas the computation of the refined mean field is doable for 𝑛 = 1000.

This is since the computation of the steady-state values corresponds to finding the fixed point of a

linear system of ODEs, which is done by solving a linear system.

The choice between the mean field and refined mean field approximation can certainly depend

on the system size as the complexity of the former grows linearly with 𝑛 and quadratically for

the latter. Hence, for system sizes larger than 𝑛 ≥ 100, the computation time of the refined mean

field increases rapidly. As shown in Theorem 4.1, for large 𝑛 the mean field approximation already

gives a good estimate of the true values. This makes the refined approximation more interesting

for reasonable system sizes (say 𝑛 ≤ 100). Note that for a homogeneous system, the complexity

of computing the refined approximation does not depend on the number 𝐶 of replicas. For a fully

heterogeneous system, this is no longer the case because the 𝑣
(𝑛)
(𝑘, ·) depends on the object’s identity.

5 NUMERICAL EXPERIMENTS
In this section, we illustrate our main results with two examples, a cache replacement model

and a two-choice load balancing model. We will see that both models fulfill the requirements for

Theorems 4.1 and 4.2 and that the hidden constant given in the theorems is small. The two examples

are chosen to illustrate models for which the classical, homogeneous mean field approximation

cannot be used but our heterogeneous framework applies.

5.1 Application to a Cache Replacement Algorithm: the RANDOM(m) Model
As a first example we consider the list-based RANDOM(m) cache replacement policy which was

introduced in [15, 21]. List-based cache replacement policies are used to order content in a cache

separated into lists. The cache is separated into ℓ := |S| − 1 lists with sizes𝑚
(𝑛)
1
, . . . ,𝑚

(𝑛)
ℓ

. When

an object is requested, if it is not in the cache, it is inserted in the first list and replaces a randomly

chosen object from it. If the object is in a list 𝑠 , it is promoted to list 𝑠 + 1 and a randomly chosen

object from list 𝑠 + 1 is moved to list 𝑠 . If an object that is not in the cache is requested we call it a

‘miss’ otherwise a ‘hit’. It is shown in [15] that list-based cache replacement policies can greatly

improve the hit rate compared to the classical RANDOM or LRU policies, at the price of being less

responsive. The authors of [15] used a mean field approximation for which some theoretical support

was given (essentially by showing that the error of the mean field approximation is 𝑂 (1/
√
𝑛)). In
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this section, we push this analysis further in two directions. First, we show that our framework

improves on the bound of [15] by showing that the error of the mean field approximation is𝑂 (1/𝑛)
and not𝑂 (1/

√
𝑛). Second, we show that our refined approximation provides an extremely accurate

approximation (essentially more accurate than simulation). While this last fact was empirically

observed in [7], Theorem 4.2 provides theoretical support by showing that the error of the refined

approximation is 𝑂 (1/𝑛2).

5.1.1 Model and Approximations. We consider that there are 𝑛 objects with identical sizes. Requests

for an object 𝑘 arrive according to a Poisson process of intensity _𝑘 . In our framework, the state

of object 𝑘 at time 𝑡 is 𝑆
(𝑛)
𝑘

(𝑡) ∈ {0, 1 . . . ℓ}, that represents the list in which object 𝑘 is ("0" means

that the object is not stored in the cache). Following our framework, we denote by 𝑋 (𝑘,𝑠) (𝑡) the
random variable that equals 1 if object 𝑘 is in list 𝑠 and 0 otherwise. According to the RANDOM(m)

policy, if object 𝑘 is in list 𝑠 ∈ {0, 1, . . . , ℓ − 1} and gets requested, then it is moved into list 𝑠 + 1 and

a randomly selected object (say 𝑘1) from list 𝑠 + 1 moves into list 𝑠 . The corresponding transitions

for the Markov chain X are:

X ↦→ X + e(𝑘,𝑠+1) − e(𝑘,𝑠) + e(𝑘1,𝑠) − e(𝑘1,𝑠+1) at rate

_𝑘

𝑚
(𝑛)
𝑠+1

𝑋 (𝑘,𝑠)𝑋 (𝑘1,𝑠+1) . (9)

Here, _𝑘𝑋 (𝑘,𝑠) is the rate at which object 𝑘 is requested while being in list 𝑠 , and 𝑋 (𝑘1,𝑠+1)/𝑚 (𝑛)
𝑠 is

the probability that object 𝑘1 is in list 𝑠 + 1 and is chosen to be exchanged.

The drift of the stochastic system is the vector (𝑓(𝑘,𝑠) (x)) (𝑘,𝑠) . By definition, for object 𝑘 in list 𝑠 ,

the (𝑘, 𝑠) component of the drift is

𝑓(𝑘,𝑠) (x) =_𝑘𝑥 (𝑘,𝑠−1) −
𝑛∑︁

𝑘1=1

_𝑘1

𝑚𝑠

𝑥 (𝑘1,𝑠−1)𝑥 (𝑘,𝑠) +
( 𝑛∑︁
𝑘1=1

_𝑘1

𝑚𝑠+1

𝑥 (𝑘1,𝑠)𝑥 (𝑘,𝑠+1) − _𝑘𝑥 (𝑘,𝑠)
)
1{𝑠<ℓ } .

The mean field approximation is the solution of the ODE ¤x = 𝑓 (x). Note that this ODE is the same

as the one given in [15].

The transitions of this model are pairwise interactions with 𝑏
(𝑛)
𝑘,𝑘1,𝑠,𝑠+1,𝑠+1,𝑠

=
_𝑘

𝑚
(𝑛)
𝑠+1

/𝑛
as defined in

(2b). There is no unilateral transition. To apply Theorems 4.1 and 4.2, we assume that the list sizes

𝑚
(𝑛)
𝑖

grow linearly with 𝑛 which guarantees that 𝑏 remains bounded by
¯𝑏 =

max𝑘 _𝑘
min𝑠 (𝑚𝑠/𝑛) . Therefore,

the assumptions of the theorems are satisfied as soon as the values _𝑘 are bounded and the list

sizes grow linearly with the number of objects. This guarantees that the mean field approximation

is 𝑂 (1/𝑛) accurate whereas the refined mean field approximation is 𝑂 (1/𝑛2) accurate.

5.1.2 Transient Analysis. We calculate the solution of the ODEs for the mean field and refined

mean field approximation and compute the simulations by adapting the toolbox [1]. We implement

the Markov chain, the drift 𝑓 , the drift derivatives and Q for the approximations based on the

transitions (9). For our numerical example, we consider a cache with 𝑛 = 20 objects for which the

request rates follows a Zipf distribution with parameter 𝛼 = 0.8, that is, _𝑘 = 𝐴/𝑘𝛼 with 𝐴 being a

normalizing constant. We consider a cache with three lists of sizes𝑚1 = 5,𝑚2 = 3, and𝑚3 = 2.

In Figure 3 we compare the mean field and refined mean field approximations of the cache

popularities, i.e.,
∑𝑛

𝑘=1
_𝑘𝑥 (𝑘,𝑠) and

∑𝑛
𝑘=1

_𝑘 (𝑥 (𝑘,𝑠) + 𝑣 (𝑘,𝑠) ) for 𝑠 = 0, 1, . . . , 3, against the “true” value∑𝑛
𝑘=1

_𝑘 E[𝑋 (𝑘,𝑠) ], 𝑠 = 0, 1, . . . , 3 that is estimated by simulation. We compute the sample mean

and the 95-percent confidence interval of the cache popularities by running 2000 Markov chain

simulations. This figure shows that the mean field approximation captures the qualitative behavior

of the stochastic process very well. Quantitatively, the mean field provides a good approximation

but does not accurately capture the behavior of the system, especially for the third list. The values



Mean Field Approximation(s) for Heterogeneous Systems: It Works! 13:13

of the refined mean field approximation give a considerably better approximation. It lies within the

95-percent confidence interval of the sample mean and seems to be almost exact.

Yet, evaluating how precise the refined approximation is difficult since it lies within the confidence

interval of the simulation. To study this error in more detail, next we study the steady-state behavior

of the cache, for which an exact analysis is doable when m is small enough.
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Fig. 3. Transient state comparison of cache popularities.

5.1.3 Steady-state Analysis. The previous results show that the mean field and refined mean field

can accurately approximate the transient behavior of the RANDOM(m) policy. In Figure 4, we

compare the steady-state values of the simulation, mean field and refined mean field approximation

against an exact solution. To make the figure visible, we consider a case with 8 objects having a

Zipf popularity with parameter 0.5 and three lists of sizes 2. This figure shows that even for the

steady-state, the mean field and refined mean field approximation are very good estimates of the

true mean. As for the transient regime, this figure shows that the refined mean field approximation

captures the cache popularities more closely than the mean field approximation: the curve provided

by simulation and by refined mean field approximation are almost indistinguishable. Note that the

bound obtained in Theorem 4.1 and 4.2 are only for the transient regime. We believe that obtaining

a similar bound for the steady-state is possible but requires to precisely control how fast the mean

field approximation converges to its fixed point. We leave this for future work.
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Fig. 4. Steady-state probabilities estimated by simulation, mean field and refined mean field approximation.

While the previous figure suggests that the refined mean field is extremely accurate, it does not

give a precise idea of how accurate the approximation is. To go one step further, we consider a

cache model with 𝑛 different objects following a Zipf popularity with parameter 𝛼 = 0.5, and a
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Table 2. Average per-object error of three estimation methods: mean field, refined mean field and simulation.
We also indicate in parentheses the time taken to compute these numbers.

Mean field Refined mean field Simulation

𝑛 Error 𝑛 × Error (time) Error 𝑛2 × Error (time) Error (time)

10 0.0142 0.142 (10ms) 0.00197 0.197 (10ms) 0.00026 (4.3s)

20 0.0074 0.149 (11ms) 0.00049 0.197 (13ms) 0.00043 (4.6s)

30 0.0050 0.151 (14ms) 0.00022 0.196 (17ms) 0.00047 (4.9s)

40 0.0038 0.153 (13ms) 0.00012 0.195 (22ms) 0.00055 (6.1s)

50 0.0031 0.154 (17ms) 0.00008 0.193 (30ms) 0.00055 (5.7s)

cache with two lists of size𝑚1 =𝑚2 = ⌊0.3𝑛⌋. We study the accuracy of the mean field and refined

mean field approximation as 𝑛 grows. One difficulty to do so is that when the number of objects

𝑛 is large, obtaining an accurate simulated estimation of P (𝑆𝑘 = 𝑠) for all (𝑘, 𝑠) ∈ {1 . . . 𝑛} × S is

difficult. As we show below, the refined mean field seems more accurate than the simulation as

soon as 𝑛 is more than 20.

We show in Appendix C.1 that one can use the product form of the steady-state distribution to

obtain a recurrence equation for the steady-state probability of P (𝑆𝑘 = 𝑠). While the complexity of

computing this is quite large for large caches (our implementation does not allow us to compute

it for more than 3 lists of size 10), it is possible to compute the exact steady-state distribution for

relatively small values of m. We call this value 𝜋exact

(𝑘,𝑠) . We also compute an estimation 𝜋method

(𝑘,𝑠) for

each method ∈ {mean field, refined mean field, simulation}. For the estimate computed by using

simulations, we simulated 10
8
requests and estimate the steady-state probability after a warp-up

period of 10
7
requests. The average error of a method is defined as

Error(method) = 1

𝑛

∑︁
𝑘,𝑠

���𝜋method

(𝑘,𝑠) − 𝜋exact

(𝑘,𝑠)

��� . (10)

We report in Table 2 the error of the three estimation methods (mean field, refined mean field and

simulation). By Theorem 4.1 and 4.2, we expect the average error of the mean field to be of order

𝑂 (1/𝑛) and the error of the refined mean field to be of order 𝑂 (1/𝑛2). This is what we observe
in Table 2, in which we also show the error multiplied by 𝑛 or 𝑛2

(depending on the method), to

emphasize the convergence rate. We also observe that when𝑛 is larger than 20, the simulationmakes

more errors than the refined mean field. Note that, the value obtained by simulation is an unbiased

estimator of the true value, and the error that we report arises because we can only simulate a finite

number of requests. For our simulation, we choose 10
8
requests to have a reasonably fast method (it

takes between 5 and 10 seconds to simulate the 10
8
requests by using an optimized C++ simulator).

As a matter of comparison, we also indicate in parentheses the time taken by our implementation

to compute the mean field and refined mean field approximation. Since we consider a relatively

small system (at most 𝑛 = 50 heterogeneous objects), the computation of the refined mean field

approximation is fast (less than 30ms). This shows for 𝑛 ≥ 30, the refined mean field is much more

accurate than the simulation, while being much faster to compute.

The time taken to simulate a system of 𝑛 objects grows with the number of heterogeneous objects

𝑛 because the complexity of sampling from a Zipf distribution with 𝑛 object grows with 𝑛. Yet,

this additional computation cost is low (sampling from 𝑛 objects can be done in 𝑂 (log𝑛)). For the
refined mean field, the situation is different and the computation time might be large for high values

of 𝑛. Our experiment suggests that it is possible to compute a refined mean field approximation for

a few hundred objects in a relatively fast time (less than 5 seconds). Note that for 𝑛 = 500 objects,
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the error of the refined mean field approximation is in theory 100 times smaller than the error

reported in Table 2 for 𝑛 = 50 (i.e., extremely small).

5.2 Application to a Load Balancing Algorithm: The two-choice Model
5.2.1 Model and Approximations. In our second example, we consider a variation of the well studied

two-choice model [28]. In contrast to the homogeneous case, where all servers have equal service

rate parameters, we consider a heterogeneous setup in which processors can have different speeds.

We study the impact of the heterogeneity of servers on their performance. Note that a similar

analysis was done in [30] by using two classes of servers. The purpose of this example is twofold. It

illustrates that our framework can incorporate load balancing models with heterogeneous servers.

It also shows that taking heterogeneity into account in such systems is important if one wants to

characterize the performance precisely.

The model consists of 𝑛 servers with heterogeneous service rate parameters `𝑘 , 𝑘 = 1, . . . , 𝑛 and

a finite buffer of size 𝑏, including the job in service. Jobs arrive according to a Poisson process of

rate _𝑛, we call _ the arrival rate. For each incoming job, we randomly pick two servers. The job is

then assigned to the server which has the least number of unfinished jobs. If both servers have

the same queue length and a full buffer, the job is discarded. Otherwise, at equal queue length, the

assignment between the two servers is done at random. The service time of a job in the queue of

server 𝑖 is exponentially distributed with mean `𝑖 . The state of a server 𝑘 at time 𝑡 is its queue

length 𝑆𝑘 (𝑡) ∈ S = {0, 1, . . . , 𝑏}, state 0 is referring to the idle state.

We denote by 𝑋 (𝑘,𝑠) the random variable that equals 1 if server 𝑘 has 𝑠 jobs. The process X =

(𝑋 (𝑘,𝑠) ) (𝑘,𝑠) is a Markov chain whose transitions are (for all 𝑘, 𝑘1 ∈ {1 . . . 𝑛}):
X ↦→ 𝑋 − 𝑒 (𝑘,𝑠) + 𝑒 (𝑘,𝑠−1) at rate `𝑘𝑋 (𝑘,𝑠) , (11a)

X ↦→ 𝑋 + 𝑒 (𝑘,𝑠+1) − 𝑒 (𝑘,𝑠) at rate (2_𝑛1{𝑠1≥𝑠+1} + _𝑛1{𝑠1=𝑠 })
𝑋 (𝑘,𝑠)
𝑛

𝑋 (𝑘1,𝑠1)
𝑛

. (11b)

In the above equation, the first type of transition (11a) corresponds to the completion of a job by

server 𝑘 when the queue is of size 1 ≤ 𝑠 ≤ 𝑏. It reduces the queue length from 𝑠 to 𝑠 − 1 which sets

𝑋 (𝑘,𝑠) to 0 and 𝑋 (𝑘,𝑠−1) to 1. The second type of transitions, equation (11b), corresponds to adding a

job to a server 𝑘 having 0 ≤ 𝑠 ≤ 𝑏 − 1 jobs in the buffer. In this case, the queue size is increased by

one from 𝑠 to 𝑠 + 1. To explain the transition rate we see that the servers 𝑘, 𝑘1 can be selected in

two ways, by selecting 𝑘 or 𝑘1 first and the other second. In the case that both queues have equal

length, the chance to add the job to server 𝑘 is 1/2. If both buffers are full, the job is discarded.

This model has both, unilateral transitions with 𝑟
(𝑛)
𝑘,(𝑠)→(𝑠−1) = `𝑘 and pairwise interactions with

𝑟
(𝑛)
𝑘,𝑘1,(𝑠,𝑠1)→(𝑠+1,𝑠1) = (2_1{𝑠1≥𝑠+1} + _1{𝑠1=𝑠 })/𝑛. The bound (4), required to apply Theorems 4.1 and

4.2, is verified when the values of _ and `𝑘 are bounded independently of 𝑛.

To simplify notations, let 𝑔𝑠 (𝑡) =
∑𝑛

𝑘=1

∑
𝑠≥𝑠 𝑋 (𝑘,𝑠) (𝑡)/𝑛 be the fraction of servers at time 𝑡 with

queue length at least 𝑠 . By summing over all possible values of 𝑘1 and 𝑠1, the transition (11b) can

then be rewritten as

𝑋 ↦→ 𝑋 + 𝑒 (𝑘,𝑠+1) − 𝑒 (𝑘,𝑠) at rate _ 𝑋 (𝑘,𝑠) (𝑔𝑠 + 𝑔𝑠+1).
By using this notation, the drift for index (𝑘, 𝑠) is

𝑓(𝑘,𝑠) (x) =`𝑘𝑥 (𝑘,𝑠+1) − _𝑥 (𝑘,𝑠) (𝑔𝑠 + 𝑔𝑠+1) −
(
`𝑘𝑥 (𝑘,𝑠) − _𝑥 (𝑘,𝑠−1) (𝑔𝑠−1 + 𝑔𝑠 )

)
1{𝑠≥1} .

5.2.2 Numerical Comparison. As for the caching example, we adapt methods of the toolbox [1]

to perform a numerical comparison of mean field and refined mean field approximation against

an estimation of the expected value of the system. Following the equations (11a) and (11b) we

implement the Markov chain and define the drift 𝑓 , the derivatives of 𝑓 and the tensor Q. To
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obtain the plots, we consider models with systems sizes of 𝑛 = 10, 20, 30, 40 and an arrival rate

_ = 1. The heterogeneity is introduced by the consideration of differing server rates. For every

system size, we consider a model having service rates as follows. One fifth of the server rates is

equal to 2.0, one fifth is equal to 0.5 and the remaining rates are sampled uniformly between 1.0

and 1.4. In transient state we calculate the sample mean for the system sizes by averaging over

2000 simulations for 𝑛 = 10, 20, and over 3000 simulations for 𝑛 = 30, 40. For the steady-state, the

estimations are computed by calculating the independent time-average of 19 × 10
6
events of the

Markov chain after a warp-up of 5 × 10
5
events. To compute the mean field and refined mean field

approximation faster, we restricted the queue size of the system to a maximum of 12 (for simulation,

we assume unbounded queue lengths). This is justified by two facts: First, the refined mean field

seems to be very accurate even with this bounded queue size. Second, we also show in Figure 7 that

the queue length distribution vanishes very quickly for high queue sizes. We collect all simulation

results in Figures 5, 6 and 7.
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Fig. 5. AverageQueue Size of simulation mean vs. mean field vs. refined mean field approximation.

Figure 5 shows the average queue size of the system. We plot the sample mean of the average

queue size with a 95-percent confidence interval against the average queue size calculated from

the mean field and refined mean field approximation. We observe that as 𝑛 grows, both the mean

field and the refined mean field approximations seem to be asymptotically exact. Note that the

mean field approximation depends on 𝑛 because it depends on the exact server speeds. Also, in

all cases, the mean field approximation underestimates the average queue length, whereas the

refined mean field approximation lies within the confidence interval. On each plot, we also show

the steady-states estimates (as a single point on the right of each panel). The observation is the

same as for the transient regime: the refined mean field approximation is extremely accurate also

for the steady-state regime.

To demonstrate the impact of heterogeneity, we also consider an approximation (that we call the

“homogeneou” approximation) in which there are 𝑛 servers with speed ¯̀ = (∑𝑘 `𝑘 )/𝑛. We consider

the corresponding mean field and refined mean field approximation. For these four approximation

methods, we denote by Error(method) = 1

𝑛

∑
(𝑘,𝑠)

���E [
𝑋 (𝑘,𝑠) (∞)

]
− 𝜋method

(𝑘,𝑠)

��� the mean error, where

E
[
𝑋 (𝑘,𝑠) (∞)

]
is the steady-state of the stochastic system, approximated by simulation, and 𝜋method

(𝑘,𝑠)
is the estimation of the steady-state probability for the given method. We plot these four errors as

a function of 𝑛 in the Figures 6a and 6b. The setup of the first figure is as described before, one

fifth of the servers are of speed 2.0, one fifth are of speed 0.5 and the remaining are uniformly
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chosen between 1.0 and 1.4. For the second figure, all server speeds are uniformly chosen between

1.0 and 1.4. We observe that, as expected, the error of the heterogeneous mean field and refined

mean field approximation decrease with 𝑛 (at rate 𝑂 (1/𝑛) and 𝑂 (1/𝑛2)) while the error of the

homogeneous mean field or refined mean field does not improve much with 𝑛. This indicates that

taking heterogeneity into account is necessary to obtain accurate performance metrics in any case.

We also see that for larger variance in the server rates, i.e., stronger heterogeneity, the error of the

homogeneous approximation increases whereas our heterogeneous approach gives good estimates.
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Fig. 6. Steady-state mean error comparison of heterogeneous and homogeneous models.

Last, in Figure 7 we plot the queue length distribution tail. We plot
1

𝑛

∑
𝑘 P (𝑆𝑘 ≥ 𝑠), the probability

that a server picked at random has a queue length larger than 𝑠 as a function of 𝑠 . The top panel is

in normal scale whereas the bottom figure is in log-scale, to zoom on the tail. We observe that for all

system sizes the mean field and the refined mean field predict the shape of the distribution well. Yet,

they both underestimate the actual tail distribution. The refined approximation improves notably

upon the mean field method for “small” 𝑠 . It does not fully correct the tail distribution for large

𝑠 . Note that a similar observation was made in [16] for the refined mean field for homogeneous

systems.

6 PROOFS
This section contains the proofs of the main theorems. After recalling some notations in Section 6.1,

we start with a first technical lemma in Section 6.2 in which we show that the difference between

the stochastic and deterministic systems depends on the difference between the generator of

the stochastic systems and the one of the ODE. Then, we prove Theorem 4.1 in Section 6.3 and

Theorem 4.2 in Section 6.4. To ease the reading, some technical lemmas – whose proof are not

complicated but long and technical – are postponed to the appendix.

6.1 Notation
In all the proofs, to ease the reading, we drop the superscript 𝑛. It should be kept in mind that all

quantities X, 𝑓 ,... depend on 𝑛. Also, instead of indexing the vectors by a pair (𝑘, 𝑠), we will use an
index 𝑖 ∈ I, where I = {1 . . . 𝑛} × S is the set of object-state pairs. For a function ℎ : X × R+ → R,
we denote by 𝐷xℎ the derivative of ℎ with respect to the first coordinate x and by 𝐷𝑡ℎ the derivative

with respect to the second coordinate. This means that for a given pair (y, 𝑠) ∈ X ×R+, the quantity
𝐷xℎ(y, 𝑠) and 𝐷𝑡ℎ(y, 𝑠) are the derivatives of ℎ with respect to x and 𝑡 evaluated at the point (y, 𝑠).

For convenience, we will denote by 𝐾
(𝑛)
x,x′ the rate at which the Markov chain X jumps from x to

x′ for x, x′ ∈ X. With this notation, for intuition, the transitions (2a) and (2b) correspond to (for
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Fig. 7. Queue length distribution of simulated expectation, mean field approximation and refined mean field
approximation in steady-state for system sizes 𝑛 = 10, 20, 30, 40.

x ∈ X and 𝑘, 𝑘1 ∈ {1, . . . , 𝑛}, 𝑠, 𝑠 ′, 𝑠1, 𝑠
′
1
∈ S with (𝑠, 𝑠1) ≠ (𝑠 ′, 𝑠 ′

1
))

𝐾
(𝑛)
x,x+e(𝑘,𝑠′)−e(𝑘,𝑠 ) = 𝑟𝑘,(𝑠)→(𝑠′)𝑋

(𝑛)
(𝑘,𝑠) ,

𝐾
(𝑛)
x,x+e(𝑘,𝑠′)−e(𝑘,𝑠 )+e(𝑘

1
,𝑠′

1
)−e(𝑘1

,𝑠
1
) =

1

𝑛
𝑟𝑘,𝑘1,(𝑠,𝑠1)→(𝑠′,𝑠′

1
)𝑋 (𝑘,𝑠)𝑋 (𝑘1,𝑠1) .

6.2 Comparison of the Generators
Lemma 6.1. Let X(𝑡) be the continuous time Markov chain defined in Section 3.2. Let 𝝓 (x, 𝑡) be the

value at time 𝑡 of the solution of the ODE 𝑑
𝑑𝑡
𝝓 (x, 𝑡) = 𝑓 (𝝓 (x, 𝑡)) with initial condition x ∈ X. We have

E [X(𝑡) − 𝝓 (X(0), 𝑡))] =
∫ 𝑡

0

E
[ ∑︁
𝑥 ′∈X

𝐾X(𝜏),𝑥 ′
(
𝝓 (x′, 𝑡 − 𝜏) − 𝝓 (X(𝜏), 𝑡 − 𝜏)

)
− 𝐷x𝝓 (X(𝜏), 𝑡 − 𝜏) 𝑓 (X(𝜏))

]
𝑑𝜏 .

Proof. The following calculations are based on the ideas used in the proofs of [25, Theorem 1]

and [13, Theorem 3.1]. By defining 𝝍 (𝜏) = E [𝝓 (X(𝜏), 𝑡 − 𝜏)] we can rewrite E[X(𝑡) −𝝓 (X(0), 𝑡)] =
𝝍 (𝑡) −𝝍 (0). At first, we derive the time derivative of 𝝍. We start by looking at the expected change

at a given time 𝜏 , 𝑑
𝑑𝑠
E [𝝓 (X(𝜏 + 𝑠), 𝑡 − (𝜏 + 𝑠)) | 𝑋 (𝜏)]

��
𝑠=0

, which can be written as

lim

𝑑𝑠↓0

1

𝑑𝑠

(
E [𝝓 (X(𝜏 + 𝑑𝑠), 𝑡 − (𝜏 + 𝑑𝑠)) | 𝑋 (𝜏)] − 𝝓 (X(𝜏), 𝑡 − (𝜏 + 𝑑𝑠))

+ 𝝓 (X(𝜏), 𝑡 − (𝜏 + 𝑑𝑠)) − 𝝓 (X(𝜏), 𝑡 − 𝜏)
)
.

In the limit, the first difference corresponds to the generator of X at 𝜏 and the second difference to

the change of 𝝓 due to the decrease of 𝑡 − 𝜏 . By taking the expectation and explicitly writing the

limit terms, the derivative of 𝝍 is

𝑑

𝑑𝜏
𝝍 (𝜏) = E

[ ∑︁
𝑥 ′∈X

𝐾X(𝑡 ),x′ (𝝓 (x′, 𝑡 − 𝜏) − 𝝓 (X(𝜏), 𝑡 − 𝜏)) − 𝐷𝑡𝝓 (X(𝜏), 𝑡 − 𝜏)
]
.
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Note that by definition of the stochastic process the derivative with respect to time and the

expectation are interchangeable. i.e.,
𝑑
𝑑𝑠
E

[
E [𝝓 (X(𝜏 + 𝑠), 𝑡 − (𝜏 + 𝑠)) | X(𝜏)]

��
𝑠=0

]
is equal to

E
[
𝑑
𝑑𝑠
E [𝝓 (X(𝜏 + 𝑠), 𝑡 − (𝜏 + 𝑠)) | X(𝜏)]

��
𝑠=0

]
. As 𝝓 (x, ·) is the solution of the ODE starting in x at

time 0, we use
4
that 𝐷𝑡𝝓 (x, 𝑡) = 𝐷x𝝓 (x, 𝑡) 𝑓 (x). The proof is concluded by rewriting

E [X(𝑡) − 𝝓 (X(0), 𝑡)] = 𝝍 (𝑡) − 𝝍 (0) =
∫ 𝑡

0

𝑑
𝑑𝜏
𝝍 (𝜏)𝑑𝜏 . □

6.3 Proof of Theorem 4.1 (Mean Field Approximation)
By Lemma 6.1, we have

E[X(𝑡) − 𝝓 (X(0), 𝑡)] =
∫ 𝑡

0

E[
∑︁
x′∈X

𝐾X(𝜏),x′ (𝝓 (x′, 𝑡 − 𝜏) − 𝝓 (X(𝜏), 𝑡 − 𝜏))

− 𝐷𝑥𝝓 (X(𝜏), 𝑡 − 𝜏) 𝑓 (X(𝜏))]𝑑𝜏 .
(12)

The above expression involves terms of the form 𝝓 (x′, 𝜏) − 𝝓 (x, 𝜏). By using a first order Taylor’s

expansion, we have:

𝝓 (x′, 𝜏) − 𝝓 (x, 𝜏) = 𝐷x𝝓 (x, 𝜏) (x′ − x) + 𝑅1 (x, x′, 𝜏), (13)

where 𝑅1 (x, x′, 𝜏) is a remainder term that can be expressed in integral form as

𝑅1 (x, x′, 𝜏) =
∫

1

0

(1 − a)
∑︁
𝑖, 𝑗 ∈I

𝜕2𝝓

𝜕𝑥𝑖𝜕𝑥 𝑗
(x + a (x′ − x), 𝜏) (x′𝑖 − x𝑖 ) (x′𝑗 − x𝑗 )𝑑a.

Moreover, by definition of the drift, one has

∑
x′∈X 𝐾x,x′ (x′ − x) = 𝑓 (x). Combining this with (13)

and plugging this into equation (12) shows that

E[X(𝑡) − 𝝓 (X(0), 𝑡)] =
∫ 𝑡

0

E[
∑︁
x′∈X

𝐾X(𝜏),𝑥 ′𝑅1 (X(𝜏), x′, 𝑡 − 𝜏)]𝑑𝜏 . (14)

To conclude the proof, we show in Lemma D.2 that

∑
x′∈X 𝐾x,x′𝑅1 (x, x′, 𝜏) is of order 𝑂 (1/𝑛). Note

that obtaining this bound is the most technical step of the proof as it requires bounding the second

derivative of 𝝓 as a function of the initial condition. This is where we use the assumptions on the

rates 𝑟 .

6.4 Proof of Theorem 4.2 (Refined mean field approximation)
The proof of Theorem 4.2 uses the same methodology as the proof of Theorem 4.1 with two

additional ideas: The first is to use a second-order Taylor expansion instead of the first order

expansion used in (13). The second is to express the refinement term v as an integral of quantities

that depend on the second derivative of 𝝓.
By using a second order Taylor expansion of 𝝓, it holds that

𝝓 (x′, 𝜏) − 𝝓 (x, 𝜏) = 𝐷x𝝓 (x, 𝜏) (x′ − x) +
∑︁
𝑖, 𝑗 ∈I

𝑄𝑖, 𝑗 (x)
𝜕2𝝓

𝜕𝑥𝑖𝜕𝑥 𝑗
(x, 𝜏) + 𝑅2 (x, x′, 𝜏), (15)

where the remainder term 𝑅2 is equal to

𝑅2 (x, x′, 𝜏) =
1

2

∫
1

0

(1−a)2

∑︁
𝑖, 𝑗,𝑢∈I

𝜕3𝝓

𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑢
(x + a (x′−x), 𝜏) (x′𝑖−x𝑖 ) (x′𝑗−x𝑗 ) (x′𝑢−x𝑢)𝑑a

4
To see why, for 𝑡, 𝑠 ≥ 0, the solution of the ODE satisfies

𝑑
𝑑𝑠

𝝓 (x, 𝑡 + 𝑠) = 𝑑
𝑑𝑠

𝝓 (𝝓 (x, 𝑠), 𝑡 ) . This shows that 𝑑
𝑑𝑠

𝝓 (x, 𝑡 + 𝑠) =
𝑑
𝑑𝑠

𝝓 (𝝓 (x, 𝑠), 𝑡 ) = 𝐷x𝝓 (𝝓 (x, 𝑠), 𝑡 ) 𝑓 (𝝓 (x, 𝑠), 𝑡 ) . Evaluating this expression at time 𝑠 = 0 gives the result. Note that by

definition, one also has 𝐷𝑡𝝓 (x, 𝑡 ) = 𝑓 (𝝓 (𝑥, 𝑡 )) but the latter is hard to use in the analysis.
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and𝑄𝑖, 𝑗 (x) is given by

∑
x′∈X 𝐾x,x′ (𝑥 ′𝑖 −𝑥𝑖 ) (𝑥 ′𝑗 −𝑥 𝑗 ) which we formally introduce in Appendix B.2.

To simplify notations, let g(x, 𝜏) :=
∑

𝑖, 𝑗 ∈I 𝑄𝑖, 𝑗 (x) 𝜕2𝝓
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝜏). Similarly to (14), we have

E[X(𝑡)]−𝝓 (X(0), 𝑡) = 1

2

∫ 𝑡

0

E[g(X(𝜏), 𝑡−𝜏)]𝑑𝜏︸                         ︷︷                         ︸
≈ v(x, 𝑡 )+𝑂 ( 1

𝑛2
) by D.3 and D.4.

+
∫ 𝑡

0

E[
∑︁
x′∈X

𝐾X(𝜏),x′𝑅2 (X(𝜏), x′, 𝑡−𝜏)︸                                ︷︷                                ︸
𝑂 (1/𝑛2) by Lemma D.2.

]𝑑𝜏 . (16)

By using the approach we used for 𝑅1, we prove in Lemma D.2 that the last term of the above

equation (that involves a sum of 𝑅2) is of order𝑂 (1/𝑛2). This is quite technical and done by carefully
bounding the first, second, and third derivatives of 𝝓 (x, 𝑡) with respect to its initial condition. We

are then left with the first term of Equation (16). By Lemma D.3, the refinement term v can be

expressed in integral form as 𝑣 (𝑘,𝑠) (x, 𝑡) = 1

2

∫ 𝑡

0
𝑔(𝑘,𝑠) (𝝓 (x, 𝜏), 𝜏)𝑑𝜏 . This shows that

1

2

∫ 𝑡

0

E[𝑔(𝑘,𝑠) (X(𝜏), 𝜏)]𝑑𝜏 − 𝑣 (𝑘,𝑠) (X(0), 𝑡) = 1

2

∫ 𝑡

0

E[𝑔(𝑘,𝑠) (X(𝜏), 𝜏) − 𝑔(𝑘,𝑠) (𝝓 (X(0), 𝜏), 𝜏)]𝑑𝜏 .

We show in Lemma D.4 that the above term is of order𝑂 (1/𝑛2). This requires to bound up to the

fourth derivative of 𝝓 with respect to its initial condition. Plugging everything into Equation (16)

shows that E[X(𝑡)] − 𝝓 (X(0), 𝑡) − v(X(0), 𝑡) = 𝑂 (1/𝑛2) and concludes the proof.

7 CONCLUSION
In this paper, we show how to derive mean field and a refined mean field approximation for

systems composed of 𝑛 heterogeneous objects. Most of the results which guarantee that mean field

approximation is asymptotically correct assume that the system is composed of a population of 𝑛

homogeneous objects, or at least can be clustered into a finite number of classes of objects and let

the number of objects in each class goes to infinity. A possible approach to derive a (refined) mean

field approximation for a heterogeneous population is to consider a scaled model with 𝐶 copies

of each of the 𝑛 objects. Classical methods show that the (refined) mean field approximations are

asymptotically exact as 𝐶 grows.

Our paper is the first to show that applying this method for the original system (with 𝐶 = 1

object of each of the 𝑛 class) is indeed valid. The main results of our paper, namely Theorem 4.1

and 4.2, show that the accuracy of the mean field and refined mean field approximation is 𝑂 (1/𝑛)
and 𝑂 (1/𝑛2). We illustrate our results by considering two examples: a model of cache replacement

policies, and a load balancing model. These examples show that the proposed approximations can be

computed efficiently and are very accurate. They also show that taking heterogeneity into account

is important to characterize precisely the quantitative behavior of such systems. While Monte

Carlo methods can be considered an alternative to the mean field approximation methods, it is not

a priori clear which one is most efficient numerically. The mean field method being deterministic,

its bias is due to its theoretical error (that grows in 𝑂 (1/𝑛) or 𝑂 (1/𝑛2) for the refinement) plus

some (generally small) rounding errors due to the use of floating point arithmetic or numerical

integrations of ODEs. For Monte-Carlo’s methods, their precision is proportional to the square root

of the number of samples divided by the variance of the estimator considered. In our examples,

the time to calculate the sample mean and a reasonably small confidence interval can exceed the

computational cost of the mean field approximation, as for the cache example shown in Section 5.1.

One drawback of the mean field methods is that it computes the probabilities E
[
𝑋𝑘,𝑠 (𝑡)

]
for each

object 𝑘 and state 𝑠 .

When studying the performance of large computer systems, heterogeneity is often neglected

since it increases the complexity of the model and because there are few tools to analyze such
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systems. We believe that our work has potential application in many models and will foster the

development of the analysis of heterogeneous systems (such as load balancing or epidemic models).
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A NOTATION LIST

𝑛 system size

𝑎 {...}, 𝑏 {...} unilateral and pairwise transition parameters; Equations (2a), (2b)

S(𝑡) Markov chain describing the heterogeneous population model; Section 3.1

X(𝑡) binary based representation of the model described by S(𝑡); Section 3.2

S finite state space of objects in the population model described by S and X
𝑠, 𝑠, 𝑠 ′, 𝑠1 notation for states

𝑘, ˆ𝑘, 𝑘 ′, 𝑘1 notation for objects

𝑋 (𝑘,𝑠) (𝑡) entry of the Markov chain X indicating if object 𝑘 is in state 𝑠 at time 𝑡

𝑓 ,Q,R drift of the stochastic system and related tensors; Section 4.1, Appendix B.2, Lemma D.2

𝝓 (x, 𝑡) solution to the ODE given by the drift 𝑓 of the system; Section 4.1

v(x, 𝑡) refinement term; Section 4.3, Appendix B.2

w(x, 𝑡) solution to the second set of differential equations of the refinement; Appendix B.2

𝑡, 𝜏, a time and integration variables

I,I𝑘 sets of object-state pairs defined by {1, . . . , 𝑛} × S and {𝑘} × S respectively

𝑖, 𝑗,𝑤,𝑢, 𝑙 indices used for elements of the sets I and I𝑘
x, y, z initial conditions for Markov chain X and corresponding mean field approximation

𝐾x,x′ transition rate for Markov chain X from state x to x′, Lemma D.2

𝐿1,2 bounds for first or second partial derivatives of the drift 𝑓

x ⊗ y Kronecker product of x and y
x⊗2, x⊗3

Kronecker product of x with itself (x⊗2 = x ⊗ x; x⊗3 = x ⊗ x ⊗ x); Lemma D.2

𝐷, 𝐷2, 𝐷x 1st and 2nd order derivative, derivative with respect to x
𝜕
𝜕𝑥𝑖

partial derivative with respect to 𝑥𝑖
𝑑
𝑑𝑡
, 𝜕
𝜕𝑡
, ¤𝑥 (𝑡) derivative with respect to time 𝑡

1{𝑎>𝑏 } indicator function, i.e., indicating if 𝑎 > 𝑏

B EQUATION FOR THE MEAN FIELD AND REFINED MEAN FIELD APPROXIMATIONS
B.1 General drift definition
For completeness, we give the general form of the drift 𝑓 (𝑛) for a heterogeneous interaction model

having up to 𝑑max interacting objects. The drift in (𝑘, 𝑠) is derived from interactions that imply

either object 𝑘 transitions into state 𝑠 (𝑠 ′ → 𝑠) or leaves state 𝑠 (𝑠 → 𝑠 ′). By considering all these

interactions, the (𝑘, 𝑠) component of the drift 𝑓 (𝑛) (x) is∑︁
𝑠′≠𝑠

(𝑟 (𝑛)
𝑘,(𝑠′)→(𝑠)𝑥 (𝑘,𝑠′) − 𝑟

(𝑛)
𝑘,(𝑠)→(𝑠′)𝑥 (𝑘,𝑠) ) (17)

+ 1

𝑛

∑︁
𝑠′,𝑘1,𝑠1,𝑠

′
1

(𝑟 (𝑛)
𝑘,𝑘1,(𝑠′,𝑠′

1
)→(𝑠,𝑠1)𝑥 (𝑘,𝑠

′)𝑥 (𝑘1,𝑠1) − 𝑟
(𝑛)
𝑘,𝑘1,(𝑠,𝑠1)→(𝑠′,𝑠′

1
)𝑥 (𝑘,𝑠)𝑥 (𝑘1,𝑠

′
1
) )

+
∑︁

𝑑=3,...,𝑑max

1

𝑛𝑑−1

∑︁
𝑘

1
,...,𝑘𝑑−1

𝑠
1
,...,𝑠𝑑−1

𝑠′,𝑠′
1
,...,𝑠′

𝑑−1

𝑟
(𝑛)
𝑘,...,𝑘𝑑−1,(𝑠′,...,𝑠′𝑑−1

)→(𝑠,...,𝑠𝑑−1)𝑥
(𝑛)
(𝑘,𝑠′) . . . 𝑥

(𝑛)
(𝑘𝑑−1,𝑠

′
𝑑−1

)

− 𝑟 (𝑛)
𝑘,...,𝑘𝑑−1,(𝑠,...,𝑠𝑑−1)→(𝑠′,...,𝑠′

𝑑−1
)𝑥

(𝑛)
(𝑘,𝑠) . . . 𝑥

(𝑛)
(𝑘𝑑−1,𝑠𝑑−1)
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In the above equation, we sum over all permutations such that the first objects is fixed to 𝑘 .

This counters the factor 1/𝑑 of the definition of the rates. Therefore, the sum can be written as

1

𝑛𝑑−1

∑
𝑘

1
,...,𝑘𝑑−1

𝑠
1
,...,𝑠𝑑−1

𝑠′,𝑠
1
,...,𝑠′

𝑑−1

𝑟
(𝑛)
𝑘,...,𝑘𝑑−1,(𝑠′,...,𝑠′𝑑−1

)→(𝑠,...,𝑠𝑑−1)𝑥
(𝑛)
(𝑘,𝑠′) . . . 𝑥

(𝑛)
(𝑘𝑑−1,𝑠

′
𝑑−1

) . Without loss of generality, we fix the

index order 𝑘, 𝑘1, . . . to simplify the mathematical notations. This simplification comes from the fact

that we assumed for any permutation𝜎 of the set {1 . . . 𝑑}, the rates satisfy 𝑟 (𝑛)
𝑘1,...,𝑘𝑑 ,(𝑠1,...,𝑠𝑑 )→(𝑠′

1
,...,𝑠′

𝑑
) =

𝑟
(𝑛)
𝑘𝜎 (1) ,...,𝑘𝜎 (𝑑 ) ,(𝑠𝜎 (1) ,...,𝑠𝜎 (𝑑 ) )→(𝑠′

𝜎 (1) ,...,𝑠
′
𝜎 (𝑑 ) )

.

B.2 Definition of the Refined Mean Field Approximation
In this section, we show how the definition of the refinement term v from [14] can be adapted and

how it can be computed using the rates of the model introduced in section 3. In [14], the refinement

term is based on a density representation of the stochastic system and therefore independent of

the state of individual objects. Since our model representation takes the state of each object into

account, we extend the definition of their refinement term v to object-state pairs with the following

set of ODEs (for better readability we suppress the dependence on 𝑛 in the definitions)

¤𝑣 (𝑘1,𝑠1) (x, 𝑡) =
∑︁
𝑢∈I

𝜕𝑓(𝑘1,𝑠1)
𝜕𝑥𝑢

(𝝓 (x, 𝑡))𝑣𝑢 (x, 𝑡) +
1

2

∑︁
𝑢,𝑙 ∈I

𝜕2 𝑓(𝑘1,𝑠1)
𝜕𝑥𝑙 𝜕𝑥𝑢

(𝝓 (x, 𝑡))𝑤𝑢,𝑙 (x, 𝑡),

¤𝑤 (𝑘1,𝑠1),(𝑘2,𝑠2) (x, 𝑡) =
∑︁
𝑢∈I

𝑤𝑢,(𝑘2,𝑠2) (x, 𝑡)
𝜕𝑓(𝑘1,𝑠1)
𝜕𝑥𝑢

(𝝓 (x, 𝑡))

+
∑︁
𝑢∈I

𝑤𝑢,(𝑘1,𝑠1) (x, 𝑡)
𝜕𝑓(𝑘2,𝑠2)
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) +𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (𝝓 (x, 𝑡)),

with initial conditions v(x, 0) = 0,w(x, 0) = 0. The values of v and w should be interpreted as the

leading correction terms for the first moment and covariance of X(𝑡) − 𝝓 (x, 𝑡). The value of Q is

given by the expected change of the covariance of the stochastic system which, for a given state x,
is

Q(𝑘,𝑠),(𝑘′,𝑠′) (x) =
∑︁
x′∈X

𝐾x,x′ (x′(𝑘,𝑠) − x(𝑘,𝑠) ) (x′(𝑘′,𝑠′) − x(𝑘′,𝑠′) ).

To make the definitions less abstract, we give explicit formulas of Q and the derivative of the drift

𝑓 when considering a heterogeneous model having at most pairwise interactions. We start by

characterizing the elements of Q evaluated at x (here 𝑠 ≠ 𝑠 ′ and 𝑘 ≠ 𝑘 ′)

𝑄 (𝑘,𝑠),(𝑘,𝑠) (x)=
∑︁
𝑠′
𝑟𝑘,(𝑠)→(𝑠′)𝑥 (𝑘,𝑠)+𝑟𝑘,(𝑠′)→(𝑠)𝑥 (𝑘,𝑠′)

+ 1

𝑛

∑︁
𝑘1,𝑠1,𝑠

′
1
,𝑠′

𝑟𝑘,𝑘1,(𝑠,𝑠1)→(𝑠′,𝑠′
1
)𝑥 (𝑘,𝑠)𝑥 (𝑘1,𝑠1)+𝑟𝑘,𝑘1,(𝑠′,𝑠′

1
)→(𝑠,𝑠1)𝑥 (𝑘,𝑠′)𝑥 (𝑘1,𝑠

′
1
) ,

𝑄 (𝑘,𝑠),(𝑘,𝑠′) (x)=−𝑟𝑘,(𝑠)→(𝑠′)𝑥 (𝑘,𝑠)−𝑟𝑘,(𝑠′)→(𝑠)𝑥 (𝑘,𝑠′)

+ 1

𝑛

∑︁
𝑘1,𝑠1,𝑠

′
1

−𝑟𝑘,𝑘1,(𝑠,𝑠1)→(𝑠′,𝑠′
1
)𝑥 (𝑘,𝑠)𝑥 (𝑘1,𝑠1)−𝑟𝑘,𝑘1,(𝑠′,𝑠1)→(𝑠,𝑠′

1
)𝑥 (𝑘,𝑠′)𝑥 (𝑘1,𝑠1) ,

𝑄 (𝑘,𝑠),(𝑘′,𝑠1) (x)=
1

𝑛

∑︁
𝑠′,𝑠′

1

𝑟𝑘,𝑘′,(𝑠,𝑠1)→(𝑠′,𝑠′
1
)𝑥 (𝑘,𝑠)𝑥 (𝑘′,𝑠1) − 𝑟𝑘,𝑘′,(𝑠′,𝑠′

1
)→(𝑠,𝑠1)𝑥 (𝑘,𝑠′)𝑥 (𝑘′,𝑠′

1
) , 𝑘 ≠ 𝑘 ′.

The first and second partial derivatives of the drift 𝑓 are given by
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𝜕𝑓(𝑘,𝑠)
𝜕𝑥 (𝑘,𝑠)

(x) = −
∑︁
𝑠′
𝑟𝑘,(𝑠)→(𝑠′)−

1

𝑛

∑︁
𝑘1≠𝑘,𝑠1,𝑠

′
1
,𝑠′≠𝑠

𝑟𝑘,𝑘1,(𝑠,𝑠1)→(𝑠′,𝑠′
1
)𝑥 (𝑘1,𝑠1) ,

𝜕𝑓(𝑘,𝑠)
𝜕𝑥 (𝑘,𝑠)

(x) = 𝑟𝑘,(𝑠)→(𝑠) +
1

𝑛

∑︁
𝑘1≠𝑘,𝑠1,𝑠

′
1

𝑟𝑘,𝑘1,(𝑠,𝑠1)→(𝑠,𝑠′
1
)𝑥 (𝑘1,𝑠1) 𝑠 ≠ 𝑠,

𝜕𝑓(𝑘,𝑠)
𝜕𝑥 ( ˜𝑘,𝑠)

(x) = 1

𝑛

∑︁
𝑠′,𝑠′

1

𝑟
𝑘, ˜𝑘,(𝑠′,𝑠)→(𝑠,𝑠′

1
)𝑥 (𝑘,𝑠′)−𝑟𝑘, ˜𝑘,(𝑠,𝑠)→(𝑠′,𝑠′

1
)𝑥 (𝑘,𝑠)

˜𝑘 ≠ 𝑘,

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥 ( ˆ𝑘,𝑠) 𝜕𝑥 (𝑘,𝑠)

(x) = − 1

𝑛

∑︁
𝑠′

1
,𝑠′

𝑟
𝑘, ˆ𝑘,(𝑠,𝑠)→(𝑠′,𝑠′

1
)

ˆ𝑘 ≠ 𝑘,

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥 ( ˆ𝑘,𝑠) 𝜕𝑥 (𝑘,𝑠)

(x) = 1

𝑛

∑︁
𝑠′

1

𝑟
𝑘, ˆ𝑘,(𝑠,𝑠)→(𝑠′,𝑠′

1
)

ˆ𝑘 ≠ 𝑘, 𝑠 ≠ 𝑠,

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥 (𝑘,𝑠) 𝜕𝑥 ( ˜𝑘,𝑠)

(x) = 1

𝑛

∑︁
𝑠′

1

𝑟
𝑘, ˜𝑘,(𝑠,𝑠)→(𝑠,𝑠′

1
)

˜𝑘 ≠ 𝑘,

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥 (𝑘,𝑠) 𝜕𝑥 ( ˜𝑘,𝑠)

(x) = − 1

𝑛

∑︁
𝑠′,𝑠′

1

𝑟
𝑘, ˜𝑘,(𝑠,𝑠′)→(𝑠,𝑠′

1
)

˜𝑘 ≠ 𝑘,

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥 ( ˆ𝑘,𝑠) 𝜕𝑥 ( ˜𝑘,𝑠)

(x) = 0
˜𝑘, ˆ𝑘 ≠ 𝑘.

Note that if interactions of more than two objects occur, the above formulations include additional

rates and higher order derivatives of the drift are non-zero.

C CACHE REPLACEMENT POLICIES
C.1 Computation of the exact steady-state probabilities
It is shown in [15] that the steady-state distribution of the RANDOM(m) cache replacement policy

has a product-form, which the authors use to derive the per-object miss probability. Here, we show

how to adapt the same methodology to compute the steady-state probability for an object to be

in list 𝑠 . Our approach is very similar to the one developed in [15] but leads to a slightly different

recurrence equation.

Recall that 𝑆𝑘 denotes the list in which object 𝑘 is (where 0 means that the object is not in the

cache). We say that a state S is admissible for m if the number of objects in list 𝑠 is exactly𝑚𝑠 for

all 𝑠 ∈ {1, . . . , 𝑆}. Theorem 6 of [15] can be rephrased as follows: For any admissible state S, the
steady-state probability of S is equal to

𝜋 (S) = 1

𝐶 (m, 𝑛)

𝑛∏
𝑘=1

(_𝑘 )𝑆𝑘 ,

where 𝐶 (m, 𝑛) = ∑
S admissible for m

∏𝑛
𝑘=1

(_𝑘 )𝑆𝑘 is a constant such that the probabilities 𝜋 (S) sum to

one. Note that the constant 𝐶 (m, 𝑛) is not the same as the constant 𝐸 (m, 𝑛) defined in [15] because

our configuration S does not take into account the position in a list in which an object is but only

takes into account the list in which an object is: there is a

∏
𝑠𝑚𝑠 ! factor between the two.
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By decomposing the set of admissible configurations depending on the list in which object 𝑛 is

(either outside the cache or in list 𝑠), we get that:

𝐶 (m, 𝑛) =
∑︁

S admissible for m

𝑛∏
𝑘=1

(_𝑘 )𝑆𝑘 =

𝑆∑︁
𝑠=0

∑︁
S admissible for m and object 𝑛 is in list 𝑠

𝑛∏
𝑘=1

(_𝑘 )𝑆𝑘

= 𝐶 (m, 𝑛 − 1) +
𝑆∑︁
𝑠=1

(_𝑛)𝑠𝐶 (m − e𝑠 , 𝑛 − 1),

with the convention that 𝐶 (m, 𝑛) = 0 if m = 0 or if
∑

𝑠𝑚𝑠 > 𝑛. Indeed, there is a bijection between

the admissible configurations formwith𝑛 objects in which object𝑛 is in list 𝑠 and the configurations

for m − e𝑠 with 𝑛 − 1 objects.

Similarly, the probability for object 𝑛 to be in list 𝑠 is the sum over all admissible configurations

such that object 𝑛 is in list 𝑠 which corresponds to the set of admissible configurations for m − e𝑠
with 𝑛 − 1 objects. Hence, we have

𝜋exact

𝑛,𝑠 =
(_𝑛)𝑠𝐶 (m − e𝑠 , 𝑛 − 1)

𝐶 (m, 𝑛) . (18)

The above recurrence equations can be used to compute the exact value of P
(
𝑆
(𝑛)
𝑘

= 𝑠

)
for all 𝑠 . By

reordering the objects, it can be also used to compute the recurrence equation for all objects 𝑘 . The

naive complexity of such an equation grows in𝑂 (𝑛2
∏

𝑠𝑚𝑠 ) and can be lowered to𝑂 (𝑛 log𝑛
∏

𝑠𝑚𝑠 )
by carefully reordering the objects. This means that for relatively small values of m, it is possible to

compute an exact value for P
(
𝑆
(𝑛)
𝑘

= 𝑠

)
. Note that in practice, the complexity is quite large as soon

as the list sizes grow. For instance, our implementation does not allow us to calculate the values for

more than 3 lists of size 10.

C.2 Theorem 6 of [15] is a consequence of our results (and can be refined)
The cache replacement policy RAND(m) that we study in Section 5.1 is essentially the same

5
as

the one studied in [15]. In [15], the authors denote by 𝐻𝑠 (𝑡) =
∑

𝑘 𝑝𝑘𝑋𝑘,𝑠 (𝑡) the sum of the items’

popularity that are in list 𝑠 at time 𝑡 , and by 𝜌𝑠 (𝑡) =
∑

𝑘 𝑝𝑘𝑥𝑘,𝑠 (𝑡) its mean field approximation,

where 𝑝𝑘 = _𝑘/(
∑

𝑘′ _𝑘′) is the request probability for object 𝑘 . Theorem 6 of [15] implies that for

𝑡 ≤ 𝑇

E
[
∥𝐻𝑠 (𝑡) − 𝜌𝑠 (𝑡)∥2

]
= 𝑂 (max

𝑘
𝑝𝑘 + max

𝑠

1

𝑚𝑠

),

which implies that if the popularities of items are such that _𝑘 = 𝑂 (1) and the list size are such

that𝑚𝑠 = 𝑂 (1/𝑛), then

E
[
∥𝐻𝑠 (𝑡) − 𝜌𝑠 (𝑡)∥2

]
= 𝑂 (1/𝑛)

This is a 𝑂 (1/
√
𝑛) convergence result because it implies that

E [∥𝐻𝑠 (𝑡) − 𝜌𝑠 (𝑡)∥] = 𝑂 (1/
√
𝑛).

We do not think that the proof of the main result of [15] is correct. Lemma 1 implies is that𝑀 (𝑡) is
a Martingale such that E

[
∥𝑀 (𝑡 + 1) −𝑀 (𝑡)∥2

]
≤ 𝑐 . Later in the proof, the authors argue that this

5
One difference between the two model is that we consider a continuous time model where object 𝑘 is requested at rate _𝑘
and the authors of [15] consider a discrete-time model where object 𝑘 is requested with probability 𝑝𝑘 = _𝑘/

∑
ℓ _ℓ . Up to

re-normalizing the time by

∑
ℓ _ℓ , these two models are essentially equivalent.
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implies that E
[
∥𝑀 (𝑡)∥2

]
≤ 𝑐𝑡 . This would hold if the norm could be written as a scalar product

∥𝑀 ∥2

2
= ⟨𝑀,𝑀⟩. Indeed, in such a case one would have:

E
[
∥𝑀 (𝑡 + 1)∥2

2

]
= E

∥𝑀 (𝑡)∥2

2
+ 2 ⟨𝑀 (𝑡 + 1) −𝑀 (𝑡), 𝑀 (𝑡)⟩︸                          ︷︷                          ︸

=0

+ ∥𝑀 (𝑡 + 1) −𝑀 (𝑡)∥2

2

 (19)

≤ E
[
∥𝑀 (𝑡)∥2

2

]
+ 𝑐,

where the second term equals 0 because E [𝑀 (𝑡 + 1) −𝑀 (𝑡) | 𝑀 (𝑡)] = 0. A direct recurrence would

imply that E
[
∥𝑀 (𝑡 + 1)∥2

2

]
≤ 𝑐𝑡 .

The problem is that the norm used in [15] can be written as a supremum norm (it is a supremum

norm) and we not think that it can be written as a scalar product. This implies that one cannot use

the reasoning of Equation (19), which means that this inequality does not hold for their case.

Yet, we claim that the result of their Theorem 6 holds, and can in fact be refined by using our

approach. To see that, we rewrite the difference between 𝐻 and 𝜌 as:

E
[
∥𝐻𝑠 (𝑡) − 𝜌𝑠 (𝑡)∥2

]
=

∑︁
𝑘1,𝑘2

𝑝𝑘1
𝑝𝑘2
E

[
(𝑋𝑘1,𝑠 (𝑡) − 𝑥𝑘1,𝑠 (𝑡)) (𝑋𝑘2,𝑠

′ (𝑡) − 𝑥𝑘2,𝑠
′ (𝑡))

]
(20)

We claim that the proof of Theorem 4.2 can be adapted to show that:

E
[
(𝑋𝑘1,𝑠 (𝑡) − 𝑥𝑘1,𝑠 (𝑡)) (𝑋𝑘2,𝑠

′ (𝑡) − 𝑥𝑘2,𝑠
′ (𝑡))

]
=

{
𝑤 (𝑘1,𝑠),(𝑘2,𝑠

′) +𝑂 (1/𝑛) if 𝑘1 = 𝑘2

𝑤 (𝑘1,𝑠),(𝑘2,𝑠
′) +𝑂 (1/(𝑛2)) if 𝑘1 ≠ 𝑘2,

where𝑤 is defined in Appendix B.2 and is such that:

𝑤 (𝑘1,𝑠),(𝑘2,𝑠
′) =

{
𝑂 (1) if 𝑘1 = 𝑘2

𝑂 (1/𝑛) if 𝑘1 ≠ 𝑘2,

This implies that

E
[
∥𝐻𝑠 (𝑡) − 𝜌𝑠 (𝑡)∥2

]
=

∑︁
𝑘1,𝑘2

𝑝𝑘1
𝑝𝑘2
𝑊(𝑘1,𝑠),(𝑘2,𝑠) (𝑡)︸                          ︷︷                          ︸

=𝑂 (1/𝑛)

+𝑂 (1/𝑛2).

The above equation refined Theorem 6 of [15] by not only proving that the term is of order𝑂 (1/𝑛)
but also by providing the expansion term.

C.3 Cache replacement policies: time to compute the fixed point.
In Table 2, we show that computing the fixed point of the refined mean field approximation takes

less than 50ms for a cache replacement model with two lists and 𝑛 = 50 heterogeneous objects.

To explore further how this computation time scales with 𝑛 or the number of lists of the cache,

we report in Table 3 the time to compute the fixed point of the mean field and refined mean field

approximation for up to 1000 items and between 2 to 4 lists. The total number of values to be

computed here is 𝑛×𝑆 where 𝑆 is the number of lists. We observe that the mean field approximation

is relatively fast to compute for all considered values. The refined mean field takes more time

but remains reasonable when we have at most 𝑛 = 1000 objects. For 𝑛 = 1000 and 2 lists, the

computation times is much larger (more than 10 times larger). We believe that this huge increase of

computation time might be due to memory contention when scipy tries to solve a very big linear

system (with |𝑛S|2 = 4 millions of variables).
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Table 3. Time to compute the fixed point of the mean filed and refined mean field approximation for the
RAND(m) model for various values of 𝑛 and m.

𝑛 m 𝑛 |S| Time (mean field) Time (Refined mean field)

30 [6, 6, 6] 90 40ms 50ms

50 [10, 10, 10] 150 50ms 72ms

100 [20, 20, 20, 20] 400 263ms 458ms

200 [40, 40, 40] 600 137ms 881ms

200 [40, 40, 40, 40] 800 370ms 2s

300 [60, 60, 60] 900 186ms 4s

500 [150, 150] 1000 121ms 6s

1000 [300, 300] 2000 222ms 71s

D TECHNICAL LEMMAS
D.1 Bounds for Partial Derivatives of 𝝓
In Lemma D.1 we analyze the properties of the partial derivatives of 𝜙 (𝑘,𝑠) (x, 𝑡) with respect to the

initial condition x. We introduce the set I := {1, . . . , 𝑛} × S and I𝑘 = {𝑘} × S to simplify notations

for frequently appearing sums in the lemma and proof. The set I encompasses all object-state

tuples (𝑘, 𝑠), the set I𝑘 includes tuples (𝑘, 𝑠) with fixed object 𝑘 . We emphasize that the bounds for

the partial derivatives differ substantially depending on whether 𝜙 (𝑘,𝑠) (x, 𝑡) is derived with respect

to (𝑘, 𝑠) ∈ I𝑘 or ( ˜𝑘, 𝑠) ∈ I \ I𝑘 . Our results show that if the sum over the states of the absolute

values of the partial derivatives of 𝜙 (𝑘,𝑠) (x, 𝑡),
∑

𝑠∈S

���𝜙 (𝑘,𝑠 )
𝑥 (𝑘,𝑠 )

(x, 𝑡)
���, is derived with respect to the same

object 𝑘 , i.e., in direction of a object-state pair (𝑘, 𝑠), it can be bounded independent of 𝑛. However, if
the same sum is derived with respect to a pair ( ˜𝑘, 𝑠) ∈ I \I𝑘 it is of order𝑂 (1/𝑛). Subsequently, we
can show similar properties for sums of higher partial derivatives such as

∑
𝑠∈S

��� 𝜕𝜙 (𝑘,𝑠 )
𝜕𝑥 ( ˜𝑘,𝑠 ) 𝜕𝑥 ( ˆ𝑘,𝑠 )

(x, 𝑡)
���.

For the second partial derivatives we see that if at least one of the derivative direction is in I𝑘
the sum is bounded by 𝑂 (1/𝑛) and otherwise, if ( ˜𝑘, 𝑠), ( ˆ𝑘, 𝑠) ∈ I \ I𝑘 , the sum is of order 𝑂 (1/𝑛2).
Our analysis considers partial derivatives up to the fourth order for which we establish bounds

with likewise properties. A direct consequence we frequently use is that the absolute value of the

partial derivative of 𝜙 (𝑘,𝑠) (x, 𝑡) can be bounded by the previously mentioned sums, for example��� 𝜕𝜙 (𝑘,𝑠 )
𝜕𝑥 ( ˜𝑘,𝑠 )

(x, 𝑡)
��� ≤ ∑

𝑠∈S

��� 𝜙 (𝑘,𝑠 )
𝜕𝑥 ( ˆ𝑘,𝑠 )

(x, 𝑡)
���. Thus, the same bounds hold for

��� 𝜕𝜙 (𝑘,𝑠 )
𝜕𝑥 ( ˜𝑘,𝑠 )

(x, 𝑡)
��� and absolute values

of higher order partial derivatives.

Lemma D.1. Given the solution 𝝓 of the ODE defined in section 4.1. For the partial derivatives
of 𝝓 (𝑘,𝑠) with respect to the initial condition x ∈ X and (𝑘, 𝑠) ∈ I = {1, . . . , 𝑛} × S the following
properties hold:

(a) If 𝑖, 𝑗,𝑤 and 𝑙 are in I \ I𝑘 = {1, . . . , 𝑘 − 1, 𝑘 + 1, . . . , 𝑛} × S, i.e., none of the tuples 𝑖, 𝑗,𝑤 or 𝑙
refer to object 𝑘 , then

(𝑎.1)
∑︁
𝑠∈S

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
���� = 𝑂 (1/𝑛), (𝑎.2)

∑︁
𝑠∈S

���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
���� = 𝑂 (1/𝑛2),

(𝑎.3)
∑︁
𝑠∈S

���� 𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
���� = 𝑂 (1/𝑛3), (𝑎.4)

∑︁
𝑠∈S

���� 𝜕4𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)
���� = 𝑂 (1/𝑛4).



Mean Field Approximation(s) for Heterogeneous Systems: It Works! 13:29

(b) Otherwise, if any tuple 𝑖, 𝑗,𝑤 or 𝑙 is in I𝑘 = {𝑘} × S then, for the same summations,

(𝑏.1)
∑︁
𝑠∈S

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
���� = 𝑂 (1), (𝑏.2)

∑︁
𝑠∈S

���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
���� = 𝑂 (1/𝑛),

(𝑏.3)
∑︁
𝑠∈S

���� 𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
���� = 𝑂 (1/𝑛2), (𝑏.4)

∑︁
𝑠∈S

���� 𝜕4𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)
���� = 𝑂 (1/𝑛3).

Proof. We will prove this lemma by bounding the derivative with respect to time of

𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖

(x, 𝑡)
(and of the derivative of the higher order terms). The result will then follow by using Grönwall’s

Lemma in differential form.

First derivative – proof of (a.1) and (b.1) – Recall that 𝝓 (x, 𝑡) satisfies the differential equation
𝑑
𝑑𝑡
𝝓 (x, 𝑡) = 𝑓 (𝝓 (x, 𝑡)). Hence, the partial derivatives of 𝜙 (𝑘,𝑠 )

𝜕𝑥𝑖
(x, 𝑡), 𝑖 ∈ I with respect to the time 𝑡

are

𝑑

𝑑𝑡

𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡) = 𝜕

𝜕𝑥𝑖

𝑑𝜙 (𝑘,𝑠)
𝑑𝑡

(x, 𝑡) =
𝜕(𝑓(𝑘,𝑠) ◦ 𝝓)

𝜕𝑥𝑖
(x, 𝑡) =

∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝜙𝑢

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(x, 𝑡).

Having a closer look at the partial derivatives of 𝑓 (see Appendix B.2), we see that

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(x) ≤ 𝐶1 for 𝑢 ∈ I𝑘 ,

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(x) ≤ 𝐶2/𝑛 for 𝑢 ∈ I \ I𝑘 .

Let 𝐿1 := max{𝐶1,𝐶2} and define 𝑐𝑘𝑖 :=

{
1 if 𝑖 ∈ I𝑘
1/𝑛 otherwise

. It follows that

∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝜙𝑢

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(x, 𝑡) ≤ 𝐿1

∑︁
𝑢∈I

𝑐𝑘𝑢

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� .

To obtain the bound on the max term, we start by bounding the change of the max with respect

to time for the first partial derivatives.

𝑑

𝑑𝑡
max

𝑖∈I,𝑠∈S

𝑛∑︁
𝑘=1

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
���� ≤ 𝐿1 max

𝑖∈I,𝑠∈S

𝑛∑︁
𝑘=1

∑︁
𝑢∈I

𝑐𝑘𝑢

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
����

≤ 𝐿1 |S| max

𝑖∈I,𝑠∈S

𝑛∑︁
𝑘=1

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
���� + 𝐿1

1

𝑛
|S| (𝑛 − 1) max

𝑖∈I,𝑠∈S

𝑛∑︁
𝑘=1

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
����

≤ 2𝐿1 |S| max

𝑖∈I,𝑠∈S

𝑛∑︁
𝑘=1

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
����

Furthermore, for 𝑡 equal to zero, 𝝓 (x, 0) = x which implies that

𝜕𝜙 (𝑘,𝑠 ) (x,0)
𝜕𝑥𝑖

= 1 if (𝑘, 𝑠) = 𝑖 and 0

otherwise. From this it follows directly that max𝑖∈I,𝑠∈𝑆
∑𝑛

𝑘=1

��� 𝜕𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖

(x, 0)
��� = 1. Applying Grönwalls

Lemma to the obtained results yields max𝑖∈I,𝑠∈S
∑𝑛

𝑘=1

��� 𝜕𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖

(x, 𝑡)
��� ≤ exp

(
2𝐿1 |S| 𝑡

)
= 𝑂 (1).
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We bound

∑
𝑠∈S

��� 𝜕𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖

(x, 𝑡)
��� in the same manner. First, for the time derivative

𝑑

𝑑𝑡

∑︁
𝑠∈S

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
���� ≤ 𝐿1 |S|

∑︁
𝑢∈I

𝑐𝑘𝑢

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
����

≤ 𝐿1 |S|
(∑︁
𝑠∈S

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
���� + 1

𝑛
|S|2 max

𝑖∈I,𝑠∈S

𝑛∑︁
𝑘=1

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
����) .

Herewe know that the second summand is𝑂 (1). By definition of 𝝓, at time zero

∑
𝑠∈S

��� 𝜕𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖

(x, 0)
���

is equal to one if 𝑖 is in I𝑘 and zero otherwise. Using Grönwalls Lemma, it follows∑︁
𝑠∈S

���� 𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑖

(x, 𝑡)
���� = 𝑂 (𝑐𝑘𝑖 ) =

{
𝑂 (1) for 𝑖 ∈ I𝑘 ,
𝑂 (1/𝑛) otherwise.

This shows (a.1) and (b.1). Note that as an important direct consequence, the same is true for��� 𝜕𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖

(x, 𝑡)
���.

Second derivative – proof of (a.2) and (b.2) – For the second partial derivatives we repeat

the procedure of bounding the second derivative of 𝝓 with respect to time 𝑡 . Deriving the second

partial derivative of 𝝓 with respect to time 𝑡 gives

𝑑

𝑑𝑡

𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥 𝑗 𝜕𝑥𝑖

(x, 𝑡) =
𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥 𝑗 𝜕𝑥𝑖

(𝝓 (x, 𝑡)) = 𝜕

𝜕𝑥 𝑗

(∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(x, 𝑡)
)

(21)

=
∑︁
𝑢,𝑣∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(x, 𝑡) 𝜕𝜙𝑣
𝜕𝑥 𝑗

(x, 𝑡) +
∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) 𝜕
2𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖
(x, 𝑡).

To bound the above term, we observe that

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(x) ≤
{
𝐶3/𝑛 if 𝑖 or 𝑗 ∈ I𝑘
𝐶4/𝑛2

otherwise

for 𝐶3,𝐶4 ≥ 0. We define𝐿2 = max{𝐶3,𝐶4} with which we bound the first sum by

∑︁
𝑢,𝑣∈I

���� 𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
���� ���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

����
≤ 𝐿2

𝑛

©«
∑︁
𝑢∈I𝑘

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ∑︁
𝑣∈I

���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� + ∑︁
𝑣∈I𝑘

���� 𝜕𝜙𝑣𝜕𝑥𝑖
(x, 𝑡)

���� ∑︁
𝑢∈I

���� 𝜕𝜙𝑢𝜕𝑥 𝑗
(x, 𝑡)

����ª®¬
+ 𝐿2

𝑛2

©«
∑︁

𝑢,𝑣∈I\I𝑘

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗

(x, 𝑡)
����ª®¬

By previous observations

∑
𝑣∈I

��� 𝜕𝜙𝑣

𝜕𝑥 𝑗
(x, 𝑡)

��� = 𝑂 (1) and ∑
𝑢∈I𝑘

��� 𝜕𝜙𝑢𝜕𝑥𝑖
(x, 𝑡)

��� = 𝑂 (𝑐𝑘𝑖 ) which implies

that the first sum is
1

𝑛
𝐿2 (𝑂 (𝑐𝑘𝑖 ) +𝑂 (𝑐𝑘𝑗 )) +𝑂 ( 1

𝑛2
) = 𝑂 ( 1

𝑛
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 )).
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The second sum can be bounded, similar to the first partial derivatives, by

∑︁
𝑢∈I

𝜕𝑓 (𝑘,𝑠)

𝜕𝑥𝑢
(𝝓 (x, 𝑡)) 𝜕

2𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖
(x, 𝑡) ≤ 𝐿1

∑︁
𝑢∈I

𝑐𝑘𝑢

���� 𝜕2𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖
(x, 𝑡)

���� .
Now we can derive bounds for max𝑖, 𝑗 ∈I,𝑠∈𝑆

∑
𝑘

��� 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
��� and ∑

𝑠

��� 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
���. The procedure

is the same as before. For the max term we get

𝑑

𝑑𝑡
max

𝑖, 𝑗 ∈I,𝑠∈S

𝑛∑︁
𝑘=1

���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥 𝑗 𝜕𝑥𝑖

(x, 𝑡)
���� ≤ max

𝑖, 𝑗 ∈I,𝑠∈S
{

𝑛∑︁
𝑘=1

𝑂 ( 1

𝑛
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 )) + 𝐿1

𝑛∑︁
𝑘=1

∑︁
𝑢∈I

𝑐𝑘𝑢

���� 𝜕2𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖
(x, 𝑡)

����}
≤ 𝑂 (1/𝑛) + 2𝐿1 |S| max

𝑖, 𝑗 ∈I,𝑠∈S

𝑛∑︁
𝑘=1

���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥 𝑗 𝜕𝑥𝑖

(x, 𝑡)
���� .

Recall that 𝝓 (x, 0) = x which implies that

𝜕2𝜙 (𝑘,𝑠 ) (x,0)
𝜕𝑥𝑖𝜕𝑥 𝑗

= 0. Hence, max𝑖, 𝑗 ∈I,𝑠∈S
∑𝑛

𝑘=1

��� 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥 𝑗 𝜕𝑥𝑖

(x, 0)
��� =

0 which allows concluding, by applying Grönwalls Lemma, that max𝑖, 𝑗 ∈I,𝑠∈S
∑𝑛

𝑘=1

��� 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥 𝑗 𝜕𝑥𝑖

(x, 𝑡)
��� =

𝑂 (1/𝑛). For ∑
𝑠∈S

��� 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
��� we infer

𝑑

𝑑𝑡

∑︁
𝑠∈S

���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
���� ≤ ∑︁

𝑠∈S
𝑂 ( 1

𝑛
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 )) + 𝐿1

∑︁
𝑠∈S

∑︁
𝑢∈I

𝑐𝑘𝑢

���� 𝜕2𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖
(x, 𝑡)

����
≤ 𝑂 ( 1

𝑛
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 )) + 𝐿1 |S|

∑︁
𝑠∈S

���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
���� + 1

𝑛
𝐿1 |S|2 max

𝑖, 𝑗 ∈I,𝑠∈S

𝑛∑︁
𝑘=1

���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥 𝑗 𝜕𝑥𝑖

(x, 𝑡)
����

= 𝑂 ( 1

𝑛
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 )) + 𝐿1 |S|

∑︁
𝑠∈S

���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
���� +𝑂 (1/𝑛2).

With

∑
𝑠∈S

��� 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 0)
��� = 0 and Grönwall, we have

∑
𝑠∈S

��� 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(x, 𝑡)
��� = 𝑂 ( 1

𝑛
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 )).

Third and Fourth derivatives – For the higher order partial derivatives, the proof procedure

stays the same as for the first and second partial derivatives. First, we calculate the time derivative

for the partial derivatives of third and fourth order of 𝝓. In order to obtain bounds for the max term

and the sum over the states, we bound the derivatives. The time derivatives of

𝜕3𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡) and
𝜕4𝜙 (𝑘,𝑠 )

𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡), with 𝑖, 𝑗,𝑤, 𝑙 ∈ I, are given by
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𝑑

𝑑𝑡

𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)

=
𝜕

𝜕𝑥𝑤

( ∑︁
𝑢,𝑣∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(x, 𝑡) 𝜕𝜙𝑣
𝜕𝑥 𝑗

(x, 𝑡) +
∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) 𝜕
2𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖
(x, 𝑡)

)
=

∑︁
𝑢,𝑣,𝑜∈I

𝜕3 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣𝜕𝑥𝑜

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(x, 𝑡) 𝜕𝜙𝑣
𝜕𝑥 𝑗

(x, 𝑡) 𝜕𝜙𝑜
𝜕𝑥𝑤

(x, 𝑡)

+
∑︁
𝑢,𝑣∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
(
𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡) 𝜕𝜙𝑣

𝜕𝑥 𝑗
(x, 𝑡) + 𝜕𝜙𝑢

𝜕𝑥𝑖
(x, 𝑡) 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑤
(x, 𝑡)

)
+

∑︁
𝑢,𝑣∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡)) 𝜕
2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥 𝑗
(x, 𝑡) 𝜕𝜙𝑣

𝜕𝑥𝑤
(x, 𝑡) +

∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡))
𝜕3𝝓𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

and

𝑑

𝑑𝑡

𝜕4𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)

=
𝜕

𝜕𝑥𝑙

( ∑︁
𝑢,𝑣,𝑜∈I

𝜕3 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣𝜕𝑥𝑜

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(x, 𝑡) 𝜕𝜙𝑣
𝜕𝑥 𝑗

(x, 𝑡) 𝜕𝜙𝑜
𝜕𝑥𝑤

(x, 𝑡)

+
∑︁
𝑢,𝑣∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
(
𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡) 𝜕𝜙𝑣

𝜕𝑥 𝑗
(x, 𝑡) + 𝜕𝜙𝑢

𝜕𝑥𝑖
(x, 𝑡) 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑤
(x, 𝑡)

)
+

∑︁
𝑢,𝑣∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡)) 𝜕
2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥 𝑗
(x, 𝑡) 𝜕𝜙𝑣

𝜕𝑥𝑤
(x, 𝑡) +

∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡))
𝜕3𝝓𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

)
:

The above quantity is equal to∑︁
𝑢,𝑣,𝑜,𝑝∈I

𝜕4 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣𝜕𝑥𝑜𝜕𝑥𝑝

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(x, 𝑡) 𝜕𝜙𝑣
𝜕𝑥 𝑗

(x, 𝑡) 𝜕𝜙𝑜
𝜕𝑥𝑤

(x, 𝑡)
𝜕𝜙𝑝

𝜕𝑥𝑙
(x, 𝑡)

+
∑︁

𝑢,𝑣,𝑜∈I

𝜕3 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣𝜕𝑥𝑜

(𝝓 (x, 𝑡))
(
𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑙
(x, 𝑡) 𝜕𝜙𝑣

𝜕𝑥 𝑗
(x, 𝑡) 𝜕𝜙𝑜

𝜕𝑥𝑤
(x, 𝑡) + 𝜕𝜙𝑢

𝜕𝑥𝑖
(x, 𝑡) 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑙
(x, 𝑡) 𝜕𝜙𝑜

𝜕𝑥𝑤
(x, 𝑡)

+ 𝜕𝜙𝑢

𝜕𝑥𝑖
(x, 𝑡) 𝜕𝜙𝑣

𝜕𝑥 𝑗
(x, 𝑡) 𝜕2𝜙𝑜

𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

)
+

∑︁
𝑢,𝑣∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
(

𝜕3𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡) 𝜕𝜙𝑣

𝜕𝑥 𝑗
(x, 𝑡) + 𝜕𝜙𝑢

𝜕𝑥𝑖
(x, 𝑡) 𝜕3𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑙 𝜕𝑥𝑤
(x, 𝑡)

+ 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡) 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑙
(x, 𝑡) + 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑙
(x, 𝑡) 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑤
(x, 𝑡)

)
+

∑︁
𝑢,𝑣∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
(
𝜕2𝜙𝑢

𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡) 𝜕2𝜙𝑣

𝜕𝑥𝑖𝜕𝑥 𝑗
(x, 𝑡) + 𝜕𝜙𝑣

𝜕𝑥𝑤
(x, 𝑡) 𝜕3𝜙𝑢

𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑙
(x, 𝑡)

)
+

∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) 𝜕4𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡).
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For the third partial derivatives, we use the above equation to show first that

max𝑖, 𝑗,𝑤∈I,𝑠∈S
∑𝑛

𝑘=1

��� 𝜕3𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
��� is of order 𝑂 ( 1

𝑛2
) and that

∑
𝑠∈S

��� 𝜕3𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
��� is of order

𝑂

(
1

𝑛2
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘𝑗 )

)
. To obtain a bound for the max term, we use the results obtained by the

analysis of the first and second partial derivatives of 𝝓. The overall aim is to apply Grönwalls

Lemma. We bound the first three sums of the derivative, which include first and second order

partial derivatives of 𝝓. We use previous analysis and bounds on the drift derivatives to obtain the

following asymptotic properties. The third order partial derivatives of the drift can be bounded by

𝜕3 𝑓(𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x) ≤
{
𝐶5/𝑛2

if 𝑖, 𝑗 or𝑤 ∈ I𝑘
𝐶6/𝑛3

otherwise,

with 𝐶5,𝐶6 ≥ 0 and we define 𝐿3 = max{𝐶5,𝐶6}.
For the first sum∑︁

𝑢,𝑣,𝑜∈I

���� 𝜕3 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣𝜕𝑥𝑜

(𝝓 (x, 𝑡))
���� ���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤
(x, 𝑡)

����
≤ 𝐿3

𝑛3

∑︁
𝑢,𝑣,𝑜∈I\I𝑘

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗

(x, 𝑡)
���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤

(x, 𝑡)
���� + 𝐿3

𝑛2

∑︁
𝑢∈I𝑘 ,𝑣,𝑜∈I

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗

(x, 𝑡)
���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤

(x, 𝑡)
����

+ 𝐿3

𝑛2

∑︁
𝑣∈I𝑘 ,𝑢,𝑜∈I

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗

(x, 𝑡)
���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤

(x, 𝑡)
���� + 𝐿3

𝑛2

∑︁
𝑜∈I𝑘 ,𝑢,𝑣∈I

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗

(x, 𝑡)
���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤

(x, 𝑡)
����

= 𝑂
( 1

𝑛3

)
+𝑂

(
1

𝑛2
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 + 𝑐𝑘𝑤)

)
= 𝑂

(
1

𝑛2
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 + 𝑐𝑘𝑤)

)
and for the second type of sums∑︁

𝑢,𝑣∈I

���� 𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
���� ���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

����
≤ 𝐿2

1

𝑛2

∑︁
𝑢,𝑣∈I\I𝑘

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� + 𝐿2

1

𝑛

∑︁
𝑢∈I𝑘 ,𝑣∈I

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

����
+ 𝐿2

1

𝑛

∑︁
𝑢∈I,𝑣∈I𝑘

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

����
≤ 𝑂 ( 1

𝑛3
) + 𝐿2

1

𝑛

(
𝑂

( 1

𝑛
(𝑐𝑘𝑖 + 𝑐𝑘𝑤)

)
|𝑆 |𝑂 (1)) +𝑂 (𝑐𝑘𝑗 ) |𝑆 |𝑂 ( 1

𝑛
)
)
= 𝑂

(
1

𝑛2
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘𝑗 )

)
.

The above statement also holds for any permutation of 𝑖, 𝑗 and𝑤 . By summing the above terms over𝑘

we see, by definition of the 𝑐𝑘𝑖 ’s, that
∑𝑛

𝑘=1

∑
𝑢,𝑣∈I

��� 𝜕2 𝑓(𝑘,𝑠 )
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
��� ��� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

��� ��� 𝜕𝜙𝑣

𝜕𝑥 𝑗
(x, 𝑡)

��� = 𝑂 ( 1

𝑛2
).

The third sum of interest can be bounded by

𝑛∑︁
𝑘=1

∑︁
𝑢∈I

���� 𝜕𝑓(𝑘,𝑠)𝜕𝑥𝑢
(𝝓 (x, 𝑡))

���� ���� 𝜕3𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ≤ 2 |𝑆 |𝐾𝑓 max

𝑖, 𝑗,𝑤∈I,𝑠∈S
{

𝑛∑︁
𝑘=1

���� 𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑘

(x, 𝑡)
����}.

We furthermore note that at time 𝑡=0 the third partial derivatives of 𝜙 (𝑘,𝑠) are zero. In com-

bination with the obtained bounds for the sums and by applying Grönwall it is shown that

max𝑖, 𝑗,𝑤∈I,𝑠∈S
∑𝑛

𝑘=1

��� 𝜕3𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
��� = 𝑂 ( 1

𝑛2
).
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Next, we show that the sumover the states

∑
𝑠∈S

��� 𝜕3𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
��� is bounded by𝑂 (

1

𝑛2
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘𝑗 )

)
.

First, we recall that the first two sums of the corresponding derivative are bounded by𝑂

(
1

𝑛2
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘𝑗 )

)
.

Second,

∑︁
𝑠∈S

∑︁
𝑢∈I

���� 𝜕𝑓(𝑘,𝑠)𝜕𝑥𝑢
(𝝓 (x, 𝑡))

���� ���� 𝜕3𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

����
≤ 𝐾𝑓

∑︁
𝑠∈S

©«
∑︁
𝑢∈I𝑘

���� 𝜕3𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� + 1

𝑛

∑︁
𝑢∈I\I𝑘

���� 𝜕3𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

����ª®¬
= 𝐾𝑓 |𝑆 |

∑︁
𝑠∈S

���� 𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤

(x, 𝑡)
���� +𝑂 (1/𝑛3).

Summarized, we bound

∑
𝑠∈S

��� 𝜕3𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
��� by

∑︁
𝑠∈S

���� 𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
���� ≤ 𝑂 (

1

𝑛2
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘𝑗 )

)
+𝑂 (1/𝑛3) +

∑︁
𝑠∈S

���� 𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 𝑡)
���� .

Using

∑
𝑠∈S

��� 𝜕3𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤

(x, 0)
��� = 0 and applying Grönwalls Lemma proofs the claim.

For the max term and the sum over the states of the fourth partial derivatives we repeat the

same steps. First, we show that max𝑖, 𝑗,𝑤,𝑙 ∈I𝑠∈S
∑𝑛

𝑘=1

��� 𝜕4𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)
��� is bounded by𝑂 (1/𝑛3). We

bound the sums which contain first, second and third partial derivatives of 𝝓. We use bounds on

the derivatives of the drift up to the fourth order, for which

𝜕4 𝑓(𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x) ≤
{
𝐶7/𝑛3

if 𝑖, 𝑗,𝑤 or 𝑙 ∈ I𝑘
𝐶8/𝑛4

otherwise,

and define 𝐿4 = max{𝐶7,𝐶8}.

The bounds are

∑︁
𝑢,𝑣,𝑜,𝑝∈I

���� 𝜕4 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣𝜕𝑥𝑜𝜕𝑥𝑝

(𝝓 (x, 𝑡))
���� ���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕𝜙𝑝𝜕𝑥𝑙 (x, 𝑡)
����

≤ 𝐿4

𝑛4

∑︁
𝑢,𝑣,𝑜,𝑝∈I\I𝑘

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗

(x, 𝑡)
���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤

(x, 𝑡)
���� ���� 𝜕𝜙𝑝𝜕𝑥𝑙 (x, 𝑡)

����
+ 𝐿4

𝑛3

∑︁
𝑢∈I𝑘 𝑣,𝑜,𝑝∈I

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗

(x, 𝑡)
���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤

(x, 𝑡)
���� ���� 𝜕𝜙𝑝𝜕𝑥𝑙 (x, 𝑡)

����
+ . . . + 𝐿4

𝑛3

∑︁
𝑝∈I𝑘𝑢,𝑣,𝑜∈I

���� 𝜕𝜙𝑢𝜕𝑥𝑖 (x, 𝑡)
���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗

(x, 𝑡)
���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤

(x, 𝑡)
���� ���� 𝜕𝜙𝑝𝜕𝑥𝑙 (x, 𝑡)

����
= 𝑂 ( 1

𝑛4
) +𝑂

( 1

𝑛3
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 + 𝑐𝑘𝑤 + 𝑐𝑘

𝑙
)
)
,
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∑︁
𝑢,𝑣,𝑜∈I

���� 𝜕3 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣𝜕𝑥𝑜

(𝝓 (x, 𝑡))
���� ���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑙
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤
(x, 𝑡)

����
≤ 𝐿3

𝑛3

∑︁
𝑢,𝑣,𝑜∈I\I𝑘

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑙
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤
(x, 𝑡)

���� + 𝐿3

𝑛2

∑︁
𝑢∈I𝑘 ,𝑣,𝑜∈I

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑙
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤
(x, 𝑡)

����
+ . . . + 𝐿3

𝑛2

∑︁
𝑜∈I𝑘 ,𝑢,𝑣∈I

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑙
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� ���� 𝜕𝜙𝑜𝜕𝑥𝑤
(x, 𝑡)

����
= 𝑂 ( 1

𝑛4
) +𝑂

(
1

𝑛3
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 + 𝑐𝑘𝑤 + 𝑐𝑘

𝑙
)
)
,

∑︁
𝑢,𝑣∈I

���� 𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
���� ���� 𝜕3𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

����
≤ 𝐿2

1

𝑛2

∑︁
𝑢,𝑣∈I\I𝑘

���� 𝜕3𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

����
𝐿2

1

𝑛

©«
∑︁

𝑢∈I𝑘 ,𝑣∈I

���� 𝜕3𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

���� + ∑︁
𝑢∈I,𝑣∈I𝑘

���� 𝜕3𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

���� ���� 𝜕𝜙𝑣𝜕𝑥 𝑗
(x, 𝑡)

����ª®¬
= 𝑂 ( 1

𝑛4
) + 𝐿2

1

𝑛

(
𝑂 ( 1

𝑛2
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘

𝑙
))𝑂 (1) +𝑂 ( 1

𝑛2
)𝑂 (𝑐𝑘𝑗 )

)
= 𝑂 ( 1

𝑛3
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘

𝑙
+ 𝑐𝑘𝑗 ))

and

∑︁
𝑢,𝑣∈I

���� 𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑣

(𝝓 (x, 𝑡))
���� ���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑙
(x, 𝑡)

����
≤ 𝐿2

1

𝑛2

∑︁
𝑢,𝑣∈I\I𝑘

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑙
(x, 𝑡)

����
+ 𝐿2

1

𝑛

©«
∑︁

𝑢∈I𝑘 ,𝑣∈I

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑙
(x, 𝑡)

���� + ∑︁
𝑢∈I,𝑣∈I𝑘

���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥𝑤
(x, 𝑡)

���� ���� 𝜕2𝜙𝑣

𝜕𝑥 𝑗 𝜕𝑥𝑙
(x, 𝑡)

����ª®¬
= 𝐿2

1

𝑛

(
𝑂 ( 1

𝑛
(𝑐𝑘𝑖 + 𝑐𝑘𝑤))𝑂 ( 1

𝑛
) +𝑂 ( 1

𝑛
(𝑐𝑘𝑗 + 𝑐𝑘𝑙 ))𝑂 ( 1

𝑛
)
)

= 𝑂 ( 1

𝑛3
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘𝑗 + 𝑐𝑘𝑙 )).

Note that the results hold for permutations of 𝑖, 𝑗,𝑤, 𝑙 . The remaining sum which appears in

𝑑
𝑑𝑡

𝜕4𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡) is ∑
𝑢∈I

𝜕𝑓(𝑘,𝑠 )
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) 𝜕4𝜙𝑢
𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡). We see that by summing over 𝑘 and
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applying the max, this term is bounded by

max

𝑖, 𝑗,𝑤,𝑙 ∈I,𝑠∈S

𝑛∑︁
𝑘=1

∑︁
𝑢∈I

���� 𝜕𝑓(𝑘,𝑠)𝜕𝑥𝑢
(𝝓 (x, 𝑡))

���� ���� 𝜕4𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

����
≤ 2 |𝑆 |𝐾𝑓 max

𝑖, 𝑗,𝑤,𝑙 ∈I,𝑠∈S
{

𝑛∑︁
𝑘=1

���� 𝜕4𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

����}.
Furthermore, max𝑖, 𝑗,𝑤,𝑙 ∈I,𝑠∈S{

∑𝑛
𝑘=1

��� 𝜕4𝜙𝑢
𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙

(x, 0)
���} is zero.We see that

∑𝑛
𝑘=1

𝑂 ( 1

𝑛3
(𝑐𝑘𝑖 +𝑐𝑘𝑤+𝑐𝑘𝑗 +

𝑐𝑘
𝑙
)) = 𝑂 ( 1

𝑛3
) and, by applying Grönwall, it follows that max𝑖, 𝑗,𝑤,𝑙 ∈I𝑠∈S

∑𝑛
𝑘=1

��� 𝜕4𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)
��� =

𝑂 (1/𝑛3). At last, we show that

∑
𝑠∈S

��� 𝜕4𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)
��� is bounded by 𝑂

(
1

𝑛3
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 + 𝑐𝑘𝑤 + 𝑐𝑘

𝑙
)
)
.

The proof follows the same principles as before for the third partial derivatives. The term

𝑑
𝑑𝑡

𝜕4𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡) can be separated into sums which are of order 𝑂 ( 1

𝑛3
(𝑐𝑘𝑖 + 𝑐𝑘𝑤 + 𝑐𝑘

𝑙
+ 𝑐𝑘𝑗 )) and

the additional term

∑
𝑠∈S

∑
𝑢∈I

��� 𝜕𝑓(𝑘,𝑠 )𝜕𝑥𝑢
(𝝓 (x, 𝑡))

��� ��� 𝜕4𝜙𝑢
𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)
���. The latter is bounded by

∑︁
𝑠∈S

∑︁
𝑢∈I

���� 𝜕𝑓(𝑘,𝑠)𝜕𝑥𝑢
(𝝓 (x, 𝑡))

���� ���� 𝜕4𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

���� ≤ 𝐾𝑓

∑︁
𝑠∈S

©«
∑︁
𝑢∈I𝑘

���� 𝜕4𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

����
+ 1

𝑛

∑︁
𝑢∈I\I𝑘

���� 𝜕4𝜙𝑢

𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙
(x, 𝑡)

����ª®¬ ≤ |𝑆 |
∑︁
𝑠∈S

���� 𝜕4𝜙 (𝑘,𝑠)
𝜕𝑥 𝑗 𝜕𝑥𝑖𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)
���� + 1

𝑛
|𝑆 |2𝑂 ( 1

𝑛3
).

To conclude, we use the same steps as before and see that

∑︁
𝑠∈S

���� 𝜕4𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑤𝜕𝑥𝑙

(x, 𝑡)
���� = 𝑂 (

1

𝑛3
(𝑐𝑘𝑖 + 𝑐𝑘𝑗 + 𝑐𝑘𝑤 + 𝑐𝑘

𝑙
)
)
.

□

D.2 Bounds for Taylor Remainders
Lemma D.2 gives bounds for sums of weighted remainder terms appearing in the proofs of Theorem

4.1 and 4.2. We respectively bound the weighted sums of the first and second order Taylor remainder

term by two suprema which are of order 𝑂 (1/𝑛) and 𝑂 (1/𝑛2).

Lemma D.2. For x ∈ X and 𝜏 ∈ R+, the remainder terms satisfy

E[
∑︁
x′∈X

𝐾x,x′𝑅1 (x, x′, 𝜏)] ≤ sup

x,y∈conv(X)

1

2

∑︁
𝑖, 𝑗 ∈I

���� 𝜕2𝜙 (𝑘,𝑠)

𝜕𝑥𝑖𝜕𝑥 𝑗
(y, 𝜏)

���� ��𝑄𝑖, 𝑗 (x)
�� = 𝑂 (1/𝑛),

E[
∑︁
x′∈X

𝐾x,x′𝑅2 (x, x′, 𝜏)] ≤ sup

x,y∈conv(X)

1

6

∑︁
𝑖, 𝑗,𝑢∈I

���� 𝜕3𝜙 (𝑘,𝑠)

𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑢
(y, 𝜏)

���� ��𝑅𝑖, 𝑗,𝑢 (x)�� = 𝑂 (1/𝑛2).
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Before starting the proof, recall that the first and second order remainder terms 𝑅1 and 𝑅2 defined

in Section 6 are expressed as:

𝑅1 (x, x′, 𝜏) =
∫

1

0

(1−a)
∑︁
𝑖, 𝑗 ∈I

𝜕2𝝓

𝜕𝑥𝑖𝜕𝑥 𝑗
(x + a (x′ − x), 𝜏) (x′𝑖−x𝑖 ) (x′𝑗−x𝑗 )𝑑a,

𝑅2 (x, x′, 𝜏) =
1

2

∫
1

0

(1−a)2

∑︁
𝑖, 𝑗,𝑢∈I

𝜕3𝝓

𝜕𝑥𝑖𝜕𝑥 𝑗 𝜕𝑥𝑢
(x + a (x′−x), 𝜏) (x′𝑖−x𝑖 ) (x′𝑗−x𝑗 ) (x′𝑢−x𝑢)𝑑a,

and that, as defined in Appendix B.2, Q and R are given by:

Q(x) =
∑︁
x′∈X

𝐾x,x′ (x′−x)⊗2
and R(x) =

∑︁
x′∈X

𝐾x,x′ (x′−x)⊗3,

where (x′−x)⊗2
and (x′−x)⊗3

are Kronecker products of (x′−x) with itself, i.e., (x′−x)⊗2

𝑖, 𝑗
=

(x′𝑖−x𝑖 ) (x′𝑗−x𝑗 ) and (x′−x)⊗3

𝑖, 𝑗,𝑢
= (x′𝑖−x𝑖 ) (x′𝑗−x𝑗 ) (x′𝑢−x𝑢). The two tensors Q and R can be natu-

rally extended to conv(X) due to their entries being polynomials.

Proof. To prove the two statements, we first introduce some simplifying notations. We define

𝑐𝑘
𝑘1

, with 𝑘, 𝑘1 ∈ {1, . . . , 𝑛}, to be one if 𝑘 equals 𝑘1 and 1/𝑛 otherwise. By the definition of Q it

follows that for x ∈ conv(X):��𝑄 (𝑘,𝑠),(𝑘1,𝑠1) (x)
�� = 𝑂 (𝑐𝑘

𝑘1

) =
{
𝑂 (1) if 𝑘 = 𝑘1,

𝑂 (1/𝑛) otherwise.

This can be seen by writing the elements of Q based on the two transition types (2a) and (2b), as

shown in Section B.2.

From Lemma D.1 we know

��� 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥 (𝑘

1
,𝑠

1
) 𝜕𝑥 (𝑘

2
,𝑠

2
)
(y, 𝜏)

��� = 𝑂 ( 1

𝑛
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

)) which holds for any y ∈
conv(X). Here, the big 𝑂 notation hides the dependence on 𝜏, 𝐿1, 𝐿2 and |S|. By noting that∑

𝑘1,𝑘2

𝑐
𝑘1

𝑘2

𝑐𝑘
𝑘1

= 𝑂 (1), we conclude∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2) ∈I

��𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (x)
�� ���� 𝜕2𝜙 (𝑘,𝑠)

𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2)
(y, 𝜏)

���� = ∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2) ∈I

𝑂 (𝑐𝑘1

𝑘2

)𝑂 ( 1

𝑛
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

)) = 𝑂 (1/𝑛),

where we hide the dependence on |S|. To prove the second statement, we define

𝑐𝑘1,𝑘2,𝑘3
=


1 if 𝑘1 = 𝑘2 = 𝑘3

1

𝑛
if 𝑘1 = 𝑘2 ≠ 𝑘3 or 𝑘2 = 𝑘3 ≠ 𝑘1 or 𝑘1 = 𝑘3 ≠ 𝑘2

1

𝑛2
otherwise.

By explicitly rewriting the entries of R as done in Section B.2 for Q, the tensor R is such that��𝑅 (𝑘1,𝑠1),(𝑘2,𝑠2),(𝑘3,𝑠3) (x)
�� = 𝑂 (𝑐𝑘1,𝑘2,𝑘3

)

LemmaD.1 states that the third partial derivatives of 𝝓 are bounded by

��� 𝜕3𝜙 (𝑘,𝑠 )

𝜕𝑥 (𝑘
1
,𝑠

1
) 𝜕𝑥 (𝑘

2
,𝑠

2
) 𝜕𝑥 (𝑘

3
,𝑠

3
)
(y, 𝜏)

��� =
𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

+ 𝑐𝑘
𝑘3

)). From ∑
𝑘1,𝑘2,𝑘3

𝑐𝑘1,𝑘2,𝑘3
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

+ 𝑐𝑘
𝑘3

) = 𝑂 (1), it follows that the sum of the

two terms above behaves as∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2),(𝑘3,𝑠3) ∈I

��𝑅 (𝑘1,𝑠1),(𝑘2,𝑠2),(𝑘3,𝑠3) (x)
�� ���� 𝜕3𝜙 (𝑘,𝑠)

𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2) 𝜕𝑥 (𝑘3,𝑠3)
(y, 𝜏)

���� = 𝑂 (1/𝑛2).

□
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D.3 Connection of Differential and Integral Form for the Refinement Term
The following Lemma D.3 shows how to express the refinement term 𝑣 and𝑤 in integral form. Both

representations are of importance since we exploit the differential form for numerical computations

whereas we use the integral form in the proofs of Theorem 4.2 and Lemma D.4 which are related to

the accuracy of the refined mean field approximation.

Lemma D.3. The solutions to the system of ODEs

𝑑

𝑑𝑡
𝑣 (𝑘,𝑠) (x, 𝑡) =

∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡))𝑣𝑢 (x, 𝑡) +
1

2

∑︁
𝑢,𝑙 ∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑙 𝜕𝑥𝑢

(𝝓 (x, 𝑡)))𝑤𝑢,𝑙 (x, 𝑡),

𝑑

𝑑𝑡
𝑤 (𝑘1,𝑠1),(𝑘2,𝑠2) (x, 𝑡) =

∑︁
𝑢∈I

𝑤𝑢,(𝑘2,𝑠2) (x, 𝑡)
𝜕𝑓(𝑘1,𝑠1)
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) +
∑︁
𝑢∈I

𝑤𝑢,(𝑘1,𝑠1) (x, 𝑡)
𝜕𝑓(𝑘2,𝑠2)
𝜕𝑥𝑢

(𝝓 (x, 𝑡))

+𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (𝝓 (x, 𝑡))

can be expressed in integral form as

𝑣 (𝑘,𝑠) (x, 𝑡) =
1

2

∫ 𝑡

0

∑︁
𝑖, 𝑗 ∈I

𝑄𝑖, 𝑗 (𝝓 (x, 𝜏))
𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(𝝓 (x, 𝜏), 𝑡 − 𝜏)𝑑𝜏,

𝑤 (𝑘1,𝑠1),(𝑘2,𝑠2) (x, 𝑡) =
∫ 𝑡

0

∑︁
𝑖, 𝑗 ∈I

𝑄𝑖, 𝑗 (𝝓 (x, 𝜏))
𝜕𝜙 (𝑘1,𝑠1)
𝜕𝑥𝑖

(𝝓 (x, 𝜏), 𝑡 − 𝜏)
𝜕𝜙 (𝑘2,𝑠2)
𝜕𝑥 𝑗

(𝝓 (x, 𝜏), 𝑡 − 𝜏)𝑑𝜏 .

Proof. For a sufficiently differentiable function ℎ : R × R ↦→ R we have

𝑑

𝑑𝑡

∫ 𝑡

0

ℎ(𝜏, 𝑡)𝑑𝜏 = ℎ(𝑡, 𝑡) +
∫ 𝑡

0

𝜕ℎ

𝜕𝑡
(𝜏, 𝑡)𝑑𝜏 .

We define ℎ(𝜏, 𝑡) =
∑

𝑖, 𝑗 ∈I 𝑄𝑖, 𝑗 (𝝓 (x, 𝜏))
𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(𝝓 (x, 𝜏), 𝑡 − 𝜏). Recall that 𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(𝝓 (𝑥, 𝑡), 0) = 0

which implies ℎ(𝑡, 𝑡) = 0. To calculate
𝜕ℎ
𝜕𝑡
(𝜏, 𝑡), we use the identity

𝑑

𝑑𝑡

𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(𝝓 (x, 𝜏), 𝑡 − 𝜏) = 𝜕2

𝜕𝑥𝑖𝜕𝑥 𝑗

𝑑

𝑑𝑡
𝜙 (𝑘,𝑠) (𝝓 (x, 𝜏), 𝑡 − 𝜏)

=
𝜕2

𝜕𝑥𝑖𝜕𝑥 𝑗
𝑓(𝑘,𝑠) (𝝓 (𝝓 (x, 𝜏), 𝑡 − 𝜏))

=
𝜕2

𝜕𝑥𝑖𝜕𝑥 𝑗
𝑓(𝑘,𝑠) (𝝓 (x, 𝑡))

=
∑︁
𝑢,𝑙 ∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑙

(𝝓 (x, 𝑡)) 𝜕𝜙𝑢
𝜕𝑥𝑖

(𝝓 (x, 𝜏), 𝑡 − 𝜏) 𝜕𝜙𝑙
𝜕𝑥 𝑗

(𝝓 (x, 𝜏), 𝑡 − 𝜏)

+
∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) 𝜕
2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥 𝑗
(𝝓 (x, 𝜏), 𝑡 − 𝜏),

where the last term is the same as the one derived in (21).
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Combining these results and rearranging terms leads to

𝑑

𝑑𝑡

1

2

∫ 𝑡

0

∑︁
𝑖, 𝑗 ∈I

𝑄𝑖, 𝑗 (𝝓 (x, 𝜏))
𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑖𝜕𝑥 𝑗

(𝝓 (x, 𝜏), 𝑡 − 𝜏)𝑑𝜏

=
∑︁
𝑢∈I

𝜕𝑓(𝑘,𝑠)
𝜕𝑥𝑢

(𝝓 (x, 𝑡)) 1

2

∫ 𝑡

0

∑︁
𝑖, 𝑗 ∈I

𝑄𝑖, 𝑗 (𝝓 (x, 𝜏))
𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥 𝑗
(𝝓 (x, 𝜏), 𝑡 − 𝜏)𝑑𝜏︸                                                          ︷︷                                                          ︸

𝑣𝑢 (x,𝑡 )

+
∑︁
𝑢,𝑙 ∈I

𝜕2 𝑓(𝑘,𝑠)
𝜕𝑥𝑢𝜕𝑥𝑙

(𝝓 (x, 𝑡)) 1

2

∫ 𝑡

0

∑︁
𝑖, 𝑗 ∈I

𝑄𝑖, 𝑗 (𝝓 (x, 𝜏))
𝜕𝜙𝑢

𝜕𝑥𝑖
(𝝓 (x, 𝜏), 𝑡 − 𝜏) 𝜕𝜙𝑙

𝜕𝑥 𝑗
(𝝓 (x, 𝜏), 𝑡 − 𝜏)𝑑𝜏︸                                                                             ︷︷                                                                             ︸

𝑤𝑢,𝑙

,

which is the ODE describing 𝑣 (𝑘,𝑠) (x, 𝑡). We obtain the integral form for 𝑤 (𝑘1,𝑠1),(𝑘2,𝑠2) (x, 𝑡) by
application of the same steps.

□

D.4 Comparison of the Refinement Term v and theQuadratic Taylor Term
In Lemma D.4 below, we bound the difference of the refinement term v and the quadratic term of

the second order Taylor expansion appearing in the proof of Theorem 4.2. By defining 𝑔(𝑘,𝑠) (y, 𝜏) =∑
𝑖, 𝑗 ∈I 𝑄𝑖, 𝑗 (y)

𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(y, 𝑡−𝜏) we see that the entries of the refinement term v in integral form can be

expressed as 𝑣 (𝑘,𝑠) (x, 𝑡) = 1

2

∫ 𝑡

0
𝑔(𝑘,𝑠) (𝝓 (x, 𝜏), 𝜏)𝑑𝜏 . Similarly, the time integral over the expectation

of the quadratic term of the Taylor expansion is given by
1

2

∫ 𝑡

0
E[𝑔(𝑘,𝑠) (X(𝜏), 𝜏)]𝑑𝜏 . The latter arises

due to the comparison of generator approach used in the proof of Theorem 4.2 and the subsequent

Taylor expansion of order two. The lemma shows that the difference of the two terms decreases

quadratically with the system size 𝑛 and allows, in combination with Lemma D.2, to obtain the

accuracy bounds for the refined mean field approximation.

Lemma D.4. Define 𝑔(𝑘,𝑠) (y, 𝜏) =
∑

𝑖, 𝑗 ∈I 𝑄𝑖, 𝑗 (y)
𝜕2𝜙 (𝑘,𝑠 )
𝜕𝑥𝑖𝜕𝑥 𝑗

(y, 𝑡 − 𝜏) with 𝝓 being the solution to the
ODE defined in Section 4.1 and Q as defined in Appendix B.2. Then

1

2

∫ 𝑡

0

E[𝑔(𝑘,𝑠) (X(𝜏), 𝜏) − 𝑔(𝑘,𝑠) (𝝓 (x, 𝜏), 𝜏)]𝑑𝜏 = 𝑂 (1/𝑛2).

Proof. We follow a similar proof concept as in Theorem 4.1. First, we define ℎ𝜏 (y) = 𝑔(𝑘,𝑠) (y, 𝜏)
and rewrite

1

2

∫ 𝑡

0

E[𝑔(𝑘,𝑠) (X(𝜏), 𝜏) − 𝑔(𝑘,𝑠) (𝝓 (x, 𝜏), 𝜏)]𝑑𝜏 =
1

2

∫ 𝑡

0

E[ℎ𝜏 (X(𝜏)) − ℎ𝜏 (𝝓 (x, 𝜏))]𝑑𝜏 . (22)

By definition of 𝑔(𝑘,𝑠) , ℎ𝜏 is twice continuously differentiable. Second, using Lemma 6.1, we see that

E[ℎ𝜏 (X(𝜏)) − ℎ𝜏 (𝝓 (x, 𝜏))] is equal to∫ 𝜏

0

E[
∑︁
x′∈X

𝐾X(a),x′
(
ℎ𝜏 (𝝓 (x′, 𝜏−a)) − ℎ𝜏 (𝝓 (X(a), 𝜏−a))

)
− 𝐷𝑥 (ℎ𝜏 ◦ 𝝓) (X(a), 𝜏−a) 𝑓 (X(a))]𝑑a.

(23)

We use a second order Taylor expansion to express ℎ𝜏 (𝝓 (x′, 𝜏 − a)) = (ℎ𝜏 ◦ 𝝓) (x′, 𝜏 − a) around
X(a). The constant and linear term of the expansion are ℎ𝜏 (𝝓 (X(a), 𝜏 − a)) and
𝐷𝑥 (ℎ𝜏◦𝝓) (X(a), 𝜏−a)Δ𝑋 (a) respectively. By realizing that the sum∑

x′∈X 𝐾X(a),x′𝐷𝑥 (ℎ𝜏◦𝝓) (X(a), 𝜏−
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a)Δ𝑋 (a) is equal to 𝐷𝑥 (ℎ𝜏 ◦ 𝝓) (X(a), 𝜏 − a) 𝑓 (X(a)), it follows that equation (23) is equal to the

remainder of the Taylor expansion∫ 𝜏

0

E[
∑︁
𝑖, 𝑗 ∈I

∑︁
x′∈X

𝐾X(a),x′Δ𝑋𝑖 (a)Δ𝑋 𝑗 (a)
∫

1

0

(1 − 𝜔) 𝜕2

𝜕𝑥𝑖𝜕𝑥 𝑗
(ℎ𝜏 ◦ 𝝓) (X(a) + 𝜔ΔX(a), 𝜏 − a)𝑑𝜔]𝑑a.

Taking the supremum over all possible values of X(𝜏) as well as x and using the definition of Q,
the above term is bounded by

1

2

∫ 𝜏

0

sup

y,z∈conv(X)

∑︁
𝑖, 𝑗 ∈I

��𝑄𝑖, 𝑗 (y)
�� ���� 𝜕2

𝜕𝑥𝑖𝜕𝑥 𝑗
(ℎ𝜏 ◦ 𝝓) (z, 𝜏 − a)

����𝑑a. (24)

The rest of the proof is then essentially a careful analysis of the above sum. For that, we use again

Lemma D.1 but also need bounds on up to the second derivative of Q (This is needed because in

the above expression the function ℎ𝜏 is defined as a function of Q). The latter makes the rest of the

proof long and technical but the main ideas are essentially similar to the ones used in Lemma D.1.

The second derivative of ℎ ◦ 𝝓 satisfies (for 𝑖, 𝑗 ∈ I):

𝜕2

𝜕𝑥𝑖𝜕𝑥 𝑗
(ℎ𝜏 ◦ 𝝓) (z, 𝜏−a) =

𝜕

𝜕𝑥 𝑗

(∑︁
𝑢∈I

𝜕ℎ𝜏

𝜕𝑥𝑢
(𝝓 (z, 𝜏−a)) 𝜕𝜙𝑢

𝜕𝑥𝑖
(z, 𝜏−a)

)
=

∑︁
𝑢∈I

𝜕ℎ𝜏

𝜕𝑥𝑢
(𝝓 (z, 𝜏−a)) 𝜕

2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥 𝑗
(z, 𝜏−a) +

∑︁
𝑢,𝑟 ∈I

𝜕2ℎ𝜏

𝜕𝑥𝑢𝜕𝑥𝑟
(𝝓 (z, 𝜏−a)) 𝜕𝜙𝑢

𝜕𝑥𝑖
(z, 𝜏−a) 𝜕𝜙𝑟

𝜕𝑥 𝑗
(z, 𝜏−a). (25)

To bound the above term, we need to study
𝜕ℎ𝜏
𝜕𝑥𝑢

(z) =
𝜕𝑔(𝑘,𝑠 )
𝜕𝑥𝑢

(z, 𝜏) and 𝜕2ℎ𝜏
𝜕𝑥𝑢𝜕𝑥𝑟

(z) =
𝜕2𝑔(𝑘,𝑠 )
𝜕𝑥𝑢𝜕𝑥𝑟

(z, 𝜏).
Applying the chain rule to the definition of ℎ𝜏 shows that the first partial derivative of ℎ𝜏 is

𝜕ℎ𝜏

𝜕𝑥𝑢
(z) = 𝜕

𝜕𝑥𝑢

©«
∑︁
𝑞,𝑙

𝑄𝑚,𝑙 (z)
𝜕𝜙 (𝑘,𝑠)
𝜕𝑥𝑚𝜕𝑥𝑙

(z, 𝑡−𝜏)ª®¬
=

∑︁
𝑞,𝑙 ∈I

𝜕𝑄𝑞,𝑙

𝜕𝑥𝑢
(z)

𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑞𝜕𝑥𝑙

(z, 𝑡 − a) +
∑︁
𝑞,𝑙 ∈I

𝑄𝑞,𝑙 (z)
𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑞𝜕𝑥𝑙 𝜕𝑥𝑢

(z, 𝑡 − a).

Similarly, the second partial derivative is

𝜕2ℎ𝜏

𝜕𝑥𝑟 𝜕𝑥𝑢
(z) = 𝜕

𝜕𝑥𝑟

©«
∑︁
𝑞,𝑙 ∈I

𝜕𝑄𝑞,𝑙

𝜕𝑥𝑢
(z)

𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑞𝜕𝑥𝑙

(z, 𝑡 − a) +
∑︁
𝑞,𝑙 ∈I

𝑄𝑞,𝑙 (z)
𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑞𝜕𝑥𝑙 𝜕𝑥𝑢

(z, 𝑡 − a)ª®¬
=

∑︁
𝑞,𝑙 ∈I

𝜕2𝑄𝑞,𝑙

𝜕𝑥𝑢𝜕𝑥𝑟
(z)

𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥𝑞𝜕𝑥𝑙

(z, 𝑡 − a) +
𝜕𝑄𝑞,𝑙

𝜕𝑥𝑢
(z)

𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑞𝜕𝑥𝑙 𝜕𝑥𝑟

(z, 𝑡 − a)

+
𝜕𝑄𝑞,𝑙

𝜕𝑥𝑟
(z)

𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥𝑞𝜕𝑥𝑙 𝜕𝑥𝑢

(z, 𝑡 − a) +𝑄𝑞,𝑙 (z)
𝜕4𝜙 (𝑘,𝑠)

𝜕𝑥𝑞𝜕𝑥𝑙 𝜕𝑥𝑢𝜕𝑥𝑟
(z, 𝑡 − a).

What remains is to bound the sums appearing in the above derivatives. We use the notations 𝑐𝑘
𝑘1

and 𝑐𝑘1,𝑘2,𝑘3
, as in the proof of Lemma D.2. From the representation of Q given in Appendix B.2, it

can be seen that 𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (𝑧) = 𝑂 (𝑐𝑘1

𝑘2

), 𝜕𝑄 (𝑘
1
,𝑠

1
),(𝑘

2
,𝑠

2
)

𝜕𝑥 (𝑘
3
,𝑠

3
)

= 𝑂 (𝑐𝑘1,𝑘2,𝑘3
) and
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𝜕2𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2)
𝜕𝑥 (𝑘3,𝑠3) 𝜕𝑥 (𝑘4,𝑠4)

=


𝑂 (1/𝑛) if (𝑘1, 𝑘2) = (𝑘3, 𝑘4) or (𝑘4, 𝑘3),
𝑂 (1/𝑛2) if 𝑘1 = 𝑘3, 𝑘4 or 𝑘2 = 𝑘3, 𝑘4,

𝑂 (1/𝑛3) otherwise.

Lemma D.1 gives bounds for the partial derivatives of 𝝓. This enables us to develop an upper

bound for | 𝜕ℎ𝜏
𝜕𝑥𝑢

(𝑧) |,���� 𝜕ℎ𝜏

𝜕𝑥 (𝑘′,𝑠′)
(𝑧)

���� ≤ ∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2) ∈I

���� 𝜕𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2)
𝜕𝑥 (𝑘′,𝑠′)

(𝑧)
���� ���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2)

(𝑧, 𝑡 − a)
����

+
∑︁

(𝑘1,𝑠1),(𝑘2,𝑠2) ∈I

��𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (𝑧)
�� ���� 𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2) 𝜕𝑥 (𝑘′,𝑠′)

(𝑧, 𝑡 − a)
����

=
∑︁

(𝑘1,𝑠1),(𝑘2,𝑠2) ∈I
𝑂

(
𝑐𝑘1,𝑘2,𝑘

′
)
𝑂

( 1

𝑛
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

)
)
+

∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2) ∈I

𝑂
(
𝑐
𝑘1

𝑘2

)
𝑂

( 1

𝑛2
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

+ 𝑐𝑘
𝑘3

)
)
= 𝑂 ( 1

𝑛
𝑐𝑘
𝑘′).

With the above observations we bound the first sum of (25) by∑︁
𝑢∈I

���� 𝜕ℎ𝜏𝜕𝑥𝑢
(𝝓 (z, 𝜏 − a))

���� ���� 𝜕2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥 𝑗
(z, 𝜏 − a)

���� = ∑︁
(𝑘′,𝑠′) ∈I

���� 𝜕𝑔(𝑘,𝑠)𝜕𝑥 (𝑘′,𝑠′)
(𝝓 (z, 𝜏 − a), 𝜏)

���� ���� 𝜕2𝜙 (𝑘′,𝑠′)
𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2)

(z, 𝜏 − a)
����

=
∑︁

(𝑘′,𝑠′) ∈I
𝑂 ( 1

𝑛
𝑐𝑘
𝑘′)𝑂 ( 1

𝑛
(𝑐𝑘′

𝑘1

+ 𝑐𝑘′
𝑘2

)) = 𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

)) .

For the second partial derivatives of ℎ𝜏 (z) = 𝑔(𝑘,𝑠) (z, 𝑡 − 𝜏), we note that all sums which appear in

the explicit form of the partial derivative are bounded by 𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘′ + 𝑐
𝑘
ˆ𝑘
)). Using the bounds for Q

and 𝝓 and their respective partial derivatives we see that∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2)

��𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (z)
�� ����� 𝜕4𝜙 (𝑘,𝑠)
𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2) 𝜕𝑥 (𝑘′,𝑠′) 𝜕𝑥 ( ˆ𝑘,𝑠)

(z, 𝑡 − a)
�����

=
∑︁

(𝑘1,𝑠1),(𝑘2,𝑠2)
𝑂 (𝑐𝑘1

𝑘2

)𝑂 ( 1

𝑛3
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

+ 𝑐𝑘
𝑘′ + 𝑐

𝑘
ˆ𝑘
)) = 𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘′ + 𝑐
𝑘
ˆ𝑘
)),

and that ∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2)

����� 𝜕𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2)
𝜕𝑥 ( ˆ𝑘,𝑠)

(z)
����� ���� 𝜕3𝜙 (𝑘,𝑠)
𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2) 𝜕𝑥 (𝑘′,𝑠′)

(z, 𝑡 − a)
����

=
∑︁

(𝑘1,𝑠1),(𝑘2,𝑠2)
𝑂 (𝑐

𝑘1,𝑘2, ˆ𝑘
)𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

+ 𝑐𝑘
𝑘′)) = 𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘′ + 𝑐
𝑘
ˆ𝑘
)),

and

∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2)

����� 𝜕2𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2)
𝜕𝑥 ( ˆ𝑘,𝑠) 𝜕𝑥 (𝑘′,𝑠′)

(𝑧)
����� ���� 𝜕2𝜙 (𝑘,𝑠)
𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2)

(z, 𝑡 − a)
���� = 𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘′ + 𝑐
𝑘
ˆ𝑘
)) .

The last bound followswith careful case-by-case analysis for the second derivative of

𝜕2𝑄 (𝑘
1
,𝑠

1
),(𝑘

2
,𝑠

2
)

𝜕𝑥 ( ˆ𝑘,𝑠 ) 𝜕𝑥 (𝑘′,𝑠′)
.

As a direct consequence

��� 𝜕2ℎ𝜏
𝜕𝑥 (𝑘′,𝑠′) 𝜕𝑥 ( ˆ𝑘,𝑠 )

(𝝓 (z, 𝜏 − a))
��� = 𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘′ + 𝑐
𝑘
ˆ𝑘
)). This enables us to establish a
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bound for the second sum of (25),∑︁
𝑢,𝑟 ∈I

���� 𝜕2ℎ𝜏

𝜕𝑥𝑢𝜕𝑥𝑟
(𝝓 (z, 𝜏 − a))

���� ���� 𝜕𝜙𝑢𝜕𝑥𝑖 (z, 𝜏 − a)
���� ���� 𝜕𝜙𝑟𝜕𝑥 𝑗

(z, 𝜏 − a)
����

=
∑︁

(𝑘′,𝑠′),( ˆ𝑘,𝑠) ∈I

����� 𝜕2𝑔(𝑘,𝑠)
𝜕𝑥 (𝑘′,𝑠′) 𝜕𝑥 ( ˆ𝑘,𝑠)

(𝝓 (z, 𝜏 − a), 𝜏)
����� ���� 𝜕𝜙 (𝑘′,𝑠′)
𝜕𝑥 (𝑘1,𝑠1)

(z, 𝜏 − a)
���� ����� 𝜕𝜙 ( ˆ𝑘,𝑠)
𝜕𝑥 (𝑘2,𝑠2)

(z, 𝜏 − a)
�����

=
∑︁

(𝑘′,𝑠′),( ˆ𝑘,𝑠) ∈I

𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘′ + 𝑐
𝑘
ˆ𝑘
))𝑂 (𝑐𝑘′

𝑘1

)𝑂 (𝑐 ˆ𝑘
𝑘2

) = 𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

)) .

For the last part of the proof, we use the obtained results to bound

∑
𝑖, 𝑗 ∈I

��𝑄𝑖, 𝑗 (y)
�� ��� 𝜕2

𝜕𝑥𝑖𝜕𝑥 𝑗
(ℎ𝜏 ◦ 𝝓) (z, 𝜏 − a)

���.
By equation (25) we see that (24) is equal to

1

2

∫ 𝜏

0

sup

y,z∈conv(X)

∑︁
𝑖, 𝑗 ∈I

��𝑄𝑖, 𝑗 (y)
�� �����∑︁
𝑢∈I

𝜕ℎ𝜏

𝜕𝑥𝑢
(𝝓 (z, 𝜏 − a)) 𝜕

2𝜙𝑢

𝜕𝑥𝑖𝜕𝑥 𝑗
(z, 𝜏 − a)

+
∑︁
𝑢,𝑟 ∈I

𝜕2ℎ𝜏

𝜕𝑥𝑢𝜕𝑥𝑟
(𝝓 (z, 𝜏 − a)) 𝜕𝜙𝑢

𝜕𝑥𝑖
(z, 𝜏 − a) 𝜕𝜙𝑟

𝜕𝑥 𝑗
(z, 𝜏 − a)

�����𝑑a.
Indeed, we bound the supremum by the two following terms∑︁

(𝑘1,𝑠1),(𝑘2,𝑠2) ∈I

��𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (y)
�� ∑︁
(𝑘′,𝑠′) ∈I

���� 𝜕𝑔(𝑘,𝑠)𝜕𝑥 (𝑘′,𝑠′)
(𝝓 (z, 𝜏 − a), 𝜏)

���� ���� 𝜕2𝜙 (𝑘′,𝑠′)
𝜕𝑥 (𝑘1,𝑠1) 𝜕𝑥 (𝑘2,𝑠2)

(z, 𝜏 − a)
����

=
∑︁

(𝑘1,𝑠1),(𝑘2,𝑠2)
𝑂 (𝑐𝑘1

𝑘2

)𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

)) = 𝑂 (1/𝑛2) (26)

and ∑︁
(𝑘1,𝑠1),(𝑘2,𝑠2) ∈I

��𝑄 (𝑘1,𝑠1),(𝑘2,𝑠2) (y)
�� ∑︁
(𝑘′,𝑠′),( ˆ𝑘,𝑠) ∈I

����� 𝜕2𝑔(𝑘,𝑠)
𝜕𝑥 (𝑘′,𝑠′) 𝜕𝑥 ( ˆ𝑘,𝑠)

(𝝓 (z, 𝜏 − a), 𝜏)
�����

×
���� 𝜕𝜙 (𝑘′,𝑠′)
𝜕𝑥 (𝑘1,𝑠1)

(z, 𝜏 − a)
���� ����� 𝜕𝜙 ( ˆ𝑘,𝑠)
𝜕𝑥 (𝑘2,𝑠2)

(z, 𝜏 − a)
�����

=
∑︁

(𝑘1,𝑠1),(𝑘2,𝑠2)
𝑂 (𝑐𝑘1

𝑘2

)𝑂 ( 1

𝑛2
(𝑐𝑘

𝑘1

+ 𝑐𝑘
𝑘2

)) = 𝑂 (1/𝑛2). (27)

The bounds (26) and (27) show that (24) is of order 𝑂 (1/𝑛2), where the hidden constant depends

on 𝜏, 𝑟, |S|, from which the claim of the Lemma follows. □
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