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Abstract— This paper considers a multi-robot team tasked
with monitoring an environmental field of interest over long
time horizons. The approach is based on a control-theoretic
measure of the information collected by the robots, namely
a norm of the constructability Gramian. This measure is
leveraged in order to learn a distributed multi-robot control
policy using the reinforcement learning paradigm. The learned
policy is then combined with energy constraints using the
constraint-driven control framework in order to achieve persis-
tent environmental monitoring. The proposed approach is tested
in a simulated multi-robot persistent environmental monitoring
scenario where a team of robots with limited availability of
energy is to be controlled in a coordinated fashion in order to
estimate the concentration of a gas diffusing in the environment.

I. INTRODUCTION

Robotic systems are increasingly common in environ-
mental monitoring applications owing to their suitability
to collect spatially and temporally disperse data [1]. In
particular, multi-robot systems naturally lend themselves to
such applications thanks to the large footprint they can
achieve despite the simplicity of each robotic unit. Whenever
environmental data need to be collected over long time
horizons, hardware solutions—such as larger energy storage
devices and solar-powered robots—become less effective. In
these challenging situations, energy management and control
are paramount [2].

The constraint-driven control paradigm, introduced in [3],
has proven to be suitable for long-duration robot autonomy
for two main reasons: (i) Its optimization-based formulation
aims at minimizing the control effort spent by the robots
while executing a given task, and (ii) it provides a framework
to constrain the execution of robotic tasks by the energy
availability of the robots. Applications of the constraint-
driven control paradigm range from the persistification of
robotic tasks [4] to coordinated-control of robot teams [5], to
energy-optimal multi-agent motion planning [6] and energy-
aware multi-robot task allocation [7], [8].

The approach presented in this paper is based on the one
proposed in [9], where a persistent environmental monitoring
strategy is proposed, which consists in optimizing the robot
trajectory in order to maximize the information gathered
while traversing it. This approach has two advantages: (i)
It possesses theoretical guarantees in terms of information
collected to reconstruct an environmental field of interest,
and (ii) the environment monitoring task lends itself to be
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embedded in a constraint-driven control framework. The
latter, given the amenability of the constraint-driven control
framework for long-duration robot autonomy, allows for the
implementation of long-term environmental monitoring.

The environmental monitoring approach in [9] based on
active sensing, however, assumes the robotic system to be
differentially flat in order to compute the control input
required to track the optimized state trajectory. In general,
this is not the case when considering multi-robot systems
controlled in a coordinated fashion [10]. Moreover, com-
pared to the single-robot case considered in [9], where the
measurements collected by a robot are used by itself to plan
the most informative trajectory, in multi-robot scenarios it
is not clear how collected measurements should be utilized
by the team of robots to estimate an environmental field of
interest in a distributed fashion.

In this paper, leveraging the insights of the control-
theoretic active sensing approach, we propose to extend
the approach proposed in [9] by considering a multi-robot
setting. This is achieved by learning a coordinated-control
policy for multi-robot environmental monitoring tasks us-
ing the reinforcement learning (RL) paradigm. The learned
policy in then combined with energy constraints to achieve
multi-robot persistent environmental monitoring.

A. Related Work

The problem of multi-robot environmental monitoring typ-
ically consists in reconstructing physical processes evolving,
in general, both in space and in time, using a team of
autonomous robots. This topic has been extensively studied
in the recent years [11], [12], [13], [14], [15], [1], [16].

In [11], most-informative paths are planned for multiple
autonomous robots in order to achieve an efficient collection
of environmental data. The authors propose an approach
which shares the informative multi-robot path planning fea-
ture with the control strategy proposed in this paper. Dif-
ferently from the constraint-driven formulation of persistent
environmental monitoring that we develop in this paper,
however, limited availability of energy is not explicitly taken
into account, as it is assumed that the robots always have
energy resources at their disposal.

Other approaches consist in minimizing energetically-
expensive operations, such as accelerating and stopping
mobile robotic platforms, as done in [14]. Compared to the
persistent environmental monitoring approach proposed in
this paper, these approaches are focused on optimizing en-
ergy consumption rather than constraining the robot motion
required to collect environmental data by the energy stored



in the batteries of the robots. The latter is the main point
that characterizes the control strategy we propose here.

B. Contributions and Paper Organization

The contributions of this paper are twofold and can be
summarized as follows:

(i) We extend the persistent environmental monitoring
approach developed in [9] to the multi-robot case by
learning a coordinated-control policy using the RL
paradigm which leverages the control-theoretic mea-
sures of information collected in the environment

(ii) We show how to execute the learned multi-robot policy
by means of the RL paradigm in a constraint-driven
control framework, which allows us to combine the
environmental monitoring task with energy control in
order to achieve persistent environmental monitoring

The remainder of the paper is organized as follows. Sec-
tion II briefly introduces the constraint-driven task execution
framework and the formulation of environmental monitoring
as an active sensing problem. Section III is devoted to the
design of the multi-robot environmental monitoring control
policy using RL. Section IV provides the theoretical connec-
tion between policies learned using the RL paradigm and the
execution of the corresponding tasks using the constraint-
driven control framework, and it presents the optimization
problem designed to achieve persistent environmental mon-
itoring. Section V presents and discusses the simulation
results and Section VI concludes the paper.

II. BACKGROUND

In this paper, we employ the constraint-driven robot con-
trol paradigm in order to let a multi-robot system perform
environmental monitoring over long-time horizons. This
section introduces the two main components required to
achieve this goal, namely the constraint-driven task execution
framework and the environmental monitoring formulation
based on active sensing.

A. Constraint-Driven Task Execution

The general form of the constraint-driven control paradigm
to execute a task can be stated as follows [3]:

minimize
u

‖u‖2

subject to ctask(x, u) ≤ 0,
(1)

where x and u are state and control input of the robotic
system and ctask is a function encoding the task to execute.
In this paper, ctask will be used to encode the multi-robot
environmental monitoring task. Notice how the task is en-
coded as a constraint of an optimization program whose
objective is to minimize the control effort u: This is the
first reason that renders this formulation amenable for long-
duration autonomy. The second reason is the fact that the
optimization-based nature of the formulation allows us to

enforce energy-control as an additional constraint, as follows:

minimize
u,δ

‖u‖2 + κδ2

subject to ctask(x, u) ≤ δ
cenergy(x, u) ≤ 0.

(2)

Here, cenergy is used to constrain the task execution by the
current availability of energy of the robots, and it can be
defined, for instance, in order to prevent the energy stored
in the robot batteries from going below a desired minimum
threshold. The slack variable δ is used to prioritize the energy
constraint over the task execution in order to effectively
realize a persistent execution of the robotic task. κ > 0 is an
optimization parameter.

To make the exposition more concrete, consider a robotic
system with control affine dynamics

ẋ = f0(x) + f1(x)u, (3)

where x ∈ X ⊆ Rn and u ∈ U ⊆ Rm denote state and
control input, respectively, and f0 : Rn → Rn and f1 : Rn →
Rn×m are Lipschitz continuous vector fields. The task to be
executed is encoded by a continuously differentiable, positive
definite cost function V : X → R+. High values of V (x)
correspond to the task being far from being completed, while
V (x) = 0 corresponds to the task being accomplished. With
this notation, the optimization program (1) can be expressed
as follows:

minimize
u

‖u‖2

subject to Lf0V (x) + Lf1V (x)u+ γV (V (x)) ≤ 0,
(4)

where Lf0V (x) and Lf1V (x) are the Lie derivative of V
along the vector fields f0 and f1, respectively. The function
γV : R → R is a Lipschitz continuous extended class K
function—i.e. a Lipschitz continuous, monotonically increas-
ing function, with γV (0) = 0. The constraint Lf0V (x) +
Lf1V (x)u + γV (V (x)) ≤ 0 can be equivalently written as
V̇ (x, u) + γV (V (x)) ≤ 0 which ensures that V (x(t)) → 0
as t→∞.

The following section will show how (2) can be used to
execute a (single-robot) persistent environmental monitoring
task. This is achieved using the control-theoretic notion of
constructability Gramian, Gc ∈ Rn × Rn, whose trace can
be used as a metric to quantify the amount of information
collected during an estimation process. See also Remark 5 in
[9] for more detailed theoretical justifications of this choice.

B. Persistent Environmental Monitoring as Active Sensing

The compound model adopted in this paper for the robot,
the energy, and the environmental field dynamics is the
following: 

ẋ = f0(x) + f1(x)u

ė = − η
C
β (umax)

θ̇ = fθ(θ, t)

y = fy(x, θ),

(5)

where umax is the maximum norm of the control input u,
e ∈ R represents the energy stored in the robot battery. The



dynamics of e depend on the physical parameters η and C,
which correspond to the efficiency and the capacity of the
robot battery, and on β, a monotonically increasing function
that models the dependency of the current flowing out the
battery on the control input u. See [17] for more details and
discussion on the energy model.

We consider environments where there exists a scalar
field representing a quantity of interest whose distribution
is to be estimated by the robots. The environmental field
is parameterized by the vector of parameters θ ∈ Rnθ
whose dynamics may depend on θ itself and on time t. The
components of θ can represent, for instance, the location of
a source or the rate of expansion of a chemical substance
in the environment. This environmental model is general as
it encompasses environmental fields whose dynamics evolve
according to ordinary and partial differential equations alike.
Finally, the measurement model is represented by the func-
tion fy whose value—the measurement—depends both on x
and θ.

The approach for environmental monitoring based on
active sensing is proposed in [9] and consists in optimizing
a state trajectory in order to maximize the information
collected by the robot while traversing it. This information
is measured by the trace of the inverse of the so-called
constructability Gramian. As a result, the cost function V
encoding the environmental monitoring task can be chosen
to be

V (x(t)) = trace
(
G−1c (x(t))

)2
, (6)

and

Gc(x(t)) =

∫ t

−∞
Φ(τ, t)TC(τ)TW (τ)C(τ)Φ(τ, t)dτ, (7)

where Φ(τ, t) ∈ Rn×n is the transition matrix of the dynam-
ical system (3), C(τ) =

∂fy(x(τ))
∂x , and W is a weight matrix.

The lower the trace of the inverse of the constructability
Gramian, the more information is collected by the robot until
time t, and so the closer the robot is to accomplishing the
environmental monitoring task. In [18] and [9], an equivalent
approach is considered, consisting in maximizing the trace
of the constructability Gramian.

The constraint ctask(x, u) ≤ δ in (2) then becomes
V̇ (x, u) + γV (V (x)) ≤ δ, where V (x) is given by (6). To
conclude this section on persistent environmental monitoring
based on active sensing, we introduce the energy constraint
cenergy similar to the one proposed in [9], which can be
enforced in (4), with V given by (6), in order to achieve
persistent environmental monitoring. Given the model (5)
for the dynamics of x and e, cenergy(x, u) ≤ 0 turns into
−ḣ(x, e, u) − γh(h(x, e)) ≤ 0, where h is the following
control barrier function:

h(x, e) = e− emin − αc (‖p(x)− pc‖) , (8)

and γh : R → R is a Lipschitz continuous extended class
K function. Control barrier functions [19] are typically used
to enforce forward-invariance constraints on subsets of the
state space of dynamical systems. For the purposes of energy

control, we employ control barrier functions to prevent the
energy e from going below the minimum threshold emin. In
the definition of h in (8), p(x) denotes the robot position in
space (e.g., p(x) ∈ R2 for planar robots, p(x) ∈ R3 for aerial
robots), and pc is the spatial location of a charging station,
i.e. a place that the robot can reach in order to recharge its
battery. αc is a monotonically increasing function, so that the
quantity αc (‖p(x)− pc‖) represents the energy required to
reach the charging station located at pc from location p(x).

Remark 1 (Active sensing in multi-robot settings). The
constructability Gramian defined in (7) depends on the state
trajectory until current time t. In order to relate the state
trajectory to the input required by the robot to track it, in
[18], the authors assume that the system is differentially flat.
While this is the case for many mobile robotic platforms
(both ground and aerial), coordinated multi-robot systems do
not always exhibit this property. Additionally, in multi-robot
settings, it is not clear how to combine the measurements
collected by all the robots using the active sensing approach
developed in [9] for a single robot.

To overcome the problem highlighted in Remark 1, in the
following section, we propose an approach to learn multi-
robot environmental monitoring policies, which leverages the
RL paradigm. This approach is based on the control-theoretic
insights of the constructability Gramian used in the active
sensing formulation.

III. MULTI-ROBOT PERSISTENT ENVIRONMENTAL
MONITORING

Let us consider N robots, modeled by the dynamics in (5)
where we will use subscript i to refer to quantities related
to the i-th robot of the team, i.e.:

ẋi = f0(xi) + f1(xi)ui

ėi = − η
C
β (umax)

θ̇ = fθ(θ, t)

yi = fy(xi, θ).

(9)

In this paper, we consider homogeneous robot teams, where
all robots share the same dynamics (i.e. η, C, β, fθ, and fy
are the same for all robots). A straightforward extension can
be made to encompass heterogeneous robot teams as well.

Compared to individual robots, multi-robot systems can
be controlled in a coordinated fashion with the objective
of realizing ensemble behaviors, such as spreading over an
environment or maintaining connectivity among the team. In
order to enforce such a coordination between the robots, the
expression of f0 and f1 can be chosen to be as follows:

ẋi =
∂E
∂xi

T

(x) + ui, (10)

where E : RNn → R is a performance cost which can be used
to encode a wide range of multi-robot coordinated behaviors,
such as consensus, formation control, and coverage control
[10], and x = [xT1 , . . . , x

T
N ]T ∈ RNn denotes the compound

state of the multi-robot system. As pointed out in Remark 1,



these coordinated behaviors—which are extensively used to
control robotic systems comprised of multiple interconnected
robotic units—might prevent the system from being differen-
tially flat. Thus, the active-sensing-based approach proposed
in [9] for the single-robot case cannot be extended to the
multi-robot case in a straightforward fashion.

Therefore, in this paper, we take a different approach
and learn the multi-robot control policy required to estimate
the environmental field of interest. Using the RL paradigm,
starting from the definition of a reward assigned to each state
of the system (9), denoted by g(xi, ui), an approximation of
the so-called value function can be evaluated using an RL
algorithm [20]. The learned approximate value function—
which will be denoted in the following by J̃?—has the same
meaning of the cost function V introduced in Section II-A,
i.e. higher values correspond to the learned task being far
from being completed, while the task is accomplished when
J̃? is minimized.

The reward function used in this paper for the multi-robot
environmental monitoring task is defined as follows:

g(xi, ui) = trace (Gc(xi(t)))2 . (11)

Based on the discussion in Section II-B, high rewards
correspond to large amounts of information collected until
time t. Using an RL algorithm, the approximate value
function J̃? can be obtained, and, in the next section, we
will show the connection between RL (approximate dynamic
programming) and constraint-driven control. This will allow
us to leverage the learned value function in the constraint-
driven task execution framework in order to combine the en-
vironmental monitoring objective with the energy constraint.

IV. FROM DYNAMIC PROGRAMMING TO
CONSTRAINT-DRIVEN CONTROL

Using the system model (9) to describe the motion of
each robot of the team, together with the reward function
(11), an approximation for the value function J̃?, can be
obtained using an RL algorithm. Owing to the definition
of the reward, and as confirmed by the results in the next
section, this value function effectively encodes the desired
environmental monitoring task.

Once J̃? has been obtained, we are interested in executing
the optimal policy corresponding to this value function.
In this section, we show how this can be done within
the constraint-driven control framework, which allows us
to enforce additional constraints—as, for instance, energy
constraints—on top of the optimal policy to render the multi-
robot environmental monitoring task persistent.

With this goal in mind, let us start by considering a system
with known discrete-time dynamics

xk+1 = f̂(xk, uk),

where xk denotes the state, uk ∈ Uk(xk) the input, and the
input set Uk(xk) may depend in general on the time k and
the state xk. The value iteration algorithm to solve a de-
terministic dynamic programming problem with no terminal

cost can be stated as follows [20]:

Jk+1(xk) = min
uk∈Uk(xk)

{
gk(xk, uk) + Jk(f̂(xk, uk))

}
,

(12)
with J0(x0) = 0, where x0 is the initial state, and gk(xk, uk)
is the cost incurred at time k. J corresponds to an accumu-
lated cost, and the total cost accumulated along the system
trajectory is given by

J(x0) = lim
N→∞

N−1∑
k=0

αkgk(xk, uk). (13)

In this paper, we will consider α = 1 and we will assume
there exists a cost-free termination state.By Proposition 4.2.1
in [20] the value iteration algorithm (12) converges to the
value function J? that satisfies the following equation:

J?(x) = min
u∈U(x)

{
g(x, u) + J?(f̂(x, u))

}
. (14)

Adopting a so-called approximation scheme in value
space, J? can be replaced by a parametric approximation J̃?

by solving the following approximate dynamic programming
algorithm:

J̃k+1(xk) = min
uk∈Uk(xk)

{
gk(xk, uk) + J̃k(f̂(xk, uk))

}
.

In these settings, RL algorithms can be leveraged to find
parametric approximations, J̃?, of the value function using
neural networks—such algorithms are commonly referred to
with the name of deep RL. This is the paradigm considered
in this paper in order to approximate the value function
encoding the multi-robot environmental monitoring task.

The bridge between dynamic programming and constraint-
driven control is optimal control. In fact, the cost in (13) is
typically considered in optimal control problems, recalled, in
the following, for the continuous time control affine system
(3):

minimize
u(·)

∫ ∞
0

(
q(x(t)) + u(t)Tu(t)

)
dt

subject to ẋ = f0(x) + f1(x)u.

(15)

Comparing (15) with (13), we recognize that the instanta-
neous cost g(x, u) in (13) in the context of the optimal
control problem (15) corresponds to q(x) + uTu, where
q : X → R is a continuously differentiable and positive
definite function.

A dynamic programming argument on (15) leads to the
following Hamilton-Jacobi-Bellman equation:

Lf0J
?(x)− 1

4
Lf1J

?(x) (Lf1J
?(x))

T
+ q(x) = 0,

where J∗ is the value function—similar to (14) for
continuous-time problems—representing the minimum cost-
to-go from state x, defined as

J?(x) = min
u(·)

∫ ∞
t

(
q(x(τ)) + u(τ)Tu(τ)

)
dτ. (16)



The optimal policy corresponding to the value function (16)
can be evaluated as follows [21]:

u? = −1

2
(Lf1J

?(x))
T
. (17)

In order to show how the optimal policy u? in (17) can be
obtained using an optimization-based formulation, we now
recall the concept of control Lyapunov functions.

Definition 1 (Control Lyapunov function [22]). A continu-
ously differentiable, positive definite function V : Rn → R is
a control Lyapunov function (CLF) for the system (3) if, for
all x 6= 0

inf
u

{
Lf0V (x) + Lf1V (x)u

}
< 0. (18)

To select a control input u which satisfies the inequality
(18), an expression—known as the Sontag’s formula [23]—
can be employed. With the aim of encoding the optimal
control input u? by means of a CLF, we will consider the
following modified Sontag’s formula originally proposed in
[24]:

u(x) =

{
−v(x) (Lf1V (x))

T
if Lf1V (x) 6= 0

0 otherwise,
(19)

where v(x) =
Lf0V (x)+

√
(Lf0V (x))

2
+q(x)Lf1V (x)(Lf1V (x))

T

Lf1V (x)(Lf1V (x))
T .

The modified Sontag’s formula (19) is equivalent to the
solution of the optimal control problem (15) if the following
relation between the CLF V and the value function J? holds
[25]:

∂J?

∂x
= λ(x)

∂V

∂x
, (20)

where λ(x) = 2v(x) (Lf1V (x))
T . The relation in (20)

corresponds to the fact that the level sets of the CLF V
and those of the value function J? are parallel.

The last step towards the constrained-optimization-based
approach to generate optimal control policies is to recognize
the fact that, owing to its inverse optimality property, the
modified Sontag’s formula (19) can be obtained using the
following constrained-optimization formulation, also known
as the pointwise min-norm controller [24]:

minimize
u

‖u‖2

subject to Lf0V (x) + Lf1V (x)u+ σ(x) ≤ 0,
(21)

where σ(x) =

√
(Lf0V (x))

2
+ q(x)Lf1V (x) (Lf1V (x))

T .
This formulation already resembles the one introduced

in (4) in Section II-A, and in the following we provide a
formulation which strengthens the connection with approxi-
mate dynamic programming. When V = J̃?, the min-norm
controller solution of (21) is the optimal policy which would
be learned using an RL algorithm: this is what allows us to
bridge the gap between constraint-driven control and RL.

Following the formulation in (4), the constraint-driven ex-
ecution of a task encoded by the approximate value function

J̃? learned using RL can be implemented executing the
control input solution of the following optimization program:

minimize
u

‖u‖2

subject to
1

λ(x)

(
Lf0 J̃

?(x) + Lf1 J̃
?(x)u

)
+ σ(x) ≤ 0.

(22)

Remark 2 (Computation of task constraint using deep
RL). The Lie derivatives Lf0 J̃

?(x) and Lf1 J̃
?(x) contain

the gradients ∂J?

∂x . In deep RL settings, when J̃?(x) is
approximated using neural networks, these gradients can be
efficiently computed using back propagation.

To summarize, using an RL algorithm, one can get the
approximate value function J̃?, which can be then plugged in
(22). The robot controlled using the solution of (22) executes
the task encoded by the value function J̃? in an optimal
fashion.

We conclude this section by stating the main convex
quadratic program which is used in the next section to
synthesize the controller to let each robot of the team execute
persistent environmental monitoring:

minimize
ui,δi

‖ui‖2 + κδ2i

subject to
1

λ(x)

(
Lf0 J̃

?(x) + Lf1 J̃
?(x)ui

)
+ σ(x) ≤ δi

− ḣ(xi, ei, ui)− γh(h(xi, ei)) ≤ 0,
(23)

where x is the compound state of the multi-robot system,
and δi, as discussed in Section II-A, prioritizes the energy
constraint of robot i over the execution of the task encoded
by the approximate value function J̃?.

V. SIMULATION RESULTS

The persistent environmental monitoring strategy formu-
lated in Sections III and IV has been tested in simulation
on a team of 6 ground mobile robots deployed in a planar
environment. The state xi of robot i denotes its position
in the plane, i.e. p(xi) = xi ∈ R2. The environmental
field of interest consists of the concentration of a gas
that spreads from an unknown source with the diffusive

dynamics fy : (xi, θ) 7→ θ4e
−‖p(xi)−[θ1,θ2]T‖2

θ3 [26], where
[θ1, θ2]T represents the (unknown) source location, θ3 and θ4
determine the (unknown) spread of the gas concentration, and
p(xi) is the position of robot i. The dynamics of θ are given
by fθ : (θ, t) 7→

[
0 0 K1 −K2t

− 3
2

]T
, with K1 = 0.005

and K2 = 0.01. Measurement noise parameters are the same
as in [9].

Dedicated charging stations for each robot have been
arranged in an hexagonal formation around the origin of
the reference frame defined in the environment (see colored
circles labeled as pc,1, . . . , pc,6 in Fig. 3a on page 6). The
parameters of the energy model in (9) have been set to:
β(s) = 0.005s, η = 1, and C = 1. Following the derivation
in [17], the energy required by robot i to reach the charging
station located at pc,i, used in the definition of the control
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Fig. 1. Figure 1a: Environmental field parameters estimated by robot
1 during the course of the simulated experiment (dashed line denote the
ground truth values). Figure 1b: Squared estimation errors, ∆θ2i , with
respect to ground truth values of the environmental field parameters.

barrier function (8), is evaluated as αc(‖p(xi) − pc,i‖) =
log (‖p(xi)− pc,i‖)−log(dmax), where dmax is the maximum
distance from the charging station located at pc,i at which
robot i is able to recharge its battery. In the case of wire-
less charging technologies, dmax can be interpreted as the
footprint of the wireless charging station. In the simulations,
dmax = 0.25 m, and emin = 0—i.e. the batteries should
never be fully depleted. Additionally, to simulate the battery
recharging process, ė = 0.001 s−1 when the robot is at a
position within dmax from the charging station.

The coordination among the robots has been ensured by
setting E(x) =

∑N
i=1

∑
j∈Ni ‖p(xi)−p(xj)‖

2 in (10), where

Ni =


{2} i = 1

{i− 1, i+ 1} 2 ≤ i ≤ 5

{5} i = 6.

This performance cost function E results in what is known as
position consensus on a line graph [27], and can be employed
to keep the members of the multi-robot system close to each
other in order to facilitate information exchange. In fact, at
each time instant t, we let the robots that are closer than 10 m
from each other exchange the measurements they collected
until time t.

In the optimization program (23), J̃? is learned in an on-
policy fashion using the Spinning Up vanilla policy gradient
algorithm (https://spinningup.openai.com/en/
latest/), κ = 1, and γh(s) = s.

Figure 1 shows the environmental field parameters as
estimated by robot 1. As can be seen, the estimated values
(solid lines) converge to the ground truth values (dashed
lines), and after 2000 iterations reach a steady-state low
estimation error. Another measure of the effectiveness of the
environmental estimation process is the trace of the inverse of
the constructability Gramian, which is inversely proportional
to the amount of information collected by the robots. This
metric is reported in Fig. 2: Here, the solid line corresponds
to the value computed by robot 1, in the multi-robot scenario,
during the course of the experiment. As a reference, the
dashed line represents the trajectory of trace

(
G−1c (x1(t))

)
computed using the single-robot estimation strategy proposed
in [9], i.e. assuming each robot optimizes its own trajectory
without accounting for the presence of the other robots of
the team.
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Fig. 2. Information collected by robot 1 during the estimation task,
measured by the trace of the inverse of the constructability Gramian
(smaller values correspond to more information collected). The dashed
line corresponds to the case where robot 1 optimizes its trajectory without
coordinating with the robot team, using the approach in [9].
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Fig. 3. Trajectories (Fig. 3a) and energy values (Fig. 3b) of the robots,
recorded during the course of the experiment (each color corresponds to a
different robot). In Fig. 3a, charging stations are depicted as colored circles
and are labeled as pc,1, . . . , pc,6. The robots visit their dedicated charging
station when their batteries are depleting, driven by the second constraint
in (23).

Finally, Fig. 3a shows the trajectories of the robots in the
environment, recorded during the course of the simulated
experiment. As can be seen, the robots routinely visit their
dedicated charging station—depicted as a circle labeled by
pc,i and plotted in the same color as the trajectory of the
corresponding robot—when in need of energy, thanks to
the effect of the second constraint in (23). As a result, the
batteries of the robots never deplete and the energy is always
kept above 0, as shown in Fig. 3b. This demonstrates the ef-
fectiveness multi-robot persistent environmental monitoring
task learned and executed using the constraint-driven control
framework. The next two remarks conclude this section
by highlighting two additional amenable properties of the
approach presented in this paper.

VI. CONCLUSION

In this paper, we presented a multi-robot persistent envi-
ronmental monitoring strategy, suitable to control a team of
robots deployed in an environment to estimate an unknown
environmental field of interest. The robots are trained to learn
a coordinated estimation strategy using the reinforcement
learning paradigm. The learned policy is then combined with
energy constraints in order to keep the energy stored in the
batteries of the robots always above a minimum threshold
during the execution of the estimation task. This is realized
thanks to the constraint-driven task execution framework.
The approach has been tested in simulation on a team of
6 mobile robots tasked with estimating the concentration of
a gas diffusing in an environment from an unknown source.
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